
Response to Comments 

 

Dear Reviewers: 

 

We truly appreciate your comments on our manuscript entitled “Modelling of street-scale 

pollutant dispersion by coupled simulation of chemical reaction, aerosol dynamics, and 

CFD” (Manuscript Number: acp-2022-365). Your comments are valuable and have been 

very helpful in improving our paper. We have carefully studied the comments and made 

the appropriate corrections, which we hope will meet your approval. In this document, 

the reviewers' comments have been written in blue, while our answers have been typed 

in black. All changes have been highlighted in red in the revised manuscript. The 

responses to the reviewers’ comments are presented below. 

 

Response to the reviewers’ comments 

 

 

Reviewer #1: This paper used a coupled simulation system to study the NO2 and aerosol 

distributions in a street canyon at Paris, which is of some interest and fits into the scope 

of ACP. However, there are still some deficiencies in the article, and a minor revision is 

needed before publication at ACPD: 

 

First of all, it is found that the simulation domain is rather small, i.e. only a street canyon. 

The chemical concentrations measured or simulated are significantly influenced by the 

outside conditions, either meteorological or chemical boundary conditions. Therefore, it 

is necessary to verify the conditions of simulation results outside the domain to make sure 

that they are realistic and provide the real boundary conditions for the street simulations. 

In this study, the focus was put on the pollutants’ physical phenomenon inside the street 

canyon, therefore the simulation domain was relatively small. For the inflow, the 

meteorological boundary conditions including the time variations of the friction velocity 

and temperature were obtained from the WRF model. And the time variations of the 

background concentrations were obtained from a regional chemistry-transport model as 

described in Sartelet et al. (2018). Gas chemistry and aerosol dynamics were considered 

in the regional model, with the same chemical representation as in this study. As detailed 

in Sartelet et al. (2018), the simulated regional concentrations compare well to 

measurements of O3, NO2, PM10, PM2.5, black carbon and organic aerosols. Therefore, 

the authors considered the boundary conditions were suitable and real for the street 

simulations. The related statement was added at Line 221. 

 

The comparisons between model simulation and field measurements were largely done 

for NO2 and aerosol species. It is suggested that the comparisons be done for wind 

velocities and directions between model simulation and observations. As many 

conclusions drawn from the paper were based on the flow field simulated, such as shown 



in Fig. 12-13, it must make sure that the flows simulated were realistic. 

Thank you for your advice. The authors agree that reproducing the flow field is important 

in this study. Unfortunately, we do not have the observation data on wind velocity. 

Therefore, we conducted a velocity validation for OpenFOAM v2012 using data from a 

wind tunnel experiment (Blackman et al., 2015).  

 

Fig. S1 Simulation domain for velocity validation. 

 

The 2-D simulation domain is shown in Fig. S1. The aspect ratio in the experiment 

(H/W=0.33) is close to this study (H/W=0.31). The building height H is 0.06 m. The grid 

size is 1/20 H in x- and z- directions in the simulation domain under 3H. The free-stream 
velocity ����  is 5.9 m/s. The steady-state flow field is simulated with the same 

turbulence model (RNG k–ε model) as in the paper, and cyclic boundary conditions are 

used for the inlet and outlet. The slip boundary is considered for the top, and non-slip 

boundary conditions with the same wall functions as in the paper are considered for other 

walls.  

 

 
Fig. S2 Streamwise and vertical direction of mean wind velocities at �/� = 0.83. 

 

Fig. S2 compares the simulated streamwise and vertical direction of mean wind velocities 

with the experimental values at �/� = 0.83. The RNG k–ε model reproduce well the 

velocities, although the velocities very close to the windward wall show differences with 

the experimental values. The above validation shows that if suitable inlet conditions are 

given, the flow field is well reproduced with the turbulence model adopted in this study. 

As mentioned above, measurement velocity data are not available, therefore the authors 
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could only deduce that the flows simulated were realistic based on the validation using 

wind tunnel experiment data. The velocity validation was added in Appendix B and the 

related statement was added at the beginning of Section 4.1. 

 

Since chemical reactions are the major concerns of this paper, the street level variations 

of temperature, flow patterns et al, should be discussed with respect to the formation of 

O3 and aerosol dynamics. 

The authors agree that the radiation-leaded street-level-variations of temperature could 

affect the flow field and chemical reaction rates. However, this is not considered in this 

study and the radiation effect on the local temperature was simplified as being the same 

as in the inflow condition. The inflow temperature was obtained from WRF model where 

the radiation was considered, and the time variation of temperature was considered to be 

the same as the background. Further work will consider the implementation of the 

radiation effect. The above statements were added in the Conclusions as the limitation of 

this study. 

The authors agree that the chemical formation and aerosol dynamics should be discussed 

with respect to the flow patterns and added the following sentence at Line 460. “In 

addition, the lowest concentration of O3 and HNO3 can be found at the leeward corner, 

which corresponds to the secondary vortex in Fig. 11, indicating that the pollutant 

residence time is the highest at that corner leading to enhance ozone titration.” 
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Reviewer #2: The authors coupled the SSH-Aerosol modular box model into 

Code_Saturne and OpenFOAM CFD models. This coupling allows the representation of 

primary and secondary pollutants such as NO2 and secondary aerosols (including size 

distribution) inside an urban canyon in Paris. Results of twelve-hour simulations of NO2 

and PM10 between OpenFOAM and Code_Saturne with SSH-Aerosol were similar and 

closer to measurements. Configuration experiments and case studies were focused on 

OpenFOAM coupling (CFD_Chemistry). CFD-Chemistry was evaluated in grid size, 

time step, and coupling method. Averaged concentration fields of gasses and particles and 

the size distribution of PM10 were evaluated. Finally, a case increasing NH3 traffic 

emission was presented as an example of using the model for regulatory purposes. 

 The manuscript is well written and organized, the tables and figures support the results 

and the results and conclusions represent an improvement in the field.   

Minor comments and required clarifications are detailed below: 

  

Specific comments 

  

Line 143. Please clarify the reason for not including nucleation in simulations.  

Nucleation is not considered in this study because only the mass and not the number of 

particles is available for evaluation, and large uncertainties remain on the nucleation 

parameterizations (Sartelet et al. 2022), mostly affecting the number of particles. As 

nucleation is not considered, the minimum diameter does not need to be as low as 0.001 

μm, and it is fixed to 0.01 μm, as in the regional-scale simulations of Sartelet et al., (2018), 

which provide the background concentrations. The above explanation was added at Line 

154. 

 

Line 146 - 153. Recommend adding a schematic diagram to clarify the coupling detailed 

in this paragraph, like Fig 3 in Kim et al (2018). 

The authors considered that the coupling method between CFD and chemistry modules 

is similar to the literature (Kurppa et al., 2019; Gao et al., 2022), and therefore a schematic 

diagram is not necessary. A related statement was added at the beginning of Section 2. 

 

Fig 3. could also include NO2 and O3 background concentrations that would complement 

the discussion of Fig. 12. It could also help to have the gasses emission rates like NOX 

as it was also used to estimate NH3 emissions. 

The time variations of NO2 and O3 background concentrations were added in Fig 3(a). 

The time variations of NO2 and NO emission rates were added in Fig 3(b).  

 

Line 177. Please specify the spatial resolution of WRF simulations. 

The grid resolution was 1 km ×1 km in Paris. The statement was added at Line 202. 

 

Line 193 Please specify the model name to produce the background concentrations. 



The simulations are carried out with the Eulerian model Polair3D of the Polyphemus air 

quality modelling platform (Mallet et al., 2007). The statement was added at Line 224. 

 

Line 241-243 Fig. 4.b showed that the PM10 CFD-chemistry did improve PM10 

simulation but only during the morning hours, CFD-chemistry is closed to CFD-passive 

during the afternoon. When compared with Fig 3 a. It seems that it follows the behavior 

of background concentration, even when there is an increase of PM10 emitted compounds 

during the late hour of the afternoon (Fig 3 b). Did the authors perform sensitive tests of 

background concentration?  

The reason why CFD-chemistry was closed to CFD-passive during the afternoon could 

be that the temperature increased, and relative humidity decreased during the day, 

therefore the low humidity in the afternoon decreased condensation rate. The authors 

considered that the reason for underestimating PM10 in CFD-chemistry could be 

underestimation of background concentrations and underestimation of emission for black 

carbon as shown in Fig. 5. 

 

Line 293: Please elaborate on the reasons for choosing OpenFOAM instead of 

Code_Saturne. Maybe it is easier and faster to run or it performs better than Code_Saturne 

(Table 1 only showed performance statistics for OpenFOAM). In that sense, it is also 

important to show the difference in computational time of running CFD-Chemistry and 

CFD-Passive. 

Because the simulation results based on OpenFOAM and Code_Saturne were close, the 

authors considered that it is arbitrary to select one or the other CFD software in this study. 

OpenFOAM was selected without special reason, and the authors considered that the 

results based on OpenFOAM are representative. In addition, the simulation time ratio of 

CFD-chemistry and CFD-passive is about three times in both OpenFOAM and 

Code_Saturne. The statement was added at Line 281. 

 

Line 591 - 592. The authors said that background concentration came from measurements, 

nevertheless in line 193 they said that they were obtained from the regional-scale 

simulations, please clarify. 

“The simulation domain and background concentration were based on field 

measurements” was revised into “The simulation domain was generated to model a street-

canyon where field measurements are available. The background concentrations of gas 

and particles are obtained from regional-scale simulations.” at Line 629. 

 

Technical corrections 

 

Line 124 and Line 127. Please include the definition of RNG (Re-Normalisation Group), 

PISO (Pressure Implicit with Splitting of Operator), and SIMPLE (Semi-Implicit Method 

for Pressure-Linked Equations) acronyms. 

The definitions were added at Lines 133 and 136. 



 

Recommend to add units in colorbars in Fig. 12 and 13, like in Fig. 11. 

The units were added in Fig. 12 and 13. 

 

Line 466, It should be: the HNO3 concentration peak in CFD-chemistry was later than 

that in CFD-PASSIVE. 

Revised at Line 504. 

  

Line 458 Said NH3 concentration peaked around 6 am, later in line 466 is said to be at 7 

am.  

Revised 6 a.m. to 7 a.m. at Line 497. 

 

Line 505, and line 508 PM10 are repeated, maybe it is OM. 

In the caption of Fig.16, two PM10 stand for the total concentration of PM10 and the 

concentration for individual chemical compound of PM10. To avoid ambiguity, we 

changed the order into PM10, PM1 and the chemical compounds of PM10 in the caption of 

Fig.16 and Line 546. 

 

Line 834, von Karman constant should be von Kármán constant 

Revised at Line 909. 

 

Equations for dry deposition schemes for gasses in Appendix A should be labeled as A5 

and A6. 

Revised. 
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Reviewer #3: This ms examines coupled aerosol-chemistry-dynamics within a street 

canyon using a chemistry-aerosol box model, SSH-Aerosol, and two CFD models, 

OpenFOAM and Code_Saturne. The model configurations are intended to mimic 

conditions within a specific street canyon in Paris during a field campaign in 2014. It is 

shown that the coupled model leads to significant differences compared to a baseline 

simulation in which chemical and physical transformations are excluded. 

 

Given that the vast majority of the urban pollutant dispersion literature assumes passive 

scalar dynamics, there is certainly a need for more studies of coupling, especially in the 

case of aerosols, which have received much less attention than gas-phase photochemistry. 

Nevertheless, several such studies have already appeared, e.g. Sanchez et al. (2016) [1], 

Han et al. 2018 [2], Gao et al. 2022 [3]. The authors should therefore highlight the novel 

aspects of their study. They should also discuss the physical or chemical mechanisms 

underlying their findings. While many sensitivity tests and models comparisons are 

presented, I did not get the impression that the ms attempts to address a basic physical 

question. 

I also have several technical concerns/questions. 

The authors agree that this study shared similar motivation with previous studies on 

developing a coupling method between CFD and chemistry modules. Meanwhile, the 

authors reviewed the previous studies on developing a coupling method between CFD 

and aerosol modules in the introduction and considered that the gas-phase chemistry and 

secondary (organic) aerosol formation were not fully considered. Therefore, this study 

aims to develop a more comprehensive coupled model which can simulate the evolution 

of gas concentrations, mass and number concentrations of primary and secondary 

particles at the same time. The above explanation was added at Line 80. 

The authors agree that discussing the physical or chemical mechanisms based on the 

simulation results is important. Meanwhile, the focus of this study is to develop and 

evaluate the coupled model of CFD and chemistry modules. Following studies will focus 

on addressing basic physical questions based on the developed model. However, a first 

evaluation of the physical and chemical mechanisms is presented here to evaluate the role 

of ammonia emissions in the formation of inorganic and organic aerosols. As the 

hydrophilicity of organic aerosols is considered in the model here, it is shown that 

ammonia does not only impact inorganic concentrations, but also organic concentrations. 

 

Major points 

1. The CFD models are rather idealised. 

(a) I have doubts about the restriction to a 2-D street canyon. While it’s well-established 

that flow within a street canyon is approximately two-dimensional, at least when the 

external flow is perpendicular to the canyon axis, this does not necessarily mean that a 2-

D model works equally well for coupled simulations. Chemical and physical 

transformations depend on the residence time, which may differ for a fully three-



dimensional flow. My hunch is that the residence time for a 3-D canyon would be shorter. 

Thus the effects of chemical reaction or aerosol processes could be weaker than what the 

authors report. 

The authors agree that the pollutant residence time for a 3-D canyon would be shorter 

compared to the 2-D canyon adopted in this study. Meanwhile, the selected street canyon 

in this study is simple in geometry and a 2-D simplification is reasonable in terms of 

residence time for a perpendicular wind, as shown by the 2D-3D comparisons performed 

by Maison et al. (2022). Nevertheless, the authors agree that the 3-D characteristics of the 

flow field are important in simulating pollutant dispersion with chemical reactions when 

the wind direction is time dependent. The above statement was added in the Conclusions 

as a limitation of this study.  

 

(b) A RANS closure may not be sufficiently accurate. While RANS models agree well 

with large-eddy simulation when it comes to mean statistics, discrepancies are typically 

larger for second-order quantities. I suspect that there is a similar phenomenon for 

pollutants governed by nonlinear evolution equations. 

The authors should discuss the limitations of their models more carefully. How would 

their major findings be affected if a more realistic or accurate model (e.g. 3-D LES) were 

used? 

The authors agree that RANS models may show discrepancies with LES for second-order 

quantities. As the SSH-aerosol processed the ensemble-averaged concentration, the 

covariance of turbulent diffusion and chemical reaction may not be fully reproduced. The 

above statement was added in the Model description (Line 168) and was added in the 

Conclusions as a limitation of this study. 

 

2. The CFD models are not validated. This means that the results of, e.g., the model 

evaluation (Sec. 4), need to be interpreted carefully. On account of nonlinearity, the 

differences between CFD-chemistry and CFD-passive may not be due only to chemistry 

or aerosol processes. For example, the limitations discussed in Point 1 could also play an 

important role. 

The authors agree that model evaluation for CFD is important in this study. Meanwhile, 

we do not have the observation data on wind velocity. Therefore, we conducted a velocity 

validation for OpenFOAM using data from a wind tunnel experiment (Blackman et al., 

2015). The velocity validation was added as Appendix B and a related statement was 

added at the beginning of Section 4.1. 

 

3. I don’t understand how the time-dependent inflow is implemented. 

(a) It’s mentioned that flow is driven by linearly interpolated time series of friction 

velocity and temperature (Figure 2), but how exactly is this done? Is there a time-

dependent boundary condition? If so, how often is it updated? Are the authors sure that 

this procedure is robust? 

The boundary conditions for inflow and background concentrations are time-dependent. 



The time series from the WRF model and the regional model for each hour is interpolated 

into values for each time step in the CFD. The authors consider this procedure is reliable. 

The following statement was added at Line 214. “The hourly friction velocities and 

temperatures are linearly interpolated into seconds and prescribed at the inflow.”  

 

(b) Is the temperature a prognostic variable? It’s unclear whether the simulations are 

neutral or not. An inlet velocity profile is specified (eq. 1) but the temperature profile is 

unspecified. If neutral stability is assumed, what’s the justification for this? 

Since the domain height is low (51 m) in this study and we focused on the pollutant 

dispersion behaviors in the street canyon, it is reasonable to consider the atmospheric 

stability as neutral, therefore the temperature was spatially uniform at the inflow. The 

above statement was added at Line 211. 

 

(c) The specification of the velocity profiles ignores the dependence on wind direction. 

The authors assume that the external wind is always perpendicular to the canyon axis. For 

an application to a real street canyon, this could be a major omission. 

The authors agree that various wind directions should be considered to better evaluate the 

performance of the coupled model in 3D cases. Meanwhile, since we focused on the 

coupling of gas chemical reactions and particle dynamics to the CFD codes, we selected 

a period when the wind direction was perpendicular to the street canyon. Further work 

will focus on the application of the coupled model to a complex urban environment with 

changing wind directions. The above explanations were added in the conclusions as a 

limitation of this study. 

 

(d) The description of the operator splitting seems incorrect. The authors claim that the 

symmetric Strang scheme [4], ���(∆�/2) − �ℎ�������(∆�) − ���(∆�/2) is second 

order while the simple alternation of CFD and chemistry, ���(∆�) − �ℎ�������(∆�), 

is first order. There are a few problems with this. 

i. Strang’s result actually requires that the numerical schemes for the decomposed 

substeps be second order (see p. 510 of his paper). The point isn’t that the composition 

increases the order but rather maintains it. This is reasonable. Strang’s method can be 

applied to general PDEs of the form �� = � + �, where a and b are functions. If a and b 

are independent of each other but discretised using a first-order scheme, it seems rather 

unlikely that the composition should be of higher order. 

ii. Strang’s result is for a PDE that’s been decomposed into functions of independent 

variables, e.g. �� = �(��, �, �) + �(��, �, �) , where x and y are the usual space 

variables and Du represents spatial derivatives. The authors have equated the terms a and 

b with the chemistry and CFD substeps. I don’t think this is the same thing. They’re 

applying the method to a PDE of the form �� = �(�����, �, �) + �(�����, �, �) where 

the dependent variables ���� and �����denote subsets of the original solution space 

(i.e. � = ���� + �����). The operator splitting considered by the authors is conventional 

in the numerical solution of turbulent reacting flows, but it’s different in kind from the 



splitting analysed by Strang (which generalizes alternating direction methods). 

iii. I think it’s misleading to imply that a higher-order scheme necessarily yields a more 

accurate solution of a turbulent reacting flow. The splitting should depend on the coupling 

between dynamics and chemistry, i.e. the Damkohler number. Thus a method, like the 

authors’, which has a chemistry sub-timestep that’s longer than the dynamical sub-

timestep, will not be accurate in certain limits (e.g. slow chemistry) regardless of what 

the overall order might be. 

iv. If the Strang scheme is in fact higher-order or more accurate than the simple first-order 

scheme, then why should the simulated concentrations be largely insensitive to the 

timestep (Fig. 10)? This would imply that the actual errors are not described by classical 

error analysis, which is based on linearisation. If so, there’s little point in referring to the 

order of the schemes. 

The authors appreciate the detailed explanation on the Strang method and agree that the 

operator splitting method of ���(∆�/2) − �ℎ�������(∆�) − ���(∆�/2)  is 

conventional in the numerical solution of turbulent reacting flows and is different to the 

Strang method. In addition, the authors agree that the above method is first-order and 

even a higher-order scheme would not be accurate in certain limits (e.g. slow chemistry). 

Therefore, the statements on the Strang method were revised. The name of first-order 

method and the Strang method were revised into A-B splitting method and A-B-A 

splitting method. The Section 4.4 was revised correspondingly. 

 

4. The results are limited to a 12-hour simulation for a single day. Why? The authors 

should show that their results are robust by considering different days. 

The authors agree that conducting simulation for different days may bring a more 

comprehensive evaluation of the coupled model. Meanwhile, as answered above, as a first 

step in the evaluation of the coupled model, we focused on the reproduction of gas 

chemical reactions and particle dynamics in a street canyon. We selected the time period 

when wind direction was perpendicular to the street, so that a 2-D simplification of the 

simulation domain is reasonable. During the field measurements, there exists several time 

periods when the wind direction was perpendicular to the street canyon, but the duration 

of these time periods were most of the time very too short. In addition, the authors 

consider that it is critical to have a simulation time long enough to cover both day-time 

chemistry and night-time chemistry. Therefore, we selected the 12-hour period on April 

30, 2014. Further work will focus on the application of the coupled model to different 

days. The reason for selecting the simulation period was added at Line 187. And the 

corresponding statement were added in the conclusions as a limitation of this study. 

 

Minor points 

1. The English should be checked carefully. There are many small errors. I suggest that 

the singular be used in place of ‘inorganic and organic matters’, etc. 

Thank you for the suggestion. The authors revised ‘matters’ into ‘matter’. In addition, the 

tense in the manuscript was revised. 



 

2. The organisation of the ms could be improved. Here are several examples: 

(a) The Abstract is too long and jumps between paragraphs. 

The Abstract was shorten into single paragraphs. 

 

(b) In the Introduction, the role of vehicles in emitting ammonia is mentioned after the 

OpenFOAM and Code_Saturne are introduced. 

The role of vehicles in emitting ammonia was put before the introduction of the CFD 

softwares at Line 83. 

 

(c) Grid details aren’t provided with the model description (Sec. 2) but deferred to Sec. 

4.4 

The following statements were added in Section 3 (Line 183). “The grid resolutions in 

the street canyon are 0.5 m in both x-and z- directions, respectively. The largest grid sizes 

are 4 m (x) × 2m (z).” 

 

3. l.121 Why are two CFD models considered? One would expect well-tested models to 

give similar results. Why is the model comparison of general scientific interest? 

The authors considered that both OpenFOAM and Code_Saturne own wide users. 

Therefore, coupling SSH-aerosol with both CFD softwares may satisfy more needs. The 

above explanation was added at Line 95. Furthermore, there may be uncertainties linked 

to the numerical resolutions used in the CFD codes. This study shows that these 

uncertainties do not affect the simulated concentrations when the CFD model is coupled 

to an aerosol module.  

 

4. l.133 Why is deposition implemented in the CFD models rather than SSH-aerosol? 

Since the chemistry and dynamics timesteps differ, this could introduce an inconsistency 

between deposition and other aerosol processes. 

The authors consider that the deposition is related with walls in CFD and is similar with 

diffusion. In addition, the chemistry and dynamics timesteps were the same in A-B 

splitting. And the simulation results based on A-B-A splitting were close with A-B 

splitting. Therefore, the authors considered that deposition implemented in the CFD 

models is more reasonable rather than SSH-aerosol. 

 

5. l.143 Why isn’t nucleation considered? 

Nucleation is not considered in this study because only the mass and not the number of 

particles is available for evaluation, and large uncertainties remain on the nucleation 

parameterizations (Sartelet et al. 2022), mostly affecting the number of particles. As 

nucleation is not considered, the minimum diameter does not need to be as low as 0.001 

μm, and it is fixed to 0.01 μm, as in the regional-scale simulations of Sartelet et al., (2018), 

which provide the background concentrations. The above explanation was added at Line 

154. 



 

6. l.144 Why were these bound diameters chosen? 

The bound diameters were chosen to be the same as those of the background 

concentrations from the regional-scale simulations of Sartelet et al., (2018). The statement 

was added at Line 156. 

 

7. l.173 Fig. 2 I presume that these figures correspond to a specific day. Why was this day 

chosen? Measurements were conducted from 6 April to 15 June. 

As answered above, the authors selected a time period when the wind direction was 

perpendicular to the street for a relatively long period (12-hour time period). 

 

8. l.191 How is the emission spectrum of the aerosols defined? 

The PM size distribution at emission is assumed to be the same as in authors’ previous 

study (Lugon et al., 2021 a, b), i.e. exhaust primary PM is assumed to be in the size bin 

[0.04 – 0.16 µm] while non-exhaust primary PM is coarser in the size bin [0.4 – 10 µm]. 

The statement was added at Line 237. 

 

9. l.204 What is the justification for setting the pressure to zero at the outlet? This choice 

could affect the flow within the canyon if the domain isn’t sufficiently large. The authors 

should probably test the sensitivity to the domain size and/or perform a validation against 

wind-tunnel data. 

The authors agree that the zero-pressure setting may affect the downstream flow 

development if the domain is not sufficiently large. Meanwhile, the authors considered 

that the distance from the street canyon to the outlet, which was about 3 times of building 

height, was long enough for flow development at the downstream roof. In addition, 

although the outlet setting in velocity validation was different with this study, the 

prediction accuracy was confirmed. 

 

10. l.263 Table 1 Some of the errors for CFD-chemistry are rather small. In light of the 

idealized numerical configuration, this seems fortuitous. It appears that the statistics 

correspond to a canyon average (i.e. Fig. 4). However, measurements are limited to a few 

points. Is this a fair comparison? 

In the field measurement, the measured concentration was obtained from averaging over 

two measurement points at the leeward and windward walls at different heights. The 

measured concentrations shown in this study are these averaged values Therefore, the 

authors considered that these measured concentrations could be represented by the 

canyon average value. A related statement was added at Line 274. 

 

11. l.306 “This method is called the constant-condition method (CCM) in this study, in 

contrast to the transient-condition method (TCM).” As mentioned above, how is the 

transient-condition method implemented? Note that this information should be included 

in the model description. 



For TCM, the inflow conditions, pollutants’ background concentrations and emission 

rates from regional models were linearly interpolated into each time step. The authors 

moved the introduction of CCM and TCM from Section 4.2 to the beginning of the model 

description. 

 

12. l.318 “However, it should be noted that CCM cannot replace TCM when simulating 

long periods because the mass concentration may not change linearly between the 

selected time points.” I don’t understand this. 

(a) I think the issue isn’t the length of the simulations but rather the representativeness of 

the inlet boundary conditions vis-a-vis the actual inflow. 

(b) Why is the mass concentration the only issue? In practice, variations in the inflow 

wind speed and direction play a crucial role. 

The authors agree with the reviewer and revised the short comings of CCM as the 

followings at Line 356.” However, CCM should be use with caution when the inflow 

wind speed and direction vary rapidly.” 
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