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We are very thankful to the reviewer for the constructive comments and for considering 
the manuscript for publication in ACP after minor revisions, which we have done 
according to the suggestions of reviewer. In the following, we address the reviewer 
comments under the respective sections — i.e., General, General comments, Specific 
comments, and Technical comments.  
Note: The reviewer comments (RC2) are referred to in “Arial” font type throughout the 
texts, and the authors’ responses are referred to as “Italic Arial” with indented lines.  
 
Anonymous Referee #2 (RC2) 
 
Referee comment on "NEE estimates 2006–2019 over Europe from a pre-operational 
ensemble-inversion system" by Saqr Munassar et al., Atmos. Chem. Phys. Discuss., 
https://doi.org/10.5194/acp-2021-873-RC2, 2022 
Review of Munassar et al. 2021 submitted to Atmospheric Chemistry and Physics  
 

1) General  
The study presents inverse modelling estimates of the net ecosystem exchange 
across Europe for the period 2006 to 2019 with a special focus on the exceptional 
years 2018/2019 and the analysis of influence of environmental drivers (temperature, 
moisture availability) on NEE. The applied methods have been established in previous 
work and are generally sound. However, a few general questions concerning the 
method should be addressed (see comments below). The manuscript is well organized 
and generally well written. Nevertheless, in some cases the description of results could 
be more precise. Overall, I recommend the manuscript for publication after a series of 
rather minor issues have been addressed.  

Thank you for considering the paper to be published in the ACP journal. We 
have revised our manuscript accordingly as detailed below. 

 
2) General comments  

Title: In the title and elsewhere the inversion system is labelled 'pre-operational'. 
However, there is no discussion whatsoever, why this term is used. Furthermore, if the 
current system is the pre-operational system, what do the authors envision as the 
operation system? Either this label has to be discussed in more detail or it should be 
removed from the text and title.  

Pre-operational means that the system is used to provide annual updates of 
estimated fluxes. It is not an operational system as the system is under 
development from year to year.  
We have clarified that in the revised manuscript in L307-310.  
 

Anthropogenic emissions: Anthropogenic CO2 emissions are assumed to be well-
known for the current study (L51) and are not updated as part of the inversion. How 
sure can we be about this? While the sensitivity of the inversion towards prior 
biospheric fluxes and prescribed ocean fluxes is investigated, no such analysis is done 
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for the anthropogenic fluxes. Some kind of discussion of this assumption should be 
included in the manuscript. What is the potential uncertainty added by this 
assumption? This, especially in the light of interannual variability and the timing of 
anthropogenic emissions that exhibit larger uncertainties than annual national totals.  

Evaluating emission uncertainty is still challenging as the truth of spatio-
temporal emissions cannot not be easily reported. Nevertheless, it has been 
the standard approach in CO2 inversions to solve for the highly uncertain 
biospheric exchange fluxes and to assume that the anthropogenic emissions 
are well known (Rödenbeck et al., 2020; Peylin et al., 2013; Chevalier et al., 
2012, Monteil et al., 2020). 
A simple estimate of the uncertainty associated with anthropogenic emissions 
can be made when comparing the recently updated fossil fuel emissions over 
EU27+UK in 2014 as reported in Petrescu et al. (2021) obtained from eight data 
sources: BP, EIA, CEDS, EDGAR, GCP, IEA, CDIAC, and NGHGI (UNFCCC, 
2019), the spread between the annual total emissions is about 0.038 PgC (with 
a mean of 0.974 PgC). The prior and posterior uncertainty of NEE amounts to 
0.490 and 0.037 PgC per year, respectively. Prior NEE uncertainty is by far 
dominating in the inversion in comparison with emission uncertainty, which is 
within the same order of magnitude of posterior NEE uncertainty. This implies, 
the uncertainty in emissions would be about 4% whatever emission products 
we prescribe in the inversion among those abovementioned data sources. As 
a result, prescribing fossil fuel emissions in the inversion and solving for NEE 
is appropriate. However, when interpreting posterior biosphere-atmosphere 
exchange fluxes one has to take into account that part of the fluxes and their 
variability might be compensating for errors in anthropogenic emissions. Future 
releases of the pre-operational system will include different anthropogenic 
emission estimates and assess the resulting uncertainty in a separate study 
with more detail, making use of the recent emission products estimated from - 
e.g., TNO and EDGAR_v6.  
We have discussed this assumption in the revised manuscript (L193-200). 

 
3) Specific comments  

L44-46: Consider adding references to this statement.  
References added in the revised manuscript (L48). 

 
L53 and elsewhere: The terms 'error' and 'uncertainty' seem to be used 
interchangeable throughout the manuscript. Consider using 'uncertainties' throughout 
and distinguish between random and non-random uncertainties, if that was the 
intention when using error (systematic) and uncertainties (random).  

We checked and changed to the appropriate term accordingly (L55, 57, 62, 
182, 261, 294, 417, 454, and 456). 

 
L83/84: Since 2006 IFS HRES has undergone several configuration changes, some 
of them affecting horizontal and vertical resolution. Please mention at which resolution 
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the input data was available (spatial and temporal) for STILT and if and when 
configurations changed.  

Throughout the study period we have consistently extracted the IFS HRES data 
retrieved from ECMWF at 3-hourly temporal resolutions. 
The spatial resolution of HRES model was indeed changed two times 
throughout our study period: the original atmospheric model grid resolution of 
TL799 was updated first in January 2010 (Cycle 36r1) T1279, and second time 
in March 2016 (Cycle 41r2) to O1280. 0.25° x 0.25° spatial grid that we have 
used throughout the study period is roughly to the original TL799 configuration, 
so these two updates did not impact the quality of the meteorological fields 
more significantly than any other updates of the HRES system.  
More substantial change of the vertical resolution occurred on June 26th, 2013, 
with the introduction of Cycle 38r2. The configuration of the model levels 
changed that day from L91 to L137, and we have extracted the data at the 
higher vertical resolution since that time. Consequently, in STILT, vertical levels 
from 1 to 60 are used before June 26th, 2013 and from 1 to 90 after this date, 
always covering the atmosphere between the surface to altitude of 
approximately 20.1 km agl. 
As per suggestion, we’ve expanded the description in the revised manuscript 
(L106-111).  

 
L85: The number of released particles seems very small. Over which time interval are 
these particles released? Other inverse modelling studies using Lagrangian transport 
models employ much larger particle numbers (e.g. Lauvaux et al. 2016) even though 
their domains and transport times are smaller. If only 100 particles are released per 
hour of measurements but residence times are evaluated in a grid of approximately 
(160 x 160 = 25'600) cells, it seems unlikely to get a statistically robust estimate of 
residence times.  

The particles are released at stations every hour following the continuous 
observations measured at hourly time intervals. Regarding the limited number 
of released particles, the horizontal size of footprint grid cells is dynamically 
adjusted (increased) according to the increase of footprints area when particles 
leave apart from the receptor. The reasons are: 1) to reduce the computation 
time, since it is proportional to the number of particles, and 2) to avoid under-
sampling of the surface fluxes when the statistical probability becomes smaller 
to find a particle in a certain grid box as explained in a study conducted by 
Gerbig et al. (2003).  
Additionally, error due to limited number of particles is fully random, and 
amounts to about 10% of the regional flux signal (i.e., about 1 ppm). When 
comparing this to the assumed model-data mismatch uncertainty (1.5 ppm for 
tall tower measurements over weekly aggregated measurements), and taking 
into account that there are 42 hourly measurements per week (6 per day), the 
impact of the random uncertainty from the relatively small number of particles 
is negligible.  
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The temporal resolution of footprints has been indicated in the revised 
manuscript, L104. 

 
L110: Depending on the height of the mountain, I would rather say that these sites 
experience free tropospheric conditions than residual layer conditions.  

We have adjusted the text as per suggestion (L137-138). 
  
L145/146: What is this choice based on? Which values did these length scales take? 
Are these decay distances constant over the whole domain?  

This choice (nBVH) investigated by Kountouris et al. (2018) was based on 
applying a hyperbolic spatial correlation decay instead of the exponential decay 
that needed to add a bias term to the biosphere model, so that the annually 
aggregated uncertainty should match the assumed prior uncertainty. Therefore, 
this is remedied by applying the hyperbolic correlation decay as no bias needed 
under this scenario (nBVH). The spatial correlation lengths are around 66 km 
in zonal and 33 km in meridional direction.  
This explanation has been adapted in the revised manuscript (L178-180). 

 
L150: Were the CarboScope ocean fluxes updated since the 2013 publication or were 
these also climatologies?  

These fluxes are updated in the CarboScope global inversion based on dataset 
of the Surface Ocean CO2 Atlas pCO2 observations, so the Carboscope ocean 
fluxes comprise seasonal, interannual, and day-to-day variations, 
http://www.bgc-jena.mpg.de/CarboScope/?ID=oc_v2021. Added information in 
L187-188.  

 
L152: What is the benefit of using EDGAR 4.3 over the much more recent EDGAR 
6.0, which provides more temporally resolved emissions up to 2018? Since these 
emissions are taken as 'truth', I wonder if a sensitivity inversion with alternative 
anthropogenic emissions should have been conducted. Would it be possible to make 
an estimate of how large an uncertainty may be added by the prescribed 
anthropogenic emissions?  

The estimates that we used are indeed based on EDGAR 4.3, but are 
significantly expanded following the COFFEE approach to take into account 
year-to-year changes in fuel-type specific emissions based on BP statistics, 
which is not done in the base EDGAR dataset. The processing of EDGAR 6.0 
would require significant effort and is only planned in the future at the moment. 
Our dataset was used and tested in numerous studies up to date (e.g. 
[REFERENCES]), also in cooperation with authors involved in development of 
EDGAR. This leads us to believe that the methodology of COFFEE is sound 
and that the emissions predicted for years past 2012 (base year of EDGAR 4.3) 
are accurate. We modified the text in L188-190 slightly to further clarify this. 
We would like to thank the reviewer for the suggestion of the sensitivity study. 
This has not yet been done, but we plan to use EDGAR 6.0 together with 
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different emission products in the future estimates to evaluate the impact of 
emissions on estimating NEE in the inverse modelling. We also provided a 
simple estimate of emission uncertainty in L193-200 (as explained under the 
General comments).  

 
L165: The sample standard deviation when using only two or three samples is not a 
very robust estimator of the true standard deviation and is generally biased low. This 
should be stated as a warning when comparing these ensemble spreads with 'true' 
standard deviations as used in prior uncertainty.  

We agree, this argument is true and we mentioned it in the revised manuscript 
(L237-238).   

 
L167/168: In Bayesian inversions, it is usually possible to calculate the posterior 
covariance directly. It sounds as if this is not the case here. The posterior uncertainty 
will also depend on the prescribed prior uncertainty. Here, it seems that the prior 
uncertainty is not considered but only the data-mismatch uncertainty is used. Please 
clarify.  

Indeed, the posterior uncertainty is calculated based on both prior and model-
data mismatch uncertainties, so we added that in the revised manuscript (L216-
217).  

 
Section 3.1: Results in this section only span the period 2006-2018 and exclude 2019. 
Although, this is correctly listed in Table 2, this limitation is not mentioned in the text 
and the title of the manuscript suggests that results would include 2019. Please clarify 
in more detail that different periods are used and why.  

We used the inversions B0, B1, and B2 to facilitate the reference to the 
biosphere ensemble that differ in the biosphere models, and the period of time 
in Section 3.1 was restricted to 2006-2018 based on the availability of SiBCASA 
fluxes (due to unavailability of meteorology data used to force the model) with 
which the time series of VPRM and FLUXCOM fluxes overlap. We clarified this 
in the revised version in L210-211. 
Therefore, the analysis in Section 3.1 is devoted to highlighting the spread and 
uncertainty resulting from the choice of using different inputs over the 
overlapping time of such inputs. In Section 3.2 we did use 2006-2019 inversions 
of which we confined the use of observations to the “core sites” that have 
consistent coverage of observations over long time within the period of interest 
(e.g. S1 inversion) as well as to “recent sites” (e.g. S2 inversion) to avoid annual 
variations resulting from gaps in measurements from year to year so as to 
analyse the anomalies and IAV of NEE over years in the context of climate 
variation, in particular in 2018 and 2019 in line with 2006-2017 period of time. 
The title therefore reflects the complete period of time used in all ensembles of 
inversions. 
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Section 3.1: Results in this section are only presented for Central, Northern and all of 
Europe. It would be interesting to see the results for the other regions as well. Could 
similar figures as Fig 3 and 5 also be provided for the other regions as part of a 
supplement? Especially since there are some references in the text to other regions 
(e.g. L191).  

Figures similar to 3 and 5 have been provided in the supplementary for the 
other regions, South, West and East of Europe (Figures S1 – S2). Figure S1 is 
also mentioned in the revised manuscript (L243).  

 
Table 3: Provide results for all of Europe. How is it possible that spread reduction is 
95.1 % across all of Europe if Central Europe has a spread reduction of 96% and all 
other regions will have considerable less reduction? Without seeing the results for all 
European regions, the discussion remains unsatisfactory.  

Results of the spread and its reduction for all of Europe have been included in 
Table 3. 
The formula used to calculate the uncertainty reduction is (prior_spread – 
posterior_spread)/prior_spread, so the spread of a-posteriori and a-priori is 
computed for the aggregated fluxes over the underlying regions, as well as over 
the aggregated fluxes of the full domain. This implies that the uncertainty over 
the full domain is not calculated as the sum of uncertainties over subregions. 
Therefore, it is expected that anticorrelations in the annual variations over the 
underlying regions across the domain lead to different interannual variability 
over the full domain. This is the case in the a-posteriori fluxes, of which the 
variability is driven by atmospheric data, thus dependent on the distribution of 
atmospheric sites. Hence, the uncertainty reduction may differ from the view of 
subregions to the full domain as the spatial variability differs from region to 
region. This is more pronounced in the a-posteriori, where the spread of the full 
domain cannot simply be the sum of underlying region spreads. In turn, this 
might be true for the a-priori with which the total spread domain-wide can be 
approximated as the sum of underlying region spreads due to the fact that 
spatial variability of biosphere models is, to some extent, correlated over all 
regions. In any case, the uncertainty reduction is an indication of to which extent 
the atmospheric data derive the a-posteriori. Similarly, as an example, the 
reduction of Bayesian uncertainty in 2018 for all Europe and Central Europe 
was found to be 87.9 and 87.3%, respectively.  

 
L216: This is already discussed in L195, where a reference to table 3 (with the same 
numbers) is given. Please consolidate.  

This has been consolidated in the revised manuscript, L247. 
 
Figure 7, L242-247: How is it possible that the innovation over south-eastern Europe 
is almost as large as in Central Europe even though there are no observations in this 
area (B0, B1)? Should the posterior in that case not stay very close to the prior?  
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This influence is inherited from the hyperbolic spatial correlation function that 
has a wider impact further away from sites, given the influence of footprints from 
stations located in Central Europe over south-eastern Europe. In addition, the 
largest overestimation of CO2 uptake in biosphere models is seen over south-
eastern Europe, particularly for VPRM and to a lesser degree for FLUXCOM, 
which increases the magnitude of corrections for this region. In contrast, this is 
not the case when comparing the innovations of SiBCASA to VPRM and 
FLUXCOM, due to the fact that SiBCASA does not show special pattern of 
fluxes over such a region.  

 
L249: This sounds as if a different inversion system as compared to the previous 
section was used. Please clarify.  

It is the same inversion system, but in this section, we used the inversions that 
cover the full period 2006-2019 such as S1 setup. In addition, we conducted 
another inversion run using “core sites” with FLUXCOM as a biosphere model 
to investigate seasonal variations of posterior estimates in line with their 
respective priors obtained from the VPRM and FLUXCOM models. We have 
further clarified this in the revised manuscript (L315-316).  

 
L250: It is the same starting time as in the previous section. Only the additional year 
2019 seems different.  

Yes, but as was already mentioned in a pervious comment, we typically relied 
on inversions that use observations from core sites over 2006-2019 to avoid 
the misattribution of IAV originating from dataset gaps over the targeted years. 
In the inversions set-ups B0, B1, and B2, observations were assimilated from 
all sites available across the domain despite their coverage length.  

 
L259: ‘Seasonal NEE’: Did you mean summer? Otherwise, the described years with 
positive anomalies don’t make sense.  

Yes, this what was meant, and have been corrected in the revised manuscript 
accordingly (L320). 

 
L274/275: The biospheric signal is generally weak in winter (as predicted by the 
biosphere parameterisations). The IAV seen in the posterior may also be attributable 
to IAV in fossil fuel emissions that are not well represented in the used inventory. 
Please comment.  

In comparison with the rest of seasons, biosphere signal is still notably weak in 
winter even in the posterior IAV, which has been confirmed in Fig.10, but of 
course not as weak as prior IAV. Being dependent on remote sensing data, 
VPRM and FLUXCOM are anticipated to underestimate NEE variability during 
winters due to less information retrieved from satellite. This missing signal in 
the biosphere is likely to be seen in the inverse modelling from the atmospheric 
data. It is also possible that misrepresentation of fossil fuel emissions 
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contributes to such a variability; however, this cannot be verified without 
knowledge of the IAV of the true emissions.  
This has been clarified in the revised manuscript (L342-344). 

 
L283: Why was this temperature dataset selected over ERA-5, which was used to 
drive the FLUXCOM estimates?  

Actually, there is no specific reason. The main motivation to use them was that 
this dataset is independent of what has been used in the biosphere models and 
in the regional transport model so as to avoid any systematicity in the 
correlations. It is also incorporated into the CarboScope inversion and has been 
used in a prior study by Rödenbeck et al. (2020).  

 
L288/289: I do not see this at all. The summer anomalies in earlier years (2007, 2010, 
2012) were much more dramatic. Even if we discard these because of the poorer data 
coverage (but why show them then in the figure?), summer 2018 does not seem too 
exceptional. Wouldn't it make more sense to discuss the growing season as a whole 
instead of summer and spring separately? Spring 2018 and 2019 look more 
exceptional to me than the summer months. Or limit the discussion to the whole year 
as is done below.  

Yes, we agree that it makes more sense to discuss the reduction of CO2 uptake 
during the growing season in the light of climate anomalies rather than the 
separate seasons, so this has been changed in the revised manuscript (L355-
356).  

 
L312: Could this also be driven by a generally earlier start of the growing season (not 
just in evergreens) already towards the end of February? Especially in southern 
Europe many crops start developing around that time already. Finally, this may once 
again be a misattribution of anthropogenic emissions. Warmer winters mean less 
anthropogenic emissions, if these are not considered correctly or fully the "missing" 
CO2 may be attributed to biospheric uptake!  

An earlier start of growing season can be associated with warm temperature 
which may explain part of the anticorrelations between T and NEE during 
warmer winters through the GPP; however, the length of time shift of growing 
season towards end of February is expected to be a few days and thus having 
less impact on winter fluxes. This would need a further study. From the carbon 
uptake length during thermal growing season, the shift in the onset and 
termination was about 4 days in Barichivich et al. (2012) conducted on the 
northern hemisphere. In addition, the stronger anticorrelation we observed over 
central Europe -0.83 versus -0.4 over southern Europe does not indicate a 
special role of southern Europe with regard to warmer winters. The impact of 
onset and termination of carbon uptake on winter NEE might be done in a 
separate study. On the other hand, higher NEE in colder winters can be 
attributed to increasing soil respiration in a warmer soil due to snow insulation.  
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We agree that the interpretation of these anticorrelations holds true in case of 
misattribution of anthropogenic emissions, so we added this scenario as part of 
the discussion in the revised manuscript (L383-385). 
 

 
L321: 'identical observations'. Do you mean an identical set of observation sites? 
Otherwise, this could be misunderstood in the sense that identical observations were 
repeatedly used each year.  

Yes, what we mean here is that the observational data collected from that set 
of sites and used in this inversion (S2) have no gaps over the respective years. 
We agree that 'identical observations' is confusing, so we rephrased it to “an 
identical set of observation sites” in the revised version (L393). 

 
L321: Why are none of the German ICOS sites used here? Were they not available in 
2018 and 2019? Why restrict to only 16 sites when trying to analyse the spatial 
differences?  

In fact, (as mentioned above) the selection of the subset of these sites used in 
S2 inversion is mainly restricted to sites that have a full coverage of data over 
the recent five years (2014-2019) regardless of their locations, in order to avoid 
any variations of NEE estimates that might be caused by data gaps. Therefore, 
S2 inversion is the best candidate to be used for comparing interannual 
variations of NEE within the last five years, as being done for 2018 and 2019 to 
highlight the climate variation impact through the difference between both 
years. The German ICOS sites had data gaps either in 2019 or before, which 
was the reason for their exclusion.   

 
L329-331: This is not correct. Over the UK we can see basically no temperature 
anomaly in summer 2019, a positive SPEI anomaly but still largely increased posterior 
NEE. Please be more precise in the description.  

We corrected that in the revised manuscript (L403) by confining the comparison 
to Central Europe as a clear coincidence between posterior NEE, T and SPEI 
seen, given that Central Europe is the best example of well-constrained 
regions. 

 
L400: Most of western and central Europe do not experience any lasting snow cover 
anymore! Periods with snow cover are mostly limited to a few days. Colder winters 
also don't necessarily mean more snow as cold periods in central Europe are usually 
connected to easterly advection in high pressure systems with little precipitation. 
Overall, this 'theory' would need to be evaluated with additional datasets (snow cover, 
soil temperatures, etc.).  

We agree, this theory needs to be evaluated in a further study with additional 
datasets of snow cover, soil temperature and air temperature at the continental 
scale. Nonetheless, our interpretation is supported by a study conducted by 
Monson et al. (2006) highlighting the impact of snow-depth on NEE during 
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winter using datasets of snow-depth, soil temperature and air temperature. 
They indicated that increasing depth of snow cover leads to increasing soil 
respiration, and vice versa. Therefore, this interpretation has been carefully 
readapted in the revised manuscript (L477) based on the available study. 

 
Figure 11: Why exclude fall here? 

We agree that we should add fall differences for a complete seasonal 
comparison, so differences in fall have been added in the revised manuscript. 
NEE estimates during fall of 2018 also suggests less uptake over western, 
northern and southern Europe compared with 2019. We have also slightly 
added this outcome in the revised manuscript (L397-398).  

 
Definition of winter season: Which months are incorporated into the winter estimate of 
a specific year (X)? Jan X, Feb X and Dec X, or Dec X, Jan X+1, Feb X+1? Please 
clarify. If the first definition is used then there is no connection in the climatological 
sense and the interpretation may be more difficult. 

Indeed, so the second definition is used in our analysis. This has been clarified 
in L385-386 in the revised manuscript. 

 
4) Technical comments  

L38: NEE was only defined in abstract. Please redefine in main text.  
We have defined it again in the introduction in the revised manuscript (L40-41).  
 

L103: Remove line. Seems to be a mistake. 
Yes, that was a mistake. It has been removed in the revised manuscript (L130). 


