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Abstract. High-resolution numerical simulations of non-statry nonlinear acoustic-gravity waves (AGWSs) pgaiig
upwards from surface wave sources are performedifierent temporal intervals relative to activatideactivation times of
the wave forcing. After activating surface waverses, amplitudes of AGW spectral components reaghagi-stationary
state. Then the surface wave forcing is deactivatetthe numerical model, and amplitudes of verljcalaveling AGW
modes quickly decrease at all altitudes due toodtscuations of the upward propagation of wave gyndrom the wave
sources. However, later the standard deviationesidual and secondary wave perturbations expesesioaver quasi-
exponential decrease. High-resolution simulat@imved, for the first time, estimating the decamges of this wave noise
produced by slow residual, quasi-standing and sEeynAGW spectral components, which vary betweera2® 100 hrs
depending on altitude and the rate of wave souctigation/deactivation. The standard deviationghef wave noise are
larger for the case of sharp activation/deactivatid the wave forcing compared to the gradual mses. These results
show that transient wave sources may create lweg-livave perturbations, which can form a backgroerndl of wave

noise in the atmosphere. This should be takenaiotount in parameterizations of atmospheric AGWachg

1 Introduction

Recently, acoustic-gravity waves (AGWSs) are beliei@exist almost permanently in the atmospherefii8g et al., 2010;
Snively et al., 2013; Wei et al., 2015; Lay, 200l&ng et al., 2019). Observations detect regular AG®sence up to high
atmospheric altitudes (e.g., Djuth et al., 2004tkRet al., 2014; Trinh et al., 2018). Modeling oéngral circulation
demonstrated AGWs capabilities of transferring gpeand momentum from tropospheric wave sources igiheh
atmospheric levels (e.g., Medvedev angityi2019). Non-hydrostatic models of the generatudation of the atmosphere
revealed that AGWs are permanently existent atelbspheric heights (e.g. g et al., 2012b).
Many AGWs detected in the atmosphere are eéxéit the troposphere (Fritts and Alexander, 2@8yely, 2013; Ygit

et al., 2014). AGWs can be produced by interactafnginds with mountains (e.ggossard and Hooke, 197atmospheric

jet streams and fronts (e.g., Gavrilov and Fuk&991Dalin et al., 201§ thunderstorms and cumulus clouds (Siefring et al
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2010; Blanc et al., 2014; Lay, 2018), convectivgiors and shear flowg¢wnsend, 1966Fritts and Alexander , 2003;
Vadas and Fritts, 2006), typhooW\{ et al.,201} volcanoese Angelis et al., 20)1waves on the sea surface (Godin et
al.,, 2015), by explosions at the Earth’s surfacerfly] 2019), earthquakes (Rapoport et al., 200dhatais (Wei at al.,
2015), different objects moving in the atmosphéfdraimovich et al., 2002), big fires, etc. Some WS can be generated
by mesoscale turbulence in the atmosphere (TownsE@b; Medvedev and Gavrilov, 1995These AGW sources are
located mainly at tropospheric heigh®&afrilov and Fukao, 1999; Dalin, 2016

Most wave sources listed above are non-statjoffdey can be activated during initial time int&s, operate for some
time, and then can be deactivated during final timbervals. The initial and final time intervalsutd be shorter or longer
depending on the physical properties of particulave sources. Non-stationary activating and deatitiy wave sources
can generate transient AGW pulses propagating wsxfesm the lower atmosphere, which require thealysis.

High-resolution numerical models are frequentied for studies of meso- and microscale prosdssthe atmosphere.
For example, the Weather Research and Forecastinghirostatic Mesoscale Model (WRF, 2019) knowso &s the
North American Mesoscale model, as well as the dtegiAtmospheric Modeling System (RAMS) describgdRielke et
al. (1992) and other similar models. Direct Num@riimulation (DNS) and Large Eddy Simulation (LES)dels (e.g.,
Mellado, 2018) should be mentioned in this contExitts et al. (2009, 2011) used a numerical maddé{elvin-Helmholtz
instabilities, AGW breaking and generation of tudmee in atmospheric regions with fixed horizorgat vertical extents.
They utilized a Galerkin-type algorithm for turningartial differential equations into equations fgpectral series
coefficients. Liu et al. (2009) simulated propagatof atmospheric AGWSs and creation of Kelvin-Hebtth billows. Yu et
al. (2017) used a numerical model for AGWs propagah the atmosphere from tsunamis.

Gavrilov and Kshevetskii (2013) studied noeéin AGWs with a numerical two-dimensional model,ialhinvolved
fundamental conservation laws. This model permitted-smooth solutions of the nonlinear wave equat@nd gave the
required stability of the numerical model (Kshekiétand Gavrilov, 2005). A respective three-dimemsil algorithm was
introduced by Gavrilov and Kshevetskii (2014) tongiate nonlinear atmospheric AGWSs. Gavrilov and é<gskii (2013.
2014) showed that after triggering wave forcindghet lower boundary of the numerical model, inid&W pulses could
reach high atmospheric levels in a few minutes. A@Ndse surfaces are quasi-vertical initially, kated they become
inclined to the horizon. AGW vertical wavelengthectkase in time and are close to their theoreficadlictions after
intervals of a few periods of wave forcing.

In this study, using the high-resolution noeir wave model developed by Gavrilov and Ksheiie{@014), we
continue simulating transient waves generated hystationary AGW sources at the lower boundary prapagating
upwards to the atmosphere. The focus is AGW behafter deactivations of wave sources in the mo8ér activating
the surface wave source and disappearing initigevpailses, AGW amplitudes tend to stabilize aasttospheric altitudes.
In this quasi-stationary state, the surface waveirdg is deactivated in the numerical model. Afteat, amplitudes of

traveling AGW modes quickly decrease at all al@sidiue to discontinuation of the upward propagatiowave energy
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from the surface sources. We found, however, tftat aome time, the standard deviation of residual secondary wave
perturbations experiences more slow exponentiakdse with substantial decay times.

These results show that residual and secon@kyf modes produced by transient wave sources xighfer long time
in the stratosphere and mesosphere and form a foacidy level of wave noise there. AGW decay timed &Hmeir

dependences on parameters of the surface wavadane estimated for the first time.

2 Numerical model

In this study, we employed the high-resolutioregadimentional numerical model of nonlinear AGWsha atmosphere
developed by Gavrilov and Kshevetskii (2014). Cuoilse this model (called as AtmoSym) is availalde free online usage
(AtmoSym, 2017). The AtmoSym model utilizes theiplgeometry and primitive hydrodynamic three-dinenal
equations (Gavrilov and Kshevetskii, 2014):

0p 0PV, dT _dp —
—+—==0 —=—+ P&, =PRI,
ot ox, P T Pf P

M+m:_a_p_pgda+aaiﬂ, i 3=123 (1)
ot 0X, 0X; 0X,

wheret is time;p, p, T are pressure, density and temperature, respegtiyehre velocity components along the coordinate
axesxg ojg is the viscous stress tensgyiis the acceleration due to gravityg; is the specific heat capacity at constant
pressureR is the atmospheric gas constantis the specific heating ratel/dt = o/0t+v;0/0xs; repeating Greek indexes
assume summation. Quantitigg ande in Eq. (1) contain stresses and heating ratesugemti by molecular viscosity and
heat conductivity (see details in Gavrilov and WKaftskii, 2014). After numerical integration of E€L), dynamical
deviations (marked with primes below) from statigniaackground values, po, To andvjo are calculated:

P =p—py p=p—py T =T-Ty v;=v— v )
The AtmoSym model takes into account dissipative monlinear processes that accompany AGW propagafioe model
is capable to simulate such complicated processeA@W instability, breaking and turbulence genematiDynamical
deviations as defined in Eq. (2) describe both waerturbations and modifications of backgrounddfetiue to momentum
and energy exchange between dissipating AGWs andtthosphere. The background temperafp@ is obtained from the
semi-empirical NRLMSISE-00 atmospheric model (Peat al., 2002). Background dynamic molecular \8#§9.o, and

heat conductivityk,, are estimated using the Sutherland’s formula&digi, 1976):

_ 1.46x10%T, ( kg j
Ho 1+110/T, mis (3)
k,=to.  pr =Y

° pr’ -5
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wherey is the heat capacity rati®r is the Prandtl number. The AtmoSym model involak® the mean turbulent thermal
conductivity and viscosity having maxima of aboGt ifs* in the boundary layer and in the lower thermosphand a
broad minimum of up to 0.1 38" in the stratosphere (Gavrilov and Kshevetskii,/0The upper boundary conditionszat

= h have the following form (Kurdyaeva et al., 2018):

EO_TJ “o, EG_VJ _o, ["lj =0, (W) =0 ()
aZ z=h az z=h 62 z=h z=h

where indices 1 and 2 correspond to horizontalctivas,w = v; is vertical velocity. Conditions of Eq. (4) mayusa
reflections of AGWs coming from below. The uppeuhbdary at the present study is selt at600 km, where molecular
viscosity and heat conductivity are very high aeffected waves are strongly dissipated. Sensitteitys reveal that the
impact of conditions at the upper boundary as eefim Eq. (4) is negligible at altitudes: h - 2H, whereH is the
atmospheric scale height. Therefore, at altitudfe¢be middle atmosphere analyzed in this paperirtfiuence of the upper
boundary conditions (Eq. (4)) could be negligiiiae lower boundary conditions at the Earth's swefaave the following

form (see Kurdyaeva et al., 2018):
(T),,=0, (v),,=0, (v)_,=0, (W),_,=W, cosgt-kIF ) (5)

whereW, ando are the amplitude and frequency of wave excitatIZ)FF (k;,k,) is the horizontal wave vector,

I = (X, X,) is the position vector in the horizontal plakgandk, are the wavenumbers along horizontal agemndx;,

respectively. The last relation for the surfacdieal velocity in Eq. (5) serves as the sourcelahp AGW modes in the
AtmoSym model. Such plane modes can representrabeotmponents of tropospheric dynamical proce sBesir effects
can be approximated by appropriate sets of effecpectral components of vertical velocity at thedr boundary

(Townsend, 1965, 1966). Along horizontal axeandx,, one can assume periodicity of wave fields

F(x,%,,z,t)=F(x,+L;,x,+L,zt), (6)
where F denotes any of simulated hydrodynamic quantities,= n;A; andL, = nyA, are horizontal dimensions of the

analyzed atmospheric regioA; = 2r/k; u A, = 2r/k, are wavelengths along axgsandx,, respectively;n; andn, are

integers.

In our simulations, the wave excitation in. ) is activated at the moment t, and then its amplitudé/, does not
change for some time. One should expect that ali amglitudes of wave source in Eqg. (5), the nuersolutions in the
lower and middle atmosphere should tend at t,to a steady-state plane AGW modes corresponditigettraditional
linear theory (e.g., Gossard and Hooke, 1975). Gawet al. (2015) showed good agreement of radfosimulated
amplitudes of different wave fields with polarizatirelations of linear AGW theory (Gossard and Hadl975) at > t, at
altitudes up to 100 km.
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The novelty of the present study is deacthathe wave source in Eq. (5) at some monherty after reaching the
described above quasi-steady solution. Previouslations with the AtmoSym model showed that shatprating the
surface wave source (Eg. (5)) could create aralftGW pulse, which can reach high altitudes ima fminutes. To control
the rate of the wave source activation/deactivaiioithe present simulations, we multiply the soefaertical velocity in Eq.

(5) by a function

exp[-(t-t,)?/s] at t<t,
qet) = 1 at t, <t<t, @)
exp[-(t—-t,)*/s?] at t>t,

wheres, andsy are constants.

3 Reaults of numerical smulations

Our numerical modeling begins from steady statedleiss non-perturbed atmosphere with profiles okexund
temperature, density, molecular weight and moledtteematic viscosityorresponding to January at latitude 50° N at
medium solar activity according to the NRLMSISEOGOdel (Picone et al., 2002), which one can findiiguFe 1 of the
paper by Gavrilov et al. (2018).

In this study, we consider AGW modes propaggptlong the eastward axisand assume the horizontal dimension of
considered atmospheric region to be equal to theeciof latitude at 50°N, which i&, = 27000 km. At horizontal
boundaries of this circle of latitude, we use paidal boundary conditions according to Eq. (6). Rspnting the circle of
latitude by a rectangle area assumes fikgdht all altitudes, while in spherical coordinatgsis increasing in altitude.
However, the differences i, at altitudes of the middle atmosphere do not ex@9%. Modeling was performed with the
surface wave source (Eq. (5)) for AGW modes havamgplitudesWy = 0.01 — 0.1 mm/s. The smallest amplitudes
correspond to weak AGWSs, for which nonlinear effeate small at all considered altitudes. ExcitatiahW ~ 0.1 mm/s
produces stronger AGWs with substantial nonlinesgractions in the mesosphere and lower thermosphksed range of
the horizontal phase speed~ 50 - 200 m/s corresponds to AGW modes with nedgt large vertical wavelengths, which
are capable to propagate from the ground up touplper atmosphere. The number of wave periods abacircle of
latitude is taken to be; = 32. This corresponds to the horizontal wavelerdtt = L,/n; = 844 km and AGW periods af=
ey ~ 4.7 — 1.2 hr for the specified above range.afalues. The horizontal grid spacing of the numénadel isAx =
/16 and the time step of calculations was autoraliyiadjusted tadt = 2.9 s. The vertical grid of the model covers
altitudes up tdr = 600 km and contains 1024 non-equidistant nodersical spacing varies between 12 m and 3 km ftoen
lower to the upper boundary, so about 70% grid s@de located in the lower and middle atmosphere.

For parameters of the smoothing factor in @}in the present simulations, we take 10°s~ 28 hr andy = 4x10° s~

110 hr, and consider gradual AGW source activagimg deactivating witk, = s; = 3.3x10 s~ 9 hr and sharp triggering at
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S, = = 0.3 s. The shape of the smoothing factor (E)).itfluences the spectrum of the surface wave@®ir the model.
Figure 1 shows spectra of the sinusoidal source (@ with wave period = 2z/ ¢ = 2 hr, which were calculated using 20-
hour running time intervals corresponding to thages of activation, activated state and deactivatiothe wave source
(Eq. (5)) with the mentioned above “gradual” antdip” values of, ands; in Eq. (7). Comparisons of solid and dashed
lines in Figure 1 show that the sharp activatiod @eactivation of the wave source decreases thetrapelensity at
frequency of the main spectral maximum. Howevee, sharp triggering considerably increases the figdpency part of
the wave spectra in Figure 1, which means largepgtions of acoustic waves generated by quicklying wave sources

in the atmosphere.
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Figure 1. Spectral density (in relative units) of the surfaceve source (Eq. (5)) having period of 2 hr foft@ur running
time intervals centered at model times20 hr (a)t = 70 hr (b) and = 120 hr (c), which correspond to the wave forcing
activation, activated state and deactivation. Safid dashed lines correspond to the gradual ang sha

activation/deactivation ratess andsy in (7).

3.1 Gradual wave sourcetriggering

Figure 2 shows time variations of the standard atém of wave vertical velocitgw at different altitudes averaged over one
horizontal wavelength for the gradual activation @eactivation of the surface wave source (Eq.\sth Wo = 0.01 mm/s
andc, = 50 m/s. The standard deviatiow is proportional to the amplitude of wave variasmf vertical velocity. Vertical
dashed lines in Figure 2 show momenhts t, = 28 hr andt =ty = 110 hr of the surface wave source activation and
deactivation in Eq. (7).

The bottom left panel of Figure 2 for the B&tsurface shows that the wave source amplitudee@ses gradually a
t,, maintains constant §t< t <ty and gradually decreases to zer¢ atty in accordance with Eq. (7). Similar increases in
ow during the activation interval < t, one can see at all altitudes in Figure 2. At aés higher than 60 km noisy
components are noticeable in Figure 2 at,, which can be produced by acoustic componentsefave source spectrum
shown in Figure 1la. However for the gradual smaagtactorq(t) in Eqg. (7) this acoustic noise is substantiallyaBer than

the wave amplitudes &t t, at all altitudes.
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Figure 2. Time variations of standard deviations of the waesdical velocity at different altitudes (markedtivnumbers)
for the gradual activation and deactivation of sneface wave source (Eq. (5))aat= 50 m/s and\, = 0.01 mm/s. Dashed

lines correspond tb=t, andt =ty in Eq. (7). Solid red lines show exponential fits.

In Figure 2, one can see later transition to a igstationary wave regime with steady amplitudeshigther altitudes
compared to that at the Earth’'s surface. This ctdla time delay. ~ z/c, required for the main modes of internal gravity
waves (IGWSs) to propagate from the surface toualétz with the mean vertical group velocity ~ 1,/t, wherel, andr are
the mean vertical wavelength and wave period, sy (see Gavrilov and Kshevetskii, 2015). Hoe shown in Figure 2
wave excitation according to Eq. (5) with= 844 km and, = 50 m/s, using the traditional theory of AGWg(eGossard
and Hooke, 1975), one can estimate 4.7 hr, A, ~ 15 km and. ~ (6.7 — 13.3) ~ 31 - 62 hr forz = 100 — 200 km. This
corresponds to the time delays between the montgatsl achieving quasi-stationary amplitudes at difieraltitudes in
Figure 2.

The main goal of this study is the analysisvaie fields, remaining after deactivations of seface wave sources (Eg.
(5)), which we call later as “residual waves”. higt section, we applied Eq. (7) with= 110 hr andy = 9 hr for the gradual
wave excitation triggering. Figure 2 shows thaemthe wave source deactivation, AGW amplitudes sbadecrease from
their quasi-stationary values at all altitudes withe delayd, discussed above. Just after the wave forcing tedicn, ow
decreases relatively fast similarly to the decreashe wave source amplitude in the bottom lefigdaf Figure 2. This may
reflect disappearing of fast traveling AGW modese dio discontinuities of their generation after tave forcing
deactivation. However, later, at> 170 hr all panels in Figure 2 demonstrate stovw decreases, which can be
approximated by exponential curvés ~ exp(-t/zy), wherezr, is the decay time. Simulations for other values,0dnd Wy
showed behavior similar to Figure 2 with differesda the decay timey, which are presented in Table 1 for different
altitudes.

For the gradual deactivation of the low-amyul wave source shown in Figure 2, the decay tim&able 1 arep ~ 17 —
98 hr depending on altitude, which is much largemtthe time scale of the gradual deactivatipa 9 hr. In the middle
atmosphere, our model involves the same dissipatienhanisms as at higher altitudes, namely, madeauid turbulent

viscosity and heat conduction, also instabilitiad @onlinear effects leading to generation of shate modes, which we

7



200 call later as “secondary waves”. The rate of AG\Wksihation depends on the vertical wavelength. Shavte components

205

210

215

220

may effectively dissipate in the middle atmosphétewever, long-wave modes can propagate up to piperuatmosphere.
Slow decay rates shown in Table 1 may be causeguhahijal reflections of the wave energy resultingrartically standing

AGW modes (see section 4).

Table 1. AGW decay timesp in hr in the intervat ~ 170 — 290 hr at different altitudes for variguasameters of the surface
wave sources (Eqg. (5)) and their time dependeriegs(()).

Sar S € 3107 310
Wo,mm/s 0.01 0.1 0.01 0.1

C,, m/s 50 10C 50 10C 50 10C 50 10C
z=10km 44 47 54 64 17 54 17 53
z=20km 67 44 69 46 37 57 34 55
z= €0km 85 85 69 72 33 98 35 92
z=100 kn 53 63 52 72 26 60 24 57
z=200 kn 54 41 41 40 21 41 61 54

Contributions may also occur from slow compuseof the wave source spectrum (see Figure 1)clwban dominate
after the recession of faster primary spectral rsotteaddition, slow shortwave secondary AGW maziesbe produced by
nonlinear wave interactions at all stages of higénfution simulations. Mentioned residual and sdeoywave modes can
slowly travel to higher atmospheric levels and igiate there due to increased molecular and turbwliscosity and heat
conductivity, which are small in the lower and mieldtmosphere. Therefore, decaying these resicuhsacondary AGW

modes may require substantial time intervals afesctivating wave forcing, as one can see in Figure

3.2 Sharp wave sour cetriggering

Figure 3 shows the same standard deviation of wavtcal velocity dw as Figure 2, but for the sharp activation of the
surface wave source according to Eq. (5) With= 0.01 mm/sg, = 50 m/s and parameters in the time factor of(Ept, ~
28 hr,ty = 110 hr ands, = 5y = 0.3 s. The initial AGW pulses are more intensarel contain wider ranges of spectral
components (see Figures 1a and 1c) in the cadeaqgl svave source activations/deactivations. Thiet igp panel of Figure
3 shows that at high altitudes the initial wavesesl might be so high that AGW amplitudes do nothesteady-state
conditions existing in the respective panel of FégR.

The right top panel of Figure 3 shows sub&h®GW pulses not only at the wave source actoraty, but also at the
time of wave source sharp deactivatigrwhendow values have additional maxima at high altitudesoriyer AGW pulses
caused by the sharp wave source activation/degictivancrease proportions of slow residual and sdeoy wave

components after turning off the wave forcing ie #ftmoSym model. Therefore exponential decayévostart earlier and

8
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are more pronounced in Figure 3 than those in ¢spective panels of Figure 2. AGW decay timesorresponding to the
exponential approximations in Figure 3 for the phaave source activation are given in the left onuof Table 1 and vary
between 44 and 85 days. They are generally lafgen the discussed above valuesigih Figure 2, which means that

stronger residual wave noise for the case of svarge source triggering require longer time intesvak their decay.
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Figure 3. Same as Figure 2, but for the sharp wave sourdeation.

Figures 2 and 3 represent results for the wavecsoflitg. (5)) withc, = 50 m/s. Table 1 contains also the decay timetht®
wave excitation withc, = 100 m/s. Respective primary AGWs have largeticar wavelengths and should experience
smaller molecular and turbulent dissipation in gtmosphere. For the gradual activation/deactivatibthe wave source
(Eq. (5)) with small amplitud®p = 0.01 mm/s, Table 1 reveals larger valueg dér AGWSs withc, = 100 m/s compared to
those withc, = 50 m/s. Therefore, smaller dissipation of thetda AGW modes corresponds to longer time for tHeiray,
especially at altitudes below 100 km. For the stetivation/deactivation of the wave sourcéMt= 0.01 mm/s, the left

columns of Table 1 shows approximately equatalues for waves with, = 50 m/s ana, = 100 m/s.

Table 2. Ratiosow(z)/W, att = 170 hrat different altitudes for various parameters & srface wave source (Eqg. (5)) and

its time dependence according to Eq. (7).

Sa 54, S 3107 31C
Wo,mm/s 0.01 0.1 0.01 0.1

Cy, M/ 50 10C 50 10C 50 10C 50 10C
z=10km 0.01¢ 0.01¢€ 0.01¢ 0.01¢ 0.00¢ 0.0C1 0.00¢ 0.0C1
z=30km 0.15¢ 0.16¢ 0.182 0.19( 0.00¢ 0.001 0.011 0.0C1
z=60km 2.27: 1.03: 2.257 1.147 0.28¢ 0.00¢ 0.257 0.00¢
z=100kn | 44.58 12.€8 42.3¢ 11.¢7 12.3¢ 0.08¢ 10.5¢ 0.08:
z=200kn | 198. 335.¢ 2775 344.1 2.73: 0.92¢ 0.42€ 0.40¢€

Relative contributions of residual and secondaryWs&Scan be estimated by the ratie/W, at the beginning of the

exponential tails in Figures 2 and 3 tat= 170 hr, which is presented in Table 2. For thadgal wave source

9
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activation/deactivation &, = sy ~ 9 hr in Eq. (7) and\p = 0.01 mm/s in Eq. (5), Table 2 shows smalleiosatf the residual
wave noise at altitudes below 200 km for the wareihg withc, = 100 m/s compared tg = 50 m/s. At the sharp wave
source activation/deactivation ®t= s = 0.3 s in Eq. (7), the ratios of residual waveslarger at all altitudes compared to
the gradual case in Table 2. For the wave forclg. (5)) withc, = 100 m/s, the ratios are comparable or smaller a
altitudes below 150 km and larger above 150 km @rex to the case af, = 50 m/s. Larger ratios of residual and
secondary waves at sharp wave source triggeririgable 2 may explain generally larger AGW decay mgein the left

columns of Table 1 fo\, = 0.01 mm/s, as far as the dissipation of stromgere noise may require longer time intervals.

3.3 Larger amplitude wave sour ces

Described above simulations were made for smalllitume wave sources (Eq. (5)) withp = 0.01 mm/s. For largéi, =
0.1 mm/s, Figure 4 reveals time variations of tedigal velocity standard deviatiodss at different altitudes foc, = 100

m/s at the gradual wave source activation/deadtinatith s, =s4 = 9 hr sin Eq. (7), which is similar to Figure 2.

log,, 5w, cm/s

P TP TP B i e —

(1] 100 200 t.hr o 100 200 t,hr

Figure4. Same as Figure 2, but for the surface wave solge(b)) atc, = 100 m/s and\, = 0.1 mm/s.

Below altitude of 100 km, one can see the interglguasi-constant AGW amplitudes after the enthefwave source
activation at =t, (vertical dashed lines in Figure 4). Theoretioakt delayt, between the wave source activation and the
beginning of the steady-state AGW regime is 4 tismaller forc, = 100 km than that fag, = 50 km, as one can see
comparing Figures 2 and 4. After deactivationshef surface wave source (Eg. (5)} atty, values obw in Figure 4 are first
decreasing relatively fast due to the discontingegeration of primary AGW modes at the lower bargdAtt > 150 —
170 hr, more slow decays of residual and secondare modes occur at all altitudes in Figure 4 wiglcay timesy listed

in Table 1 for the gradual and sharp wave sourtigadion/deactivation.

Peculiarities of Figure 4 for lar are gradual decreases in AGW amplitudes duringviinee source operation between
momentst, andty at high altitudes (see the top right panel of Fégd) in comparison with steady amplitudes in retpe
panels of Figure 2 for smalléky. The reason could be strong generations of wadeeied jet streams by large-amplitude
AGWs at high altitudes. Figure 5 shows time vaoiasi of horizontal velocity, averaged over a period of the surface wave

source (Eq. (5)) with\p = 0.1 mm/s at different altitudes.

10
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Figure5. Time variations of the wave induced mean horizowgtcity at different altitudes (marked with numg)efor the
gradual activations and deactivations of the serfaave source (Eqg. (5)) gt= 100 m/s and\p = 0.1 mm/s. Dashed lines

correspond to =t, andt =t4 in Eq. (7).

Generation of the wave-induced jet streams waslaiteu and considered in more details in our previpapers (Gavrilov
and Kshevetskii, 2015; Gavrilov et al., 201Barsen (2000) and Larsen et al. (2005) found fragbegh horizontal wind
velocities at altitudes near 100 km, which coulddiated to the wave-induced jet streams. In Figui@r the strong wave
excitation with amplitude of\p, = 0.1 mm/s, one can see substantjaises at altitudes above 100 km during the wave
source operation. Rising decreases the AGW intrinsic frequency and verticatelength (e.g., Gossard and Hooke, 1975).
This may increase wave dissipation due to molecumosity and heat conductivity leading to thedyr@ decrease in AGW
amplitude in the right top panel of Figure 4 in thme interval betweety andty. The rate ofiy weakening after the wave
source deactivation decreases slowly in time irritjiet top panel of Figure 5, so that the wave-tetlhorizontal winds are
still substantial after hundreds wave source peritchigh altitudes. An interesting feature isrereéase iny att >ty in the
panel of Figure 5 for = 100 km. This shows that residual and secondar\WWaGlowly traveling upwards from below can
produce substantial wave accelerations of the rfieanfor long time after deactivations of the sudavave sources.

Table 2 represents the rabie/W, at the moment ~ 170 hr for larger-amplitude surface wave souré&s (b)), which
may characterize a proportion of residual and s@agnwaves after disappearing the fast travelinglesoof the wave
excitation. At gradual wave source activations/digations withs, = s4 = 9 hr, Table 2 demonstrates approximately same
ow/Wp values below altitude of 100 km and generally $enalalues at higher altitudes féw, = 0.1 mm/s as compared with
Wp = 0.01 mm/s, if one considers columns for fixagdat differentW, values. This may be caused by the discussed above
transfer of wave energy to wave-induced jets, witah provide also larger reflection and dissipattbrmvave components
with larger amplitudes.

AGW decay times in Table 1 fo¥ = 0.1 mm/s at altitudes below 100 km are genetaliger for the sharp wave source

triggering 6, = 54 = 0.3 s) than those for the gradual triggering<sq = 9 hr) similar to the case of smaller wave source
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amplitude discussed in section 3.2. At high alétsidh Table 1 fo\, = 0.1 mm/s, wave decay times for the sharp wave

source deactivating become smaller, than thosthéogradual triggering.
3.4 Spatial structure of AGW fields

“-tem T oo’o’vo’v’o’o’o or-s

100 = A

0.014

-0.014
0.014

<)

—0.014

(8] 2000 4000 6000 X,k

300 Figure6. AGW vertical velocity fields at times= 30 hr (a)t = 70 hr (b) and = 110 hr (c) for the small rate of gradually

activating/deactivating the wave source (Eg. (5ihw = 50 m/s and\p = 0.01 mm/s.

To analyze changes in the spatial structure of Isitad AGW fields, Figures 6 and 7 present crosticzes of the field of

wave vertical velocity by a vertical plane at diffat time moments during activations and deactivetiof the surface wave
305 sources (Eq. (5)) with the gradual valuesgf s;~ 9 hr in Eq. (7). Figure 6a shows that after disjmer and dissipation of

the initial AGW pulse just after the wave forcingfization time t, = 28 hr, wave fronts become inclined to the horiZinis

behavior is characteristic for the main IGW modéhwieriodr ~ 4.7 hr, which is dominating in the spectrum loé ivave

source having, = 50 m/s similar to Figure 1a. In the middle ahtha end of quasi-stationary intervals shown iguFés 2 —

4, the inclined wave fronts in Figures 6b and 6paex to the entire considered atmospheric regiahveawve amplitudes
310 become larger compared to Figure 6a.

Cross-sections shown in Figure 7 corresportdrie moments after the wave source deactivatian~atL10 hr. Figure 7a
shows that just after turning off the wave soutbe, inclined fronts are destroyed, first, in thevéo atmosphere. Above
altitude 50 km, the wave field structure in Figiieeis still similar to Figures 6b and 6c¢. LaterFigures 7b and 7c, wave
amplitudes become smaller, especially at low amyh fltitudes. Therefore, maximum AGW amplituded=igure 7c are

315 located at altitudes 80 — 120 km. This explainsgteving wave-induced horizontal velocity at altieu100 km after the
wave source deactivation in the respective panéligdire 5. At heights below 50 km in Figure 7, direns of wave front

inclinations to the horizon are opposite to thas€igure 6. This reveals existence of downwarddiiag IGW modes in the
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stratosphere and troposphere after deactivatiorthefsurface wave sources. Such modes could beaupeddby partial

reflections of primary upward traveling IGWs at gy atmospheric levels (see section 4).
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Figure7. Same as Figure 6, but for time moments after theeveaurce gradual deactivating= 140 hr (a)t = 200 hr (b)

andt = 250 hr (c).

Figures 7b and 7c¢ show increasing amountsmafllsscale structures, which can be formed by stbartwave residual
wave modes, which appear due to broad wave souyreetra in Figure 1 and due to generating secondayes by

nonlinear interactions of primary AGW modes.

4 Discussion

The time scale of AGW dissipation in the turbulatthosphere can be estimated as follows (Gossartiaokle, 1975):

Ty =2 (8)

 2nk,

wherekK; is the total vertical coefficient of turbulent amwlecular viscosity and heat conductivity. For than primary
AGW modes simulated in this study and having 15 — 30 km (see section 3.1),~ 1G— 10 hr at altitudes below 100
km. These values are much larger than the AGW deo®esz, in Table 1. Therefore, attenuations of primary A@wdes

in the middle atmosphere shown in Figures 2 -7 afeactivations of the surface wave forcing carb®éexplained by direct
turbulent and molecular dissipations.

AGWs propagating in the atmosphere with vaftgradients of the background fields are subjectsartial reflections. In
particular, strong wave reflections occur at attés 110 — 150 km, where large vertical gradiente®fmean temperature
exist (e.g., Ygit and Medvedev, 2010; Walterscheid and Hickey,22@avrilov and Kshevetskii, 2018). Partial refleats
of wave energy propagating upwards from the wawecgs before their deactivations may produce \ahjictanding

waves in the middle atmosphere. Simulations byriBawand Yudin (1987) showed that the standing-evaatio for IGW
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amplitudes might reach 0.4 at altitudes below 180 Kfter deactivations of wave sources, verticalfweling AGW modes
propagate quickly upwards and dissipate at higtraogpheric altitudes. This gives fast decreasé&GW amplitudes at all
heights in Figures 2 and 4 just after the wave @@deactivations. After disappearing fast travelimgfes, residual
vertically standing AGWSs produced by partial reflens may form long-lived wave structures in theasphere shown in
Figures2 — 7.

The standing AGWs discussed above are compafsbe primary wave modes traveling upwards fromshrface wave
sources (Eg. (5)) and downward propagating waviéected at higher atmospheric levels. After the evgource
deactivations, the reflected downward waves mapagate to the Earth’s surface and create wavesfietriow altitudes in
Figure 7, which are inclined to the horizon in diiens opposite to the fronts of primary AGWs shawirigure 6. For used
smooth climatological temperature profiles from MRLMSISE-00 model (see Figure 1 of the paper byrav et al.,
2018) AGW reflections inside the troposphere arallenthan the reflection from the ground causedolmyer boundary
conditions given by Eq. (4). Therefore, mentionbdee downward traveling waves are reflected froengfound and
propagate upwards back to the middle atmosphenalyiéeva et al. (2018) showed that such AGW reftatifrom the
ground could be equivalent to additional wave fogcat the lower boundary, which is still effectaker deactivations of
primary surface wave sources. Upward traveling ftbenground and reflected again at higher altitwdages can maintain
standing AGW structures for long time (see FigyreAs far as wave reflections are partial, porsiofiwave energy can for
long time propagate to higher altitudes and digsipigere. This can explain relatively large AGWagtmesz, in the lower
and middle atmosphere shown in Figures 2 — 4 afidlite. 1. Even after substantial time from thevevaource turning off,
AGW structures in Figures 7b and 7c¢ at altitudesvatb0 km are still similar to those shown in Feyérduring active wave
forcing.

Panels of Figure 2 for the gradual wave soantivation/deactivation demonstrate periodicatéases and decreases in
the residual wave noise standard deviations (eafpeait low altitudes), which are superimposed lo& éxponential decay at
t > ty. This may be caused by long-term biases betweemangpand downward wave packages reflected frongtbend and
from the upper atmosphere, which propagate thralugmiddle atmosphere. Increased molecular anditemb AGW
dissipation make periodical amplitude variatiorsslaoticeable in the panels of Figure 2 for highiuales. These biases are
also less noticeable in the respective panelsgufrEi3 for the sharp wave source activation, bextheswave source spectra
in Figure 1 are smoother and wider in this casepared to the smooth deactivation of the wave etioita

One can rise a question to what extend thdtseshown in Tables 1 and 2 may depend on soecétlemerical
viscosity” caused by mathematical algorithms usethé model? Our model is based on special hunexiigarithms
accounting for the main conservation laws (Gavraod Kshevetskii, 2013, 2014). Therefore, the nicaéviscosity is
very small. Test simulations showed that in theeabe of physical dissipation, wave modes mighttéxithe model for
hundreds of wave periods without noticeable deeeastheir amplitudes. In addition, simulatedosaibf standard
deviations of different components of long-waveédgein the middle atmosphere follow to the polata relations of

conventional theory of nondissipative AGWs (Gawrikt al., 2015). Therefore, we assume that in thegnt model, the
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numerical viscosity is much smaller than the molecand turbulent viscosity and heat conductionicilare involved in
the model at all altitudes.

Shown in Table 2 ratiesv/Wp att =~ 170 km may reflect proportions of the residual aeadondary AGW modes in the
beginning of quasi-exponential fits in Figures 2.-++or the gradual wave forcing activations/deattons, in the right part
of Table 2, one can see larger ratios for wave medthc, = 50 m/s at all altitudes. This corresponds taykrrintervals of
fast decreases of AGW amplitudes after deactivatadrithe wave sources in Figure 4 compared to EiguConsiderations
of respective right columns of Table 1 reveal lamdgecay times, of waves withc, = 100 m/s due to their larger vertical
wavelength and smaller dissipation in the middlecsphere.

Comparisons of the right columns in Table ghwthe same, and different, show that values @w/'W, for eachc, are
approximately equal at altitudes below 60 km ancblo@e smaller at higher altitudes for larger ampitwave sources. This
may reflect larger transfers of AGW energy to wanvddced jet streams and to secondary nonlinear spa®iuced by
larger-amplitude waves. Respective right columnsaifle 1 show higher decay timgof larger-amplitude wave noise
corresponding t&\p = 0.1 mm/s at altitudes higher 100 km. This naige be maintained for long time by wave energy
fluxes propagating with stronger residual and sdaoynwaves from the middle atmosphere to highéudks.

For the sharp activations/deactivations ofWage sources (Eg. (5)), the left columns of Tabkhow values ofw/\Wp,
which are much larger compared to respective ighimns for the gradual wave forcing triggeringe$a ratios are less
dependent on the speed and amplitude of simula@d/#and could be connected with wave pulses pratibgesharp
activations/deactivations of the wave sources ¢peetra in Figure 1). AGW decay times for the sheaggering in
respective left columns of Table 1 are also legeddent on wave parameters.

Substantial amount of small-scale structimésigures 7b and 7c shows increased proportibmsge modes, produced
due to high-frequency tails of the wave forcingdpeein Figure 1, also due to multiple reflecti@ml nonlinear interactions
of these modes. Nonlinear AGW interactions and geitns of secondary waves should be strongergit &ltitudes due to
increased wave amplitudes (Vadas and Liu, 2013;ri®avat al., 2015). Then the secondary waves cespggate
downwards and make small-scale wave perturbatiormdl atmospheric altitudes (see Figures 6 andTig AGW decay
timesto in Table 1 are generally larger for longer AGW resdvithc, = 100 m/s. This may be explained by their smaller
dissipation due to turbulent and molecular visgositd heat conductivity in the atmosphere. Duentalkcoefficients of
turbulent dissipation in the stratosphere and n@sre, maximum AGW decay times in Table 1 exisilatudes 30 — 100
km. Standing and secondary AGWs may exist theresdoeral days after deactivations of the wave faycWave energy
can slowly penetrate upwards from the stratospheremesosphere and maintain a background level@iVActivity at
higher altitudes. Figure 7c reveals that after &@sdof simulations, largest amplitudes of the regidvave field exist at
altitudes 70 — 110 km. It is enough for creatiofisvave accelerations, which can act and modify rtres|an velocity at
altitudes near 100 km for the long time after theversource deactivations (see respective panéligjofe 5).

Simulations presented in this paper are made fdedwatally uniform wave excitation at the groundsdebed by Eq.

(5). At the same time, many wave sources are pedlin different atmospheric regions. Our test satmons for localized
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wave sources (e.g., Kurdyaeva et al., 2018) shahatdnear an isolated deactivated wave sourcertipditaide decay could
be faster due to horizontal dispersion of wave ptckHowever, at low altitudes these wave packatsseveral times go
around the globe and return to the initial poimhikir to wave packages observed after big explesimihmeteorites and
volcanoes (e.g., Ewing and Press, 1955; Robedk,et982). Therefore, globally, wave packets meigtén the atmosphere
for a long time. For several local wave sourcesyevpackets from different sources may overlap aratiyce more

horizontally uniform long-lived wave noise. Theredpthe horizontally inhomogeneous model considérddlis paper may
reflect general global features of AGW decay preessin the atmosphere. Studies of isolated andiptauliocal wave

sources require special considerations in subséqagrers.

Described above simulations were made forlsinglatively long AGW spectral components, whictperience small
dissipation in the stratosphere and mesospherd. iRz fields in the atmosphere are superpositohwide range of
spectral components generated by a variety of réiffewave sources. However, after deactivationwafe sources, fast
traveling spectral components disperse to high@udés and short wave modes are strongly dissipdite to turbulent and
molecular viscosity and heat conductivity. Therefoone may expect that at the final stage of wasappearing after
deactivations of wave forcing, wave fields in the®sphere and mesosphere should consist of altytgtanding relatively
long spectral components, similar to those conseilén the present study. These wave fields mayagorgubstantial
proportions of residual and secondary wave modeslymed by multiple reflections and nonlinear intdi@ns. Such
impression is probably true for the residual waweése, which may exist for long time after the weaspairce deactivation.
However, amplitudes of this residual noise becomallgr in time and near active wave sources, aoggis of generated
primary AGWs may much exceed the wave noise.

In this paper, we analyzed idealistic casesoaf-lived horizontally homogeneous coherent wawerces producing
quasi-stationary wave fields in the atmospherehSuodeling is useful for comparisons of simulatedults with standard
AGW theories. However, many AGW sources in the aphere are local and operate for short time, whahot enough
for developments of steady-state wave fields. Fursimulations are required for studying wave depegcesses after

deactivating such local short-lived wave sourceth@atmosphere.

5 Conclusion

In this study, the high-resolution numerical modeémoSym is applied for simulating non-stationaryntioear AGWs
propagating from surface wave sources to higheospineric altitudes. After activating the surfacevevéorcing and fading
away initial wave pulses, AGW amplitudes reach asipstationary state. Then the surface wave forigmgactivated in the
numerical model and amplitudes of primary travelx@W modes quickly decrease at all altitudes dudisoontinuation of
wave energy generation by the surface wave soukt@sever, later the standard deviation of the nesichnd secondary
wave perturbations produced by slow componentshef wave source spectrum, multiple reflections awodlinear

interactions experiences more slow exponentialeseses. The decay time of the residual AGW noise yvaay between 20
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and 100 hr, having maxima in the stratosphere a@sbsphere. Standard deviations of the residual A@wWee atmosphere
are much larger at sharp activations/deactivatafribe wave forcing compared to the gradual praegsthese results show
that transient wave sources in the lower atmospbteutd create long-lived residual and secondaryengarturbations in the
middle atmosphere, which can slowly propagate ghéi altitudes and form a background level of wawese for time
445 intervals of several days after deactivations ofvevasources. Such behavior should be taken into usmtcdn

parameterizations of AGW impacts in numerical meadldynamics and energy of the middle atmosphere.

Data availability. Used high-resolution model of nonlinear AGWs in @timosphere is available for online simulation®(se
the reference AtmoSym, 2017). The computer codebeaalso available under the request from the asitho
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