Reply by the Authors to “Comment on acp-2021-76”

Anonymous Referee #1

Referee comment on "Isotopic Signatures of Major Methane Sources in the Coal Seam Gas Fields and Adjacent Agricultural Districts, Queensland, Australia" by Xinyi Lu et al., Atmos. Chem. Phys. Discuss., https://doi.org/10.5194/acp-2021-76-RC1, 2021

My comments are attached as a supplement PDF file.

Please also note the supplement to this comment: https://acp.copernicus.org/preprints/acp-2021-76/acp-2021-76-RC1-supplement.pdf

Review of the manuscript “Isotopic Signatures of Major Methane Sources in the Coal Seam Gas Fields and Adjacent Agricultural Districts, Queensland, Australia” by Xinyi Lu et al.

Short summary of the manuscript

This paper presents results from campaigns of in-situ CH₄ mole fraction measurements and of air samplings for subsequent isotope analyses. The authors characterized carbon and hydrogen stable isotope signatures of various CH₄ sources in the Surat Basin, Australia and compared the values with those in previously reported literature.

General comment

This is a good piece of work showing 2-year campaign measurement results. Previously, Sherwood et al. (2017) compiled thousands of isotope signature data of various CH₄ sources, but availability of such data is still limited for some regions or source types. This study will be acknowledged for complement of the available dataset and for important information for isotope based top-down estimate of the Australian CH₄ emissions. This work is well within the
scope of the journal and has significance in the study field. For publication of this manuscript, I would like to encourage the authors major revisions to consider my comments below.

Authors’ response:

We thank the reviewer for placing the scientific value of this research in both the global and national context, and for the supportive comments and encouragement. Below we have addressed the constructive comments about the manuscript and highlighted where we have made revisions.

1. Representativeness of the isotope signatures presented in this study

This study presents isotope signatures of various sources in the Surat Basin. The results showed that the estimated isotope signatures of same source type sometimes differ from site to site. In such field studies, critically important is how representative the result is. Previous studies have inferred that $\delta^{13}C$ and $\delta D$ signatures of CH$_4$ emitted from some sources vary considerably with time and space. I am very curious to discussion on how representative the isotope signatures obtained in this study are. Such discussion is crucial when the results are considered for constraints to the regional CH$_4$ budget. There are two points I can come up with. First, whether the set of air samples were collected from downwind of the major emission locations of the source. The higher fraction of emission at the location among the total emission is, the more representative the results would be. Second, how large variability among isotope signatures from a single source type is. For instance, the results indicate that isotope signatures of CH$_4$ of CSG origin vary by 5 ‰ in $\delta^{13}C$ and by 20 ‰ in $\delta D$, depending on sampling location/time. But the variability is much smaller for ground seeps in $\delta^{13}C$, which may suggest the source isotope signatures are relatively constant/uniform. Such discussion could be made not only from the results from the present study but also from those from the earlier studies (Table 1). I would like to see more enriched discussions about what we can learn about representativeness from this study and give some suggestions about better sampling strategy for a similar study in future. It could affect discussions in section 3.3, because distinctiveness of isotope signatures of different source types depends on this issue. For instance, some part of $\delta^{13}C$ and $\delta D$ signatures overlap between fossil fuel and biogenic sources according to the Sherwood et al. (2017) database, but their global representative values are considered to be sufficiently different so that we can examine partition estimates for contributions of both sources to atmospheric CH$_4$ variations.

Authors’ response:

We acknowledge the importance and challenges with quantifying how representative the presented isotopic signatures are.

With regards to “First, whether the set of air samples were collected from downwind of the major emission locations of the source.”: we collected all air samples downwind of each source. A portion of the samples were collected close to centre line, and then additional samples towards the edge of the plume in order to maximise the spread of CH$_4$ mole fraction readings used in the Keeling regressions.

Regarding “Second, how large variability among isotope signatures from a single source type is.”: the authors acknowledge that this is a challenge for studies of this nature. It would take considerable time and resources to collect multiple bag sets at multiple common sources. For this study we collected and analysed over 160 bag samples and
attempted to characterise the isotopic signature of all major sources in the region. For export abattoirs (meat works) and piggeries, these are the first isotopic signatures reported for these sources in Australia, and for most other sources these are the first deuterium measurements.

We have modified the following sentences in the manuscript:

P23 L594 – L602: “[...] Air samples for isotope analysis were collected from CH₄ plumes from various sources. The δ¹³C₃H₄ and δD₃H₄ signatures of CH₄ emitted from CSG infrastructures, an open-cut coal mine, ground and river seeps, grazing cattle and feedlot, a piggery, a landfill, a wastewater treatment plant, two abattoirs with biogas plants and a small urban area were investigated. We present the δ¹³C₃H₄ isotopic signatures for 16 plumes and the δD₃H₄ isotopic signatures for 13 plumes, from the analyses of over 160 air samples. Despite the size of the data set, for many sources only a single isotopic signature has been determined. However, this single isotopic value represents the first recorded isotopic signature for some sources (e.g., abattoirs and piggeries) in Australia. Generally, the δ¹³C₃H₄ and δD₃H₄ signatures determined from isolated plumes mapped during our 2018 and 2019 campaigns agree with values reported in the literature (Table 1 and Fig. 6). Here we have reported the first recorded δ¹³C₃H₄ isotopic signatures of a piggery, two abattoirs, and a wastewater treatment plant in Australia. More investigations in Australia are needed for further characterisation of other sources, both those listed in the UNFCCC inventory classifications and natural. There is also a need for further studies to characterise the temporal and spatial variability of all sources, climatic and seasonal influences, and procedural repeatability. Ideally, further sampling should be undertaken in collaboration with the operators of each facility, so that samples can be collected closer to the source, removing all uncertainty in the origin of the CH₄. This study has made a contribution to the δ¹³C₃H₄ and δD₃H₄ signatures from different sources in Australia and internationally […]”

2. Data analysis

The authors employ the Miller-Tans plot. I could not however understand advantage of the analysis over the traditional Keeling plot. Keeling plot assumes that the background atmosphere is constant over the time period of interest, and thus provides a much simpler framework and data interpretation. In contrast, as shown by Miller and Tans (2003), Miller-Tans plot is useful when one needs to assume that the background atmospheric condition varies with time at significant level of magnitude. To my understanding, Miller-Tans plot should be chosen only for special cases, where constant background cannot be assumed. From this point of view, the authors argument “The background air normally does not change during this period but using the Miller-Tans approach is a safeguard against any variability.” (P11 L295) seems strange to me.

Not only for the original Keeling (1958) paper (cited in the manuscript), the authors might revisit Miller and Tans (2003) for different ways of use of the two plots. Pataki et al. (2003) might also help for limitation of the Keeling plot.

In the case where the authors continue use of the Miller-Tans plot, they should clearly present how the time-varying background mole fractions and delta values are given for individual data points. It is not presented explicitly in the current manuscript. I suppose that it would for instance call for on-site continuous measurements in the upwind. Miller and Tans (2003) applied curvefitting to their time-series CO₂ data, and similar examples for CH₄ were given by Umezawa et al. (2012).
Additional useful reference is Zobits et al. (2006), who investigated difference of source isotope signatures between Keeling and Miller-Tans plots and between ordinary square and geometric mean regressions. They found that, for same conditions, both plots return practically identical source isotope signatures. However, when the range of mole fraction is relatively small, geometric mean regression method could cause a bias in the estimated source signature. Since this study targets relatively wide range of mole fraction variation, I suppose such a bias is small, but the authors could examine with their data and/or justify validity of their regression approach. According to the text, the “Bayesian regression” used in this study seems to be similar to geometric mean regression that could cause a bias for small range of mole fraction. Please explain more to justify the analysis method.

In summary, there would be no difference in estimated source signatures from both plots if constant background is assumed. However, unless the reason why Miller-Tans plot is needed is clearly given, I see that the authors make the analytical methodology complicated without necessity. And it is not logically clear why they chose the regression method. I would like to suggest the authors to revisit previous studies carefully and rewrite the corresponding section.


Authors’ response:

We acknowledge that we were not precise with our statement in P11 L295. We agree that using the Keeling plot method improves the clarity of the manuscript and we now use this method throughout the manuscript. Converting to the Keeling plot method only results in minor changes (many only in the third significant figure) to the determined isotopic values and does not alter any of the discussion or conclusions in the originally submitted manuscript. We have updated the sentences in Sect. 2.4 P11 L287 – L299, P12 L318 – L322 and substitute the Keeling plots for Miller-Tans plots for all sampled plumes in the Appendix A (Figs. A3–A7).

P11 L287 – L299: "The $\delta^{13}C_{CH_4}$ and $\delta D_{CH_4}$ for CH$_4$ sources of each detected plume were determined using the Miller–Tans Keeling plot approach (Miller and Tans, 2003 Keeling, 1958; Pataki et al., 2003) shown in Eq. (1):

$$\delta_{(a)} = [CH_{4(a)}] \left( \delta_{(b)} - \delta_{(s)} \right) \ast 1/ [CH_{4(b)}] + \delta_{(s)}$$

(1)

where $[CH_4(b)]$ and $\delta_{(b)}$ are the CH$_4$ mole fraction and $\delta^{13}C_{CH_4}$ (or $\delta D_{CH_4}$) of the background air, $[CH_4(a)]$ and $\delta_{(a)}$ are the CH$_4$ mole fraction and $\delta^{13}C_{CH_4}$ (or $\delta D_{CH_4}$) of the atmosphere and $\delta_{(s)}$ is the $\delta^{13}C_{CH_4}$ (or $\delta D_{CH_4}$) of the mean source, respectively. The slope intercept ($\delta_{(s)}$) of the linear regression between $\delta_{(a)}$ and $1/[CH_4(a)]$ represents the isotopic signature of the source mixed in the background ambient air. The Keeling plot method requires the background air CH$_4$ mole fraction and isotopic signature to be
constant during the period of observation. The time it takes to collect the 10 samples is approximately 30 minutes, and normally the background air composition does not change during this the period of sampling. The mobile survey readings show that the background CH₄ mole fraction was stable in 2018 and 2019 daytime and nighttime surveys (Fig. A2), which supports this assumption. For each Miller–Tans Keeling data set the Bayesian linear regression line and credible interval (analogous to confidence interval) were determined using the PyMC3 Bayesian regression package (Salvatier et al., 2016). The regression methodology was selected based on the fact that there are bivariant correlated errors in both the x and y variables (e.g., Miller and Tans, 2003; Zazzeri et al., 2016) and the number of samples in each plume set was small (<= 10). Bayesian regression was used since it is a robust algorithm that balances uncertainty in both the x and y axis data (Jaynes and Crow, 1999), and it is suitable for small data sets (Baldwin and Larson, 2017), and it has been demonstrated to yield more reliable isotopic signatures at low mole fractions with low sample numbers (Zobitz et al., 2007).

P12 L318 – L322: “The Keeling plot results of CH₄ source signature calculations are listed in Table 2 and shown in Fig. 3. The Miller–Tans Keeling plots are shown in Figs. A43–A57 in Appendix A. All For each δ¹³C(CH₄) (%) and δD(CH₄) (%) isotopic signatures both the posterior standard deviation and the are determined with uncertainties credible interval of ± 0.2 ‰ to ± 3.4 were determined. The variability in the uncertainty credible interval is primarily due to both the sampling sampled CH₄ mole fraction range and the number of data points used in the Miller–Tans Keeling plot analysis as shown in Fig. A8. All δD(CH₄) (%) signatures were determined with uncertainties of ± 0.2 ‰ to ± 4.2. The largest uncertainty was associated with the mixed urban emissions due to the limited range of sampled CH₄ mole fractions.”

We have also updated the caption of Table 2 as follows:

P13 L329: “Table 2: CH₄ source signature results for plumes sampled in the Surat Basin 2018 and 2019 campaigns. CH₄ excess over background (ppm) for the samples that were used to calculate the source signature. δ¹³C(CH₄) (%) and δD(CH₄) (%) are reported along with the Bayesian posterior distribution mean, standard deviation and 95 % credible interval (in brackets). NA: not applicable.”

Within the bounds of the credible interval (the Bayesian measure of uncertainty) the derived isotopic signatures are similar, and the overall interpretation of the results does not alter. Throughout the text we have replaced “uncertainty” with the Bayesian statistical terminology “credible interval” to convey the use of Bayesian statistics for all regression analyses.

The determination of the line of best fit for the Keeling plots is a generic regression problem. It is well established in the statistical analysis literature that when there is error in both the x and y variables the use of ordinary least squares is not appropriate. This is discussed in Miller and Tans (2003). The authors have used in numerous publications the bivariant correlated error with scatter (BCES) algorithm (Akritas and Bershady, 1996); for example, refer to the cited ACP publication Zarreri et al. (2016). On the GitHub web resources page for the BCES python scripts there is a discussion on the advantages of Bayesian linear regression over the BCES algorithm. https://github.com/rsnemmen/BCES.
The reviewer has pointed to the study of Zobitz et al. (2006) for justification to use ordinary least squares regression. We would like to highlight that for a small sample size Keeling plot, Zobitz et al. (2007) used Bayesian regression (Fig. 2 in that paper) and demonstrated that it performed better than ordinary least squares regression for small data sets.

Bayesian linear regression is now commonly used in many fields of science where there is a need to characterise parameter uncertainty for regression of small sample size data sets, when there is the likelihood of outliers and there is error in both the x and y variables. The authors feel it is beyond the scope of this manuscript to do a regression methodology comparison study for fitting Keeling and Miller–Tans regression lines, especially when Bayesian regression is now commonly used, is available in many mathematical packages, and there are both R and Python libraries on GitHub.

For this manuscript we have stayed with using Bayesian regression, especially since Zobitz et al. (2007) established that Bayesian regression is a robust algorithm for Keeling plot analyses. We also note that there is no significant difference between the isotopic signatures determined for all samples using either the Keeling or Miller–Tans methods.

3. Description of the instrument performance

The authors should present their performance tests of the instruments (Los Gatos and Picarro) made before the campaigns. It seems that the current descriptions rely on information provided by the product companies only, which is performance of their standard products at shipment from factory, but we know that there are differences among products and importantly that stability of those instruments (e.g. during shipment, repetitive power on/off, change in temperature/humidity) has not been well established. It is important to show readers sufficient key information on validity of their measurements, independent from that from the provider.

Authors’ response:

In the manuscript text below and Appendix A (Fig. A1) we now provide the infield performance data for both the UNSW Sydney LGR-UGGA and Picarro G2201-i CRDS units. The Picarro G2201-i CRDS and LGR-UGGA units were used only to locate the plumes, and we used the Picarro G2201-i CRDS CH₄ mole fraction data for checking if the bags leaked when the samples were shipped between UNSW Sydney and RHUL. None of the Keeling plot results use the UNSW Sydney Picarro data. We presented only a low-resolution image of the plume positions, to convey the scale of the project, the frequency of major plumes, and the order of magnitude of enhancement in the CH₄ mole fraction readings at the sampling locations. We acknowledge that changes in temperature and humidity affect both concentration and isotopic measurements using laser spectrometers. It is for this same reason that data used for Keeling plot analysis was obtained under laboratory conditions using a well-established analytical technique (IRMS).

We also added the following text in the manuscript:

P9 L245: "[...] The in-field standard deviations for mean CH₄ mole fraction measurements of the reference standard across all days were 4.9 ppb (2018) and 9.6 ppb (2019) for
LGR-UGGA and 5.3 ppb (2018) for Picarro G2201-i CRDS. This repeatability is better than reported in Takriti et al. (2021).”

P9 L254: "[...] purposes. In 2018 the root-mean-square error (RMSE) between the University of New South Wales (UNSW Sydney) Picarro 2201-i CRDS and the RHUL Picarro G1301 CRDS (detailed below) was 0.437 (ppm; Fig. A1 (a)) and in 2019 the RMSE between the UNSW Sydney Picarro 2201-i CRDS and the Institute for Marine and Atmospheric research Utrecht (IMAU) continuous-flow isotope ratio mass spectrometry (CF-IRMS) (detailed below) was 0.232 (ppm; Fig. A1 (b))

The following reference is added:


**Specific Comments**

P1 L14: “The use of...” This sentence needs rewriting. It is not clear how the authors consider difference of the three verbs. I think that (use of) δ13C and δD can “help us” identify a specific source “if potential sources are all characterized in δ13C and δD signatures.”

Authors’ response:

We thank the Referee for this suggestion. To clarify the wording the sentence has been rephrased:

P1 L14: “The characterisation of carbon (δ13C) and hydrogen (δD) stable isotopic composition of CH₄ can help distinguish between specific emissions of CH₄ [...]”

P1 L16: It is not clear how different “discriminate” is from for instance “distinguish between” in the earlier sentence.

Authors’ response:

To clarify the wording the sentence has been rephrased:

P1 L16: “[...] This research examines whether dual isotopic signatures of CH₄ can be used to distinguish between sources of CH₄ in the Surat Basin.”

P2 L40: “e.g.” should be added before “Nisbet et al. 2020”, otherwise additional reference that cover “greenhouse gases” is needed. I think the reference is for CH₄ only.

Authors’ response:

Agreed and revised to the following:

P2 L40: “to anthropogenic industrial and agricultural activities (e.g., Nisbet et al., 2020) [...]”
P2 L60: The CH$_4$ increase over the industrial era and stagnation during the early 2000s are phenomena with totally different time scales.

Authors’ response: Agreed and revised to the following:

P2 L60 – L61: “[...] The CH$_4$ mole fraction has been increasing since industrialisation, with the CH$_4$ mole fraction has increased by 160% since industrialisation. The rate of increase is typically 0.4 to 14.7 ppb per year, although there was a short pause in the growth rate of atmospheric CH$_4$ between 1999 and 2006 (Schaefer et al., 2016; Dlugokencky, 2021) [...].”

The following reference is added:


P3 L65: There are indeed many references that addressed different time phases of the atmospheric CH$_4$ increase. First, I would like to suggest the authors to cite references that substantially contributed to the present study only. Did all these references contributed equally to the present study? Second, as written in the sentence, such debate has continued over the last decades, while the references are all relatively new. It might give wrong impression that the problem is new. Some “old” but key references, for instance Steele et al. (1992), Dlugokencky et al. (1998), Bousquet al. (2006), Simpson et al. (2012) and others, could be considered. Additionally, a recent study Chandra et al. (2021) present conclusion similar to that by Jackson et al. (2020). That said, choice of references is up to the authors.


Authors’ response:

We agree with the Referee’s comment. Indeed, some key references in the past have substantially contributed to the current study of CH₄ increase. We have therefore made the following changes:

P3 L65 – L67: “[…] between agriculture versus fossil fuels (Bousquet et al., 2006; Chandra et al., 2021; Hausmann et al., 2016; Jackson et al., 2020; Kirschke et al., 2013; Nisbet et al., 2014, 2016, 2019; Rice et al., 2016; Rigby et al., 2017; Schaefer et al., 2016; Schwietzke et al., 2016; Turner et al., 2017; Worden et al., 2017) […]”

The following references will be added to the updated manuscript:


The following reference will be deleted from the updated manuscript:


P3 L69: “natural fossil fuel source” looks strange. All fossil fuels are of natural origin in nature. The difference is just emission takes place by nature or by human. Etiophe and colleagues have used the term “geological”. Please rephrase.

Authors’ response: Agreed and revised to the following:

P3 L69: “although this result contradicts emission estimates on the size of natural geological fossil-fuel CH₄ sources (Etiophe et al., 2019) […]”

P3 L69: What is the current global fraction of emissions from unconventional sources in the total fossil fuel related CH₄ emissions?

Authors’ response:

The authors agree that information on the current global fraction of emissions from unconventional sources in the total fossil fuel related CH₄ emissions is important. To help the reader to understand this issue, a sentence was added to P3 L74:
P3 L74: “CH₄ emissions (Lan et al., 2019). It is estimated that around 14 % of total fossil fuel CH₄ emissions are from unconventional sources in 2020 (IEA, 2021) […]”

The following reference will be added to the updated manuscript:


P4 L121: Same comment as that for P3 L65.

Authors’ response:

We have made the following changes:

P4 L120 – L122: "(Beck et al., 2012; Fisher et al., 2017; France et al., 2016; Lowry et al., 2020; McNorton et al., 2018; Nisbet et al., 2016, 2019; Rice et al., 2016; Rigby et al., 2017; Röckmann et al., 2016; Schaefer et al., 2016; Schwietzke et al., 2014, 2016; Tarasova et al., 2006; Turner et al., 2017; Worden et al., 2017) […]"

P8 L219: What is the actual precision evaluated by the study team and expected during the campaign? Please see my earlier comment.

Authors’ response:

We thank the Referee for the comment. Please refer to our response for General comment 3.

P9 L225: The same question as that for P8 L219. The information here seems to be identical to those on the Data Sheet provided on the Picarro website (https://www.picarro.com/support/library/documents/g2201i_analyzer_datasheet). These are general instrument performance when it is shipped from factory. I suppose that the study team did not use the instrument as delivered but carried out series of evaluations before the campaign. The authors should present those results that better represent the actual performance during the campaign.

Authors’ response:

We thank the Referee for the comment. Please refer to our response for General comment 3.

P9 L231: The more details of the time lag correction should be presented. How did you estimate the time lag? Is it time dependent or constant? How long is it on average?

Authors’ response:

We have made the following changes:

P9 L231 – L233: "[…] To correct for the time lag between GPS location and CRDS recorded data caused by slow flow rate and inlet tube length (~2.5 m), we adjusted the time stamp of CH₄ mole fraction and δ¹³C₄H₈ readings based on observed delay of the
Using the standard air, we determined the time lag between the real-time GPS location reading and the display of mole fraction reading on the Picarro G2201-i CRDS to be 3 min and 40 s. Using this timing offset, we adjusted the time stamp for the analyser data.

P9 L243: Please describe the value explicitly. What is the exact value and uncertainty measured by another laboratory? I believe the measurement was made by INSTAAR, not NOAA/GML.

Authors’ response:

Our intention was to demonstrate that the RHUL δ^{13}C_{CH_4} measurement of the calibration air provided by CSIRO was in good agreement with the flasks collected at Cape Grim around the same time. To clarify the wording the sentence has been rephrased:

P9 L244: “[...] RHUL also measured the CH₄ mole fraction of the calibration gas (1801.2 ± 0.5 ppb), which agrees closely with the value from CSIRO, demonstrating minimal handling or gas exchange issues with the FlexFoil bags. The isotope value measured by RHUL (−47.2 ± 0.05 ‰) also closely resembles the value from flasks (−47.2 ± 0.04 ‰, mean ± standard deviation for 12 flasks collected) collected at Cape Grim and measured at the NOAA Global Monitoring Laboratory, Institute of Arctic and Alpine Research (INSTAAR), University of Colorado (White et al., 2018) [...]”

P9 L247: Was the driving speed adjusted specifically for the different instruments (e.g. flow rate)? If so, additional information will help readers.

Author’s response: Please refer to the response to General Comment 3.

P10 L267: Here the authors refer to the WMO X2004A scale traceable by the gas cylinders provided by NOAA. In the section before, they wrote “WMO scale” only. Reading these sentences, I cannot be sure that the mole fraction values from CSIRO and RHUL are on the identical scale. Please sort this out so that use of one single measurement scale is clear throughout the paper. Though the principal methodology is still valid, since the original WMO X2004 scale was updated to WMO X2004A in 2015, the reference Dlugokencky et al. (2005) no longer represents the current WMO scale exactly. I would suggest to additionally cite the NOAA website (https://www.esrl.noaa.gov/gmd/ccl/ch4_scale.html) or the latest WMO GAW Report No. 255 (https://library.wmo.int/index.php?lvl=notice_display&id=21758#.YE7BLS9h0UE). It should be somewhere noted that the current WMO scale cover up to ~5900 ppb and many measurements presented in this study are calculated by extrapolation of the scale. The abbreviation “NOAA” appeared earlier.

Authors’ response:

We apologise for the unclear description of the calibration scale. The above-mentioned calibration air (appeared in P9 L235 – L239) was provided by CSIRO but measured by RHUL to link analysers to the same WMO X2004A scale of that at RHUL. We have made the following changes for clarification:
P9 L236 – L239: "by Commonwealth Scientific and Industrial Research Organisation (CSIRO) with a CH₄ mole fraction of 1800.6 ± 0.7 ppb and δ¹³CCH₄ of −47.2 ‰. The CH₄ mole fraction was measured in CSIRO’s Global Atmospheric Sampling Laboratory (GASLAB) in Aspendale (Francey et al., 2003) and referenced to the World Meteorological Organization (WMO) scale (Dlugokencky et al., 2005). The calibration gas was also placed into 3 litre SKC FlexFoil PLUS sample bags (SKC Inc., USA) for shipping and analysed at the greenhouse gas laboratory of Royal Holloway, University of London (RHUL) to determine the δ¹³CCH₄ for the calibration air (−47.2 ± 0.05‰). RHUL also measured the CH₄ mole fraction of the calibration gas (1801.2 ± 0.5 ppb), which agrees closely with the value from CSIRO, demonstrating minimal handling or gas exchange issues with the FlexFoil bags 


The following reference will be added to the updated manuscript:


P10 L276: I would suggest a sentence like “For the subsequent IRMS measurement, CH₄ in sample air in most bags were preconcentrated for 10 minutes at..., but that in samples with CH₄ mole fraction larger than 6 ppm reported by RHUL were processed for shorter time in order to...” if I understand correctly. I suppose that “sampled” in the original sentence is not just collecting air but preconcentration of CH₄ from sample air, as written in the following sentence.

Authors’ response:

That is correct. To clarify we have rephrased the sentence to the following:

P10 L276: “[...] Most bags were sampled For the subsequent IRMS measurement, the CH₄ in air from most bags were preconcentrated for 10 minutes at a flow rate of 6 mL min⁻¹ for δDCH₄ and 4 mL min⁻¹ for δ¹³CCH₄, but for samples reported by RHUL that had a CH₄ mole fraction larger than 6 ppm they were sampled processed for a shorter time in order to extract a quantity of CH₄ similar to the reference air.

P10 L283: What does “UNSW” stands for?

Authors’ response:

UNSW is the abbreviation for The University of New South Wales, Sydney, Australia. The official abbreviation for the university is UNSW Sydney. We have defined the abbreviation in the author listing and change UNSW to “UNSW Sydney” throughout the text.
Authors’ response: Please see my earlier comment.

Authors’ response: Please refer to our response for General comment 2.

P11 Section 3.1: More than half of sentences of this paragraph are for explaining the switch from daytime to nighttime sampling. I do not think the title of the section represent the content well. A problem of nighttime samplings might be darkness, which makes visible identification of the source difficult. I guess it might have been discussed when planning the campaigns. How did you overcome this problem? I am also curious to the similar mapping plots for $\delta^{13}$C of CH$_4$. Spatial variability of $\delta^{13}$C corresponding to those in the CH$_4$ mole fraction in Fig. 2 is also valuable information for readers especially who consider plan of similar type of field surveys.

Authors’ response:

The authors agree that a more representative title is needed. We have made changes as follows:

P11 L301: “3.1 Regional plume mapping and the benefits of sampling at nighttime”

P11 L306: “In 2018, we did not detect plumes from coal mines, river seeps, abattoirs, piggeries or WWTP, thus we shifted our focus from daytime surveying […]”

Regarding the problem locating sources when doing nighttime sampling, most facilities are well lit. We added the following sentence:

P11 L313: “plots and minimises the uncertainties of the derived isotopic source signatures. As part of developing an inventory (Neininger et al., in review) in the region, all major CH$_4$ sources were located and were georeferenced to guide nighttime sampling. Also, most facilities were well lit, which assisted with source identification. The contrast in the magnitude of the CH$_4$ mole fraction […]”

The following reference has been added:


Regarding “similar mapping plots for $\delta^{13}$C of CH$_4$”: it was never the goal to produce isotope maps, the goal was to find the CH$_4$ plumes. We used the Picarro G2201-i CRDS for only a small portion of the survey when the LGR-UGGA failed. Only a small portion of the complete mole fraction survey would have isotope data from Picarro G2201-i CRDS, which is not sufficient to produce a similar map.

P11 L316: While the nighttime campaign detected more spikes with high CH$_4$ mole fractions, there are several peaks with comparable magnitude of CH$_4$ spikes (> 10 ppm) even in the daytime campaign. How are they explained? It would be helpful if you could add labels for key sources in Figure 1. I tried to compare Figs 1 and 2 but found it difficult to find corresponding locations of the peaks exactly.
Authors’ response:

We cannot provide a detailed answer because we did not analyse the flux of each source. The CH₄ mole fraction at the point of sampling is a complex function of source strength, distance to the source, wind speed, wind direction, surface roughness, temperature, uplift rate, among other variables. We have placed source numbers on Fig. 1 in line with Table 2 and modified the caption of Fig. 1 as follows:

P8 L213: “Queensland (Inset map data: Australian Government (2020), Administrative Boundaries © Geoscape Australia). The positions of the sampled CH₄ plumes are numbered 1 through 16.”

P12 Section 3.2: Before going into results of source signatures, it would be good to show some selected examples of the observed Miller-Tans (or Keeling) plots from both campaigns. It could be done as Figure 3, not appendix figures. Such figures could represent how closely the observed δ¹³C varied with the observed CH₄ mole fraction, which is key information that support validity of the characterization analysis for source isotope signatures presented in this study. Also, from this point of view, I would prefer Keeling plot if possible, where magnitude of the observed δ¹³C variations is obvious on the vertical axis. I am curious to how largely δ¹³C varied in the plume air of different origins.

Authors’ response:

We believe that the required details are succinctly summarised for all sources in Table 2 to inform a reader on “how largely δ¹³C varied in the plume air of different origins”. In updated Table 2 all derived δ¹³C and δD values are reported, along with the credible interval now added for those parameters.

Keeling plots have also been provided now in the Appendix A (Figs. A3–A7) and cross referenced in the caption of Table 2.

P12 L319: What is the “uncertainties” of the estimated source signatures? Please describe explicitly. It could be presented in section 2.4.

Authors’ response: Please refer to our response to General comment 2.

P12 L321: If so, it could be possible to see a characteristic feature when the estimated uncertainties are plotted versus range (or maximum) of the observed CH₄ mole fractions for individual plumes. Perhaps the authors could infer how much elevation in CH₄ mole fraction is desired for precise estimation of source isotope signature based on plume surveys like this study.

Authors’ response:

We thank the reviewer for this suggestion. The precise estimation of source isotope signatures depends on several factors such as maximum CH₄ mole fractions observed, number of samples collected, distance from source and wind direction. We have presented the dependency between 95 % credible interval range of δ¹³C (a) and δD (b) derived from Keeling plot method and number of samples and measured CH₄ mole
fraction range from the corresponding measured sources in Fig. A8 in Appendix A. The result agrees well with previous studies (e.g., Hoheisel et al., 2019; Takriti et al., 2021).

With respect to the measurement systems, we have added the following sentence:

P10 L285: “[…] Due to the high precision of the RHUL GC-IRMS measurements of < 0.05 ‰ for δ¹³C, the IMAU IRMS measurements of < 0.1 ‰ for δ¹³C and < 2 ‰ for δD, reliable source signatures can usually be derived for elevations of 100–200 ppb above the background”

P13 Table 2: A number for each plume could be assigned. It would help readers to find a line in the Table corresponding to texts in the following sections.

Authors’ response:

We thank the Referee for making this use recommendation. We have assigned a number for each plume in Table 2 and added the plume number when referencing the plume in the manuscript.

P17 L424: “calm to light wind conditions” What is the wind speed at the observation time? There are similar subjective expressions also at other places. It is considered that degree of accumulation of CH₄ emitted from a nearby source is dependent on wind speed as the authors also explains in this manuscript. For example, constant 5 m/s wind brings influence of 300 m upwind source with a 1 minute delay, and we would collect footprint of 18 km upwind in an hour. It is therefore important to present an exact number to convince predominance of a nearby source. If no on-site measurement is available, the authors might look for data from a nearby weather station.

Authors’ response:

Calm to light wind descriptions was the official Australian Bureau of Meteorology wind speed description at the time of sampling – 0 to 14 km⁻¹.

The speed has been added in brackets after the description in the manuscript:

P17 L424: “plumes near the Chinchilla weir and measured CH₄ mole fractions as high as 18 ppm in calm to light wind conditions (0–14 km h⁻¹) […]”

P18 L441: I am confused by this sentence. I understand that this study aims at characterizing isotope signatures of known sources, but here it seems the author tries to infer contributing sources based on isotope signature.

Authors’ response:

The CH₄ isotope signatures of Abattoir A and B were calculated to represent the abattoir facilities instead of a single source. We have updated in the manuscript to highlight that the CH₄ isotope signatures presented in this study are either for a single source (e.g., venting pipeline, raw water pond) or a facility with several potential CH₄ sources (e.g., abattoirs, feedlots, and piggeries).
We have also made the following changes to P18 L441:

P18 L441 - L442: “integrated feedlot and processing plant. The measured \( \delta^{13}C_{\text{CH}_4} \) signature suggests that the plume sampled is most likely associated with waste emissions.”

P18 L446: As far as I understand, a single source with \( \delta^{13}C \) signature of \(-44.3\pm0.3\ \text{‰}\) is not identified but interpreted as mixture of several potential sources. It is not clear that why the source signature is compared to those of a single source from different regions. Given that every isotope signature of the four potential sources is unknown, it is also difficult to infer possible contributions.

Authors’ response:

We agree that the potential sources of the mixed urban emissions are unknown, and it is not suitable to be compared with other single sources or single facilities. We therefore removed the Mixed urban emissions from Table 2 and Fig. 3, deleted Sect. 3.2.9 and the plots in Appendix and the following sentence in the manuscript:

P7 L193 - L196: “Each town centre has many potential sources of \( \text{CH}_4 \), including, but not limited to, leaking gas bottles, instant hot water systems, rubbish bins, vehicles and domestic wood fires (which are common in the region). To characterise these collective emissions, samples were collected from a typical residential area in Dalby, which has a population of approximately 12,000 (Australian Bureau of Statistics, 2016).”

P12 L321 - L322: “The largest uncertainty was associated with the mixed urban emissions due to the limited range of sampled \( \text{CH}_4 \) mole fractions.”

P19 L467: Same comment as that for P18 L441. The authors try identification of sources or separate contributions of sources, but it contrasts to this study’s purpose of characterization of individual sources. I was therefore confused by impression that the objective change from section to section.

Authors’ response: Please see the response to P18 L441.

P19 L479ff: Chang et al. (2019) suggested that \( \delta^{13}C_{\text{CH}_4} \) from ruminants correlates with \( \delta^{13}C \) of the diet as follows: \( \delta^{13}C_{\text{CH}_4} = 0.91 \times \delta^{13}C_{\text{diet}} - 43.49 \). Could it be possible to check whether the present results are consistent with this equation? If the above equation is roughly valid for this study, \( \delta^{13}C \) signature of the diet would be around \(-20\%\), which lies between \( \delta^{13}C \) of \( C_3 \) and \( C_4 \) plants. Is any information on the \( \delta^{13}C \) of the diet available?

Chang et al. (2019) Revisiting enteric methane emissions from domestic ruminants and their \( \delta^{13}C_{\text{CH}_4} \) source signature, Nature Communications, https://doi.org/10.1038/s41467-01911066-3.

Authors’ response:

We do not have the required diet information to do this calculation. No edit was made.

P20 Section 3.2.6: What is the likely production process of \( \text{CH}_4 \) in the piggery?
Authors’ response:

The possible production process of CH$_4$ in the piggery was introduced in P7 L177 – L180.

P21 L539: According to Figure 6, ruminants in Australia show biomodal $\delta^{13}$C signature distribution, while samples collected for cattle in this study show values at depleted side only.

Authors’ response:

The $\delta^{13}$C$_{CH_4}$ signature of cattle emitted CH$_4$ varies depending on many factors such as geographical location, diet (C3 or C4 plant) and breed of the animal (Hook et al., 2010). In Australia, cattle are hosted in different states with different geographical locations thus have varying diets. These factors could possibly explain the bimodal $\delta^{13}$C$_{CH_4}$ signature distribution from limited data available. Further studies are also important to better understand the $\delta^{13}$C$_{CH_4}$ signature of cattle emitted CH$_4$ from cattle in Australia. No edit was made.

P21 Section 3.3: When we consider use of $\delta^{13}$C and $\delta$D of CH$_4$ as constraints to the regional (e.g. Surat Basin) budget of CH$_4$, critical is the representativeness of individual source isotope signature. In this regard, it is good that some types of the sources in the region (e.g. Ground and river seeps, abattoir) showed good agreement within narrow isotope signature ranges between campaigns in different years, suggesting that source isotope signatures vary a little e.g. well representative. In contrast, some sources showed larger differences between campaigns or locations, suggesting that source isotope signatures could vary with time and/or space. It is therefore still uncertain that how representative the source isotope signatures presented in this study are at regional scale. To overcome this issue, one needs more frequent and numerous surveys, which would be highly challenging. Otherwise, a bit more zoomed-out scale study so that one can capture outflow of mixture air from the entire source unit (not source point to point) might help. I would like to suggest the authors to add discussions on how representative the source signatures presented in this study could be considered and on possible future sampling strategies to better comprehend isotope signatures of various sources in the region.

Authors’ response: Please see the response to General Comment 1.

Technical Comments

P2 L43: “insights” to “data”. If the authors have something else, please clarify.

Authors’ response: Agreed and revised to the following:

P2 L43: “in conjunction with other data. While ethane measurements have been used [...]”

P2 L48: “coal seam gas” to “CSG”.

Authors’ response: Agreed and revised to the following:

P2 L48: “largest CSG fields is co-located with large scale cattle feedlots [...]”

Authors’ response: Agreed and revised to the following:

P4 L108: “[...] because it is often co-emitted in fossil fuel emissions (Conley et al., 2016; Dlugokencky et al., 2011; Lowry et al., 2020; Smith et al., 2015) [...]”

P4 L130: “coal seam gas” to “CSG”.

Authors’ response: Agreed and revised to the following:

P4 L130: “Here we present mobile CH$_4$ surveys in the CSG fields in southeast [...]”

P5 L133: “chemistry” to “signature”.

Authors’ response: Agreed and revised to the following:

P5 L133: “database on the isotopic signature of CH$_4$ sources in Australia [...]”

P6 L152: “coal seam gas” to “CSG”

Authors’ response: Agreed and revised to the following:

P6 L152: “[...] All the CSG in the Surat Basin [...]”

P8 L216: “coal seam gas” to “CSG”

Authors’ response: Agreed and revised to the following:

P8 L216: “the main roads throughout the major CSG and agricultural regions of the Surat Basin [...]”

P9 L243: “closely” to “well”

Authors’ response: Agreed and revised to the following:

P9 L243: “agrees well with the value from CSIRO [...]”

P9 L252: “coal seam gas” to “CSG”

Authors’ response: Agreed and revised to the following:

P9 L252: “samples were collected from 16 major sources in the Surat Basin CSG fields [...]”

P11 L310: “light” to “weak”

Authors’ response: Agreed and revised to the following:

P11 L310: “[...] at night during weak to moderate wind conditions [...]”
P23 L594: “coal seam gas” to “CSG”

Authors’ response: Agreed and revised to the following:

P23 L594: “eastern Surat Basin CSG fields in Queensland, Australia […]”

P24 L614: “coal seam gas” to “CSG”

Authors’ response: Agreed and revised to the following:

P24 L614: “signatures from CSG sources overlap with signatures expected from landfills […]”

References


Reply by the Authors to “Comment on acp-2021-76”

Anonymous Referee #2

Referee comment on "Isotopic Signatures of Major Methane Sources in the Coal Seam Gas Fields and Adjacent Agricultural Districts, Queensland, Australia" by Xinyi Lu et al., Atmos. Chem. Phys. Discuss., https://doi.org/10.5194/acp-2021-76-RC2, 2021

General comments:
In this manuscript, Lu et al. present mobile atmospheric methane measurements conducted in 2018 and 2019 and subsequent laboratory analyse of the $\delta^13C$ and $\delta^15D$ in CH$_4$ signature of 17 methane sources in the Surat Basin. During the campaigns, mobile GHG analysers are used to identify emission plumes of different important CH$_4$ sources and whole-air samples taken within those plumes are later analysed in the lab by suitable means. The results are then compared with previous studies from Australia and globally. The authors also highlight the added value of double isotope analysis, i.e., $\delta^15D$ and $\delta^13C$ in CH$_4$.

Overall, the manuscript is well written and nicely structured, which makes it easy to follow. The issue of source apportionment of anthropogenic and natural methane sources continuous to be of great importance in this field of research with possible future policy implications. This study reflects important incremental progress and the fact that it emphasis the value of double isotope analysis make it very relevant beyond the immediate study region. The quality and scope of the paper is, therefore, fully suitable for publication in Atmospheric Chemistry and Physics. However, there are two general issues and a few very minor comments that should be addressed before publication.

Author’s response:

We thank the reviewer for this constructive feedback on the manuscript, and the positive comment about this research being important. Below we address the concerns raised, and we have followed the suggestions where we feel that they improve the quality of the manuscript.
All authors thank the reviewer for reading the manuscript carefully, and for making insightful recommendations.

- Representativeness of results:

Without further information on the type of landfill and WWTP for example it seems impossible to judge if the found isotopic signatures can be used for other such facilities in the regions. The same problem arises for the piggery and especially the abattoirs where the source mix/methane producing process seems unclear. Are the isotopic signatures presented here representative for each class of facility in the region or will future studies have to be conducted to characterize each piggery and abattoir seen in Figure 1? This should be discussed in more detail in the conclusion section.

Author’s response:

We acknowledge the importance and challenges with quantifying how representative the presented isotopic signatures are. Collating statistically robust data sets for the isotopic signature of all primary CH\textsubscript{4} sources is a time-consuming and costly endeavour. For this study we collected and analysed over 160 bag samples. Some of the data presented in the manuscript are the first and only data we have for that source under Australian conditions (e.g., abattoirs and piggeries).

We have modified the following sentences in the manuscript:

P23 L594 – L602: “[…] Air samples for isotope analysis were collected from CH\textsubscript{4} plumes from various sources. The $\delta^{13}$C\textsubscript{CH\textsubscript{4}} and $\delta^D$\textsubscript{CH\textsubscript{4}} signatures of CH\textsubscript{4} emitted from CSG infrastructures, an open cut coal mine, ground and river seeps, grazing cattle and feedlot, a piggery, a landfill, a wastewater treatment plant, two abattoirs with biogas plants and a small urban area were investigated. We present the $\delta^{13}$C\textsubscript{CH\textsubscript{4}} isotopic signatures for 16 plumes and the $\delta^D$ isotopic signatures for 13 plumes, from the analyses of over 160 air samples. Despite the size of the data set, for many sources only a single isotopic signature has been determined. However, this single isotopic value represents the first recorded isotopic signature for some sources (e.g., abattoirs and piggeries) in Australia. Generally, the $\delta^{13}$C\textsubscript{CH\textsubscript{4}} and $\delta^D$\textsubscript{CH\textsubscript{4}} signatures determined from isolated plumes mapped during our 2018 and 2019 campaigns agree with values reported in the literature (Table 1 and Fig. 6). Here we have reported the first recorded $\delta^{13}$C\textsubscript{CH\textsubscript{4}} isotopic signatures of a piggery, two abattoirs, and a wastewater treatment plant in Australia. More investigations in Australia are needed for further characterisation of other sources, both those listed in the UNFCCC inventory classifications and natural. There is also a need for further studies to characterise the temporal and spatial variability of all sources, climatic and seasonal influences, and procedural repeatability. Ideally, further sampling should be undertaken in collaboration with the operators of each facility, so that samples can be collected closer to the source, removing all uncertainty in the origin of the CH\textsubscript{4}. This study has made a contribution to the $\delta^{13}$C\textsubscript{CH\textsubscript{4}} and $\delta^D$\textsubscript{CH\textsubscript{4}} signatures from different sources in Australia and internationally […]”
Calculation of uncertainties:

The uncertainties reported seem to only rely on the uncertainty of the Miller-Tans fit. However, for some plumes e.g. the river seep (Figure A2) only 4 data points are available and any sub-sample of 3 of those data points could yield different results. As the isotopic signatures rely on very few data points per site (some on only 3 data points) it seems reasonable to use leave-one-out-validation to check if the Miller-Tans fit uncertainty is reasonable. For some sites the current uncertainties could just reflect the lower bound of the true uncertainty, which is not highlighted in the conclusion section.

Author’s response:

We acknowledge that the small sample size is an issue with some of the bag sets collected to determine the isotopic signature of individual sources. “Leave-one-out” or “Bootstrapping” is not appropriate for such small data sets, because there are too few points to establish the population distribution statistics from the limited number of permutations. We used Bayesian regression, because it is widely considered as one of the more robust measures for characterising parameter uncertainty, via the credible interval (analogous to the confidence interval in ordinary least squares regression). Please refer to Beckman and Cook (1983) and McNeish (2016).


The Bayesian Regression workflow and determination of the credible interval is comprehensively discussed on the Wolfram web pages:


There is also a good introductory discussion on the difference between Bayesian and Ordinary Least Squares regression by Koehrsen (2018):

https://towardsdatascience.com/introduction-to-bayesian-linear-regression-e66e60791ea7

We have replaced the term “uncertainty (ies)” with “credible interval” to better convey the use of Bayesian statistics, not frequentist statistics.
Specific and technical comments:
L5: If appropriate, consider spelling out the name of the University of New South Wales Sydney here.

Author’s response:

UNSW Sydney is the official brand of our institution. We have made the following change:

L5: “[…] The University of New South Wales Sydney (UNSW Sydney) […]”

L17: Why is this limited to ‘warm and hot climate regions’? Even in temperate and colder climates, nighttime GHG levels are known to be enhanced compared to afternoon values due to less vertical mixing in a lower PBL.

Author’s response:

The authors agree; therefore, the sentence has been rephrased to the following:

L17: “[…] We also highlight the benefits of sampling at nighttime in warm to hot climate regions […]”

L19: Were all 17 plumes analysed for δD\textsubscript{CH4}? Only 14 sites are given in Figure 3 (and the tables) what happened to the δD\textsubscript{CH4} data from the other sites (e.g. the Chinchilla landfill)?

Authors’ response:

We acknowledge that this sentence about the δD\textsubscript{CH4} analyses was not clear. Unfortunately, due to a limited budget, only a selected set of samples was analysed for δD\textsubscript{CH4}. To clarify, we have added “from 13 sources” in L273:

L273: “[…] A portion of the samples (from 13 plumes) was further analysed in the Institute for Marine and Atmospheric research”

L40: Nisbet et al. 2020 is a great reference here, but IPCC AR5 (you cite Myrhe et al. 2013 later on) and others (e.g. Ganesan et al. 2019) could be/should be mentioned as well.


Authors’ response:

We thank the reviewer for this suggestion, and we have added these most useful references (in addition to corrections implemented in RC#1 – Comment P2 L40): L40 now reads “[…] to anthropogenic industrial and agricultural activities (e.g. Ganesan et al., 2019; IPCC, 2014; Nisbet et al., 2020).”

The following references are added to the updated manuscript:


L41: Suggest rephrasing to “not always possible” or “not easily possible” as it is indeed possible to identify sources from atmospheric mole fraction measurements when sources are not juxtaposed and isolated enough and/or when suitable calibrated atmospheric modelling can be performed.

Authors’ response:

The authors thank the reviewer for this suggestion. We have edited L41 to read:

L41: “in the atmosphere it is not always possible to isolate the source of the emission, especially if many sources are juxtaposed […]”

L152 (and following): Why is 'coal seam gas' not abbreviated as CSG here? Suggest to consistently use CSG throughout the manuscript. Possible exception at beginning of new sections if readers ‘jump’ directly to the conclusions it might be useful to reintroduce CSG.

Authors’ response:

Agreed and revised throughout the text. Please also refer to our response to RC#1 – Technical Comments regarding the consistent use of the abbreviation CSG.

L157: Further information on the power stations seems necessary, how many are gas-fired and how many are coal-fired? Also, they account for 4.7% of GHG emissions from the electricity sector, but is this mostly due to their CO$_2$ emissions or do they report significant loss rates for CH$_4$ as well?

Authors’ response:
We thank the Referee for the comment. We’ve added the number of gas- and coal-fired power stations. There is now a comprehensive inventory for the region of study, including details on how the CH\textsubscript{4} emissions were estimated, in Neininger et al. (under review). The estimated CH\textsubscript{4} emissions from the power plants is 0.15 \% of the regional CH\textsubscript{4} emissions. L157 has been edited to read:

L157: “[…] In the study area, seven power stations (5 CSG–fired and 2 coal–fired) are operational in the area of study and together they account for 0.15 \% of the CH\textsubscript{4} emissions for the south-east portion of the Surat Basin CSG fields (Neininger et al., in review) […]”

The following reference has been added:


L174: Correct to “farming”

Authors’ response: Agreed and revised to the following:

L174: “[…] Most cattle in the region are in the surrounding dryland farming districts […]”

L199: Here the authors nicely outline which factors determine landfill emissions, but none of the suggested parameters controlling landfill CH\textsubscript{4} production is reported for the Chinchilla landfill.

Authors’ response:

Little or no information is in the public domain for small country town landfills in Australia. Chinchilla has a population of 6612 people at the last census (https://quickstats.censusdata.abs.gov.au/census_services/getproduct/census/2016/quickstat/SSC30606).

We added the following sentence at L202:

L202: “[…] The landfill is typical of many small-town landfills in the region, and when operational it accepted mixed dry and solid organic domestic waste, commercial and industrial waste. These landfills have a simple design and typically have a clay lining and soil cover. A full listing of the landfills in the study area and the materials deposited within each are listed in Western Downs Regional Council (2021a).”

The following reference has been added:

L201: The amount of (organic) waste deposited at this landfill site would seem a critical parameter to add here (its disposal area might be of secondary importance).

Authors’ response:

We agree with the Referee that knowing the amount of (organic) waste deposited at this landfill site would be beneficial. However, due to limited public information, no specific data about the proportion of organic versus other waste could be found. Please refer to the response to Comment L199.

L205: What kind of waste treatment is used at the Miles WWTP, e.g. are sludge digesters used?

Authors’ response:

We thank the Referee for highlighting this. We have added more details as follows:

L205: “[…] In 2019 we sampled the plume immediately downwind of the Miles wastewater treatment plant. There, the sludge was treated in digestion tanks under anaerobic conditions. The liquid from the tanks was then transferred to the aerobic lagoons for further purifying (Western Downs Regional Council, 2021b).”

We added the following reference:


L220-L230: Suggestion to cite appropriate peer-reviewed studies on instrument performance rather than only manufacturer specifications. Previous studies have investigated the performance of G2201i and UGGA instruments e.g.

https://www.sciencedirect.com/science/article/pii/S0956053X17309698
https://amt.copernicus.org/articles/8/4539/2015/
https://amt.copernicus.org/articles/10/2077/2017/

Authors’ response:

We agree that further details on the performance of the analysers should be added. It needs to be noted that only the Picarro G2201-i CRDS CH₄ mole fraction data from mobile surveys
were used in this manuscript. All Keeling and Miller–Tan plots analyses used the results from the higher precision RHUL Picarro G1301 CRDS, GC-IRMS and IMAU CF-IRMS systems as detailed in the manuscript. We modified the following text and provided in-field performance data in the Appendix (please refer to our response to RC#1 – General Comment 3):

L219: “records the CH₄ mole fraction data every second in parts per million (ppm). The manufacturer’s quoted precision is ±1 standard deviation of <2 parts per billion (ppb) and a measurement range of 0 to 100 ppm. These analysers were further characterised by Allen et al. (2019). In-field calibration using southern-ocean air supplied by CSIRO is discussed further below. The air inlet […]”

L230: “[…] of < 1.15 ‰ at 10 ppm. Previous studies have also characterised the Picarro G2201-i performance (e.g., Assan et al., 2017; Rella et al., 2015) […]”

The following references have been added:


L224: The cited precision of 8cm is likely only for static measurements. Typically, the limiting factor for the resolution on mobile platforms is the GPS frequency. Was the 10Hz or the optional 20Hz version of the A326 used here?

Authors’ response:

We acknowledge that the precision of the GPS is for the static measurement. We have modified the following text:

L221 – L223: “[…] A Hemisphere GPS (Model A326, Hemisphere GNSS Inc., USA) was also mounted on the roof, which measures the static geolocation to within 8 cm (2 standard deviations, GNSS 2017). The air inlet tube was 2.5 m long; this results in a lag between the GPS recorded time stamp and the analyser time stamp. Using standard air this was
determined to be 7 s. It was not the goal of the project to do detailed plume analyses. Driving speed was not independently continuously measured, and only a lag time correction was made. As a result, the surveys were not precisely positioned. When a major plume was traversed, we returned to the centreline of the plume and remained stationary to georeference the plumes shown in Fig. 2. The car was stationary for up to half an hour while the air samples were collected. In Fig. 2 the plume positions are accurately located, but away from the plumes the survey results are only approximate to within the order of tens of meters.”

L230: see L224

Authors’ response: Please refer to our response to Comment L224.

L319: Are those uncertainties only based on the uncertainty of the fit or was a bootstrapping method used as well to check that individual data points do not overly bias the slope? Was any data selection applied, i.e. only accepting slopes of fits with an R² above a threshold value?

Authors’ response:

Bayesian regression is a robust regression method – it was selected because it reduced the influence of outliers on the derived statistics. The uncertainty, or better-termed credible interval, is not determined from a single line of best fit; rather it is determined from the posterior distribution of the parameters.

L325 – Figure 2: The three reference levels of CH₄ (3, 2 and 1.8ppm) are rather confusing and make the figure more difficult to follow. As all major peaks are labelled with their concentration this seems unnecessary (or maybe just have one reference level). The grey ribbon is hardly visible with blue and green levels on the figure.

Authors’ response:

As recommended by the reviewer we have removed the 3 and 2 ppm reference level lines but left the reference 1.8 ppm line in the updated Fig. 2.
L330 – Table 1: Please add the range or maximum CH₄ mole fraction for each plume, additionally the Pearson's R or R² of the Miller-Tans fit might be informative. Furthermore, it seems important to highlight if the samples were part of a daytime or nighttime survey.

Authors’ response:

R and R² are only suitable measures for ordinary least squares regression (a frequentist approach). There is no universally accepted Bayesian equivalent of R or R². Please refer to Gelman et al. (2019) for further details on this topic. The goal in using Bayesian regression is to robustly determine the credible interval for the isotopic signature. It is not to assess the deviation of points from the linear regression model, which is the information provided by R and R².

We have added to Table 2 the highest excess over background for the samples used to calculate the source signature.

L339 – Could ground migration/stray natural gas migration be important here? If yes, this means emissions can be significantly displaced from the actual leaking infrastructure.

Authors’ response:

We believe that the ground migration/stray natural gas migration is not of concern here. The CH₄ enhancement measured in the study was closely related to the source (infrastructure) we identified. At all CSG locations, distinct plumes were discernible, and we traced each plume close to each facility.

L387 – Figure 4: The current figure makes it difficult to compare literature sources and this study. A two-panel figure with the same size and same X&Y scaling could make it easier. Alternatively, adding PM, SM and T areas to the main part of Figure 4 would achieve the same.

Authors’ response:

We thank the reviewer for this feedback and have adopted the suggestion. We have changed Fig. 4 in the manuscript.

L395 – The abbreviation ROM seems not to be used elsewhere in the manuscript.

Authors’ response:

We thank the Referee for highlighting this oversight, and we have made the following change in the sentence:

L395: “with permission to extract up to 2.8 million tonnes per annum (Mtpa) of run-of-mine (ROM) coal (Yancoal, 2018) […]”

L440 – Why are no δD(CH₄) values reported for abattoir A?

Authors’ response:
Unfortunately, due to a limited budget, only a selected set of samples was analysed for $\delta D_{\text{CH}_4}$. Please refer to our response for Comment L19 for additional discussion on this point.

L469 – Please state more clearly what your theory is about the source of the CH$_4$ from abattoir A and B. There is a discussion of different options which are likely not the source and eventually, I think, you are suggesting that there is a biogas generator on site or a waste lagoon that is causing the emissions?

Also, if one of the abattoirs actually has an integrated feedlot and we cannot be sure what the source is, are the values found for this abattoir applicable to other abattoirs?

Authors’ response:

There are only two large meat processing facilities in the region – Beef City and Oakey Beef Exports. Throughout the text when referring to these meatworks we now write abattoirs (meat works and processing) to separate them from licensed abattoir locations, which may be a small facility on a private property (such details are not provided with the government records). In Fig. 1, we now show them separately as “export abattoirs (meat works and processing)” and “licensed abattoirs”.

Both abattoirs are multi-purpose facilities, consisting of animal management areas, slaughter facilities with venting stacks, meat and other processing as stated in L446 to L448. Due to limited site access, we were unable to closely investigate individual sources. We therefore highlighted in L450 that the plume we sampled was most likely from mixed sources (a meat works facility value, not an isolated source value).

L523 – What kind of aerobic and/or anaerobic treatment is implemented at the Miles wastewater treatment plant? A simple description in section 2. might be helpful to understand why it is more similar to some WWTPs from previous studies.

Authors’ response: Please refer to our response to Comment L205.

L530: Was the consumer grade natural gas used in the city measured or were samples from wood stoves taken? If not, those seem important sources to add in future studies.

Authors’ response:

We have deleted the contents about mixed urban emissions. Please refer to our response for RC#1 – Comment P18 L446. We did this for two reasons. At the regional level we have now determined that the CH$_4$ emissions from the towns is only a minor source of CH$_4$ (Neininger et al. (under review). Also, as these urban results were a highly blended signature, and the focus of the paper is on individual sources or facilities, we have removed all discussions on the urban emissions and blended isotopic signature from the manuscript. Ideally each source in a town should be characterised, but that was beyond the scope of this project.
L590-L600: Seems to be a summary, rather than contain conclusions. Other parts of this section also seem to repeat previous results. Therefore, renaming the section to “Summary and conclusion” might be appropriate.

Authors’ response:

We agree with the Referee; the section has been renamed as follows:

L592: “4 Summary”

L607: Are the samples for piggeries and abattoirs representative of other facilities of the same type in Queensland or even Australia (see general comments).

Authors’ response:

The majority of piggeries in Australia have a common design, to maximise the health and safety of the pigs, and to reduce the environmental impacts. For example, refer to:


L625 – Suggest to add Pearson’s R or $R^2$ for each Miller-Tans fit in Figures A1, A2, A3, A4 and A5.

Authors’ response:

As discussed already, R and $R^2$ are frequentist statistical measures for ordinary least squares (OLS) regression. There is no direct equivalent measure for Bayesian regression. We did not use ordinary least squares regression, because it is well established that when there is error in both the X and the Y variables it is not an appropriate method to use.
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