We thank the reviewer for the comments and suggestions. Please find our responses (in bold blue) to the comments and questions below.

General comments:
The authors have investigated the impact of fire emissions on the radiation and microphysics field around Kalimantan Island. The scope of this article is quite essential, and the scientific significance of this article might be considerable, as the interaction between aerosols and clouds is not investigated over the Maritime Continent. However, I regret to say that the quality of the scientific approach and presentation seem insufficient to be published in this journal.

1) FINNv1.5 is unsuitable for significant fire events in the equatorial region (cf. Liu et al. 2020, https://doi.org/10.1016/j.rse.2019.111557). The below figure denotes monthly PM2.5 emission accumulated over the southern part of Kalimantan Island [109-118, 3S-3N, same as the rectangle of “Kalimantan” in Figure 2]. FINNv1.5 uses MODIS active fires and has the advantage of detecting small fires, but it does not include peat fires. That means the interannual variation of FINNv1.5 is relatively small compared to that of other fire emission inventories.

Response: We appreciate the additional figure provided by the reviewer, which suggests that the interannual variability is more pronounced in FINN version 2.4 than in version 1.5 that we used for our simulation. It is worth indicating, however, that the version 2.4 seems to have become available only after July 2021, or just about one month before the initial submission of this paper, not to mention that many months were needed for data preparation, model configuration, performing the expensive simulations, and analyzing the results in prior to the paper submission. This was the reason why we used version 1.5. Although new datasets will likely be produced one after another, we think that we can still conduct quality research with existing datasets. Nevertheless, the reviewer’s point on the difference between the two versions of FINN has been well received here and we are willing to run a new FIRE simulation with FINN version 2.4 in the near future to see if the new FINN data produces a
very different result from the original FIRE run (i.e., version 1.5). In this case, we would utilize FINN version 2.4 (MODIS) rather than 2.4 (MODIS + VIIRS) due to the data availability for the year of 2009 that is essential for our interannual comparison study (* different paper).

In addition, we would like to indicate that the emitted primary aerosol mass is not necessarily linearly translated into the mass and number concentrations of aerosols in the atmosphere. For instance, the plume rise model embedded in WRF-CHEM and also how aerosols are horizontally dispersed by winds are both important factors that determine the total aerosol abundance in the atmosphere. Moreover, large aerosol particles typically dominate the total volume and often sediment quickly on the ground, which means that the differences in number concentrations between FINN version 1.5 and 2.4 may be rather small.

We have compared FINN (v1.5) with another fire inventory GFED before the initial submission of the paper. The figure below shows the mean daily emission rate of PM2.5 in FINN (left) and GFED (right) for the month of September in 2015. Although they are gridded differently (FINN: $0.1^\circ \times 0.1^\circ$, GFED: $0.25^\circ \times 0.25^\circ$), we found a substantial difference between them (i.e., FINN v1.5 > GFED), which differs from what was shown in the figure provided by the reviewer above (i.e., GFED > FINN v1.5). It would be helpful if the reviewer could provide more details on the data sources and their availability, so that we could further examine the quantitative differences between FINN v1.5 and GFED.

Figure: Mean daily emission rates of PM2.5 in FINN v1.5 (left, $0.1^\circ \times 0.1^\circ$) and GFED (right, $0.25^\circ \times 0.25^\circ$), averaged over the month of September 2015.
2) A detailed analysis has not been conducted to reveal the cause of “The simulated response of clouds to fire particles in our simulations clearly differs from what was presented by two previous studies that modeled aerosol-cloud interaction in years with different phases of El Niño–Southern Oscillation (ENSO)” (lines 13-15).

In general, the authors have conducted “as is” the model was released. Then, compared with the previous research, and concluded as “it differs.” HD18 uses Thompson and Eidhammer (2014) as the microphysics parameterization. It means they do not consider the indirect effect of aerosols because “the user needs to select a double microphysics scheme; either Lin et al. or the Morrison microphysics schemes are the current possible choices” (Section 4.3.3 of WRF/Chem Users’ Guide; https://ruc.noaa.gov/wrf/wrf-chem/Users_guide.pdf). Also, LW20 implemented special treatment for peatland fires as they wrote as “The plume rise algorithm in WRF-Chem, specifically modified to improve the representation of tropical peat fire, was described in Lee et al. (2017)” (Section 2.1 of LW20). The authors should show how these differences affect the results. I also note here that it might be helpful to conduct an additional investigation for the reliability of the result of 4-km grid spacing, as “The characteristics of the simulated diurnal precipitation cycle changed at a grid spacing of around 2–3 km” (Yashiro et al., 2016, SOLA, doi:10.2151/sola.2016-053).

Response: The subsection 3.3, commented by the reviewer, serves a purpose of presenting the findings from different studies over the same region and assessing whether there is any consensus on the impacts of biomass burning particles on clouds in the region (i.e., there isn’t, as our study showed an increase in precipitation with fire particles, HD18 showed a decrease instead, and LW20 rather found a shift in the diurnal cycle of precipitation when fire particles were included). This objective will be made even clearer at the beginning of the subsection in the revised manuscript. Since all the referred studies used different model/aerosol settings and simulated different years with different ENSO phases, it is not feasible to identify the exact reason why the findings are different.

Regarding the Thompson and Eidhammer scheme: The microphysics scheme used in HD18 and developed by Thompson and Eidhammer (2014) is so-called the “aerosol-aware Thompson scheme” and has the advantage of including the effects of aerosol particles on clouds without explicitly simulating many kinds of aerosol particles. Unlike the two schemes (Lin & Morrison) that the reviewer mentioned and are fully coupled to aerosol modules (e.g., the Köhler theory), this scheme splits existing aerosols into water- and ice-friendly, uses a look-up table to activate a fraction of water-friendly particles, and determines the droplet numbers. Therefore, the aerosol indirect effects were still included in this study, only in a different way.

Regarding the modified plume-rise algorithm in Lee et al. (2017): As mentioned above, there are several differences in the simulation configurations between our study and LW20, which makes it not feasible for us to isolate the impact of a single different factor. The objective of this paper is to compare the twin simulations, NOFIRE and FIRE, to reveal the impact of fire particles on clouds. Again, the subsection 3.3 simply highlights the different conclusions on the aerosol-cloud interaction over the same region in the three studies, without clarifying the reasons why they are different.

As for the horizontal resolution, what resolution is “high enough” depends on the actual modeling task. A change of resolution would definitely bring some differences in the results, though they might not be important for some research tasks. We deem that 4-km resolution is generally considered to be within the “cloud-resolving” scale as in HD18 and
LW20, and in other earlier studies. In addition, considering the large domain size and the month-long simulation period, the present resolution is close to the finest resolution that we can afford, computationally.

Detailed comments:
1) Section 2., lines 80-81: The authors should show the version of WRF/Chem applied for this study. It seems the authors have used a 5:1 ratio for the nesting; there might be a problem until version 4.2 as described as “All of the odd nest ratios (excluding 3:1) had an incorrect feedback. The indexing was off by (ratio/2 -1). For example, a 5:1 ratio would be off by a single fine grid point. Even ratio feedback was not impacted” (cf. 1st para. of “Others” section of version 4.2 in https://github.com/wrf-model/WRF/releases).
Response: We will state the version of the WRF-CHEM model in this study, which is 3.6.1, in the revised manuscript. Thank you for your suggestion.

We deem that the ratio of 5:1 is not an uncommon parent-to-nested ratio and has been used in similar studies. It is not entirely clear to us what/which incorrect feedback (e.g., relevant to aerosol-cloud interaction?) was being referred to, and indeed, we would greatly appreciate it if the reviewer could provide some relevant publication on this matter. Even if the indexing was slightly off, we do not believe that it has an impact significant enough to invalidate our scientific findings from our simulations.

2) Section 2, last para. (Lines 109-112): The authors should show the version of the FINN emission inventory. Liu et al. (2020) had investigated PM2.5 exposure in Singapore using five emission inventories for 2015. They found that “FINNv1.5 consistently underestimates smoke PM2.5 in high fire intensity years and most poorly captures the temporal variability of observed smoke PM2.” (Section 3.3.1 of Liu et al., 2020). Therefore, I doubt using FINNv1.5 for this kind of research as peat fires are not included in FINNv1.5 (cf. Table 1 of Liu et al. 2020), although peatland is distributed in the southern part of Kalimantan Island. If there is a reasonable reason for using FINNv1.5, the authors should explain it in the revised manuscript. As fire emission is the key to this research, I would like to ask the authors to give additional information in the revised manuscript for 1) the treatment of plume rise calculation (biomass_burn_opt), and 2) diurnal variation. For example, in HD18, “Biomass burning emissions are based on the Fire Inventory from NCAR (FINN, Wiedinmyer, et al., 2011) and were distributed using the online plume rise model (Grell et al., 2011). These emissions have a diurnal cycle, with maximum values at 15 local standard time (LST), which is important to consider to obtain a realistic diurnal variation of the aerosol optical thickness (Hodzic et al., 2007; Wang et al., 2006)” (Section 2.1 of HD18). I also note here that if you have used ‘grid_finn_fire_emis_v2020’ (https://www.acom.ucar.edu/Data/fire/) for the conversion of FINN emission, the maximum value can be seen at 13LST as the default setting (given by “lt_fac” in fire_file.f90). I am not sure there is a diurnal variation at significant fire burning. Still, the authors should explain the diurnal variation used in this study, and I think the diurnal variation should be validated by observed diurnal cycles of AOD (or AOT of HIMAWARI-8).
Response: The version of FINN used for this study is 1.5. As for the plume rise calculation, it is identical to HD18, and we will mention this in the revised manuscript.

The figure below shows the comparison of AOD diurnal cycles observed by AERONET (during the day, lime & green) and simulated (FIRE, red). Clearly, it is
challenging to observe any diurnal cycle from the AERONET data as it uses a sun-photometer that can provide data only during the day. In addition, the AERONET AODs are clearly impacted by the sun angle at some stations (e.g., Fig d, f, g, h). The nighttime data unavailability is also the case for satellite AODs.

Figure: Monthly mean AOD diurnal cycle observed by AERONET (green, averaged half-hourly) and simulated in the nearby grid box in the FIRE simulation (red, hourly). The shading ranges between the minimum and maximum AODs. Time (hours) is in UTC.
3) Section 3.1, lines 129-131: I cannot understand why the authors insist “AOD measurement data from the nearby AERONET stations is unavailable.” It seems several AERONET stations had AOD data in September 2015 (https://aeronet.gsfc.nasa.gov, I have accessed on 19 October 2021). For the conversion of 500nm AERONET AOD with 550nm AOD, equation 1 of Jiang et al. (2019; https://doi.org/10.3390/rs11091011) could be useful.

Response: The authors have downloaded and checked the data before the initial submission, particularly the data of AOD at 532 nm and 551 nm for a fair comparison with the WRF-CHEM output (550 nm). These datasets are indeed missing at all the stations except for the one at GOT_Seaprism that we showed in the original manuscript. However, since we found that AOD data at 500 nm and 675 nm are available at all the stations except for GOT_Seaprism, we decided to additionally show them for all the other stations, in order to show the range of AOD values that is expected for 550 nm from the AERONET observations. Please see the new figure below. Thank you for your suggestion.
Figure: (a) Locations of 9 AERONET stations whose AOD data for the month of September 2015 are shown in (b-j) in green (675 nm) and lime (500 nm). For (c), they are AODs at 551 nm (green) and 532 nm (lime) instead. Red and blue lines are estimated AODs at 550 nm from the FIRE and NOFIRE simulations, respectively.
Technical corrections:
1) Page 8, Figure 6: It seems the text “AOD from MODIS Aqua (MYD08_D3) shows a similar result” is not suitable for the figure caption. If there is no significant difference between Aqua and Terra, the authors should mention it in the main text.

Response: We have modified the main text to “…observed by MODIS Terra (Figure 6a; Aqua shows a similar result)” so that this information is included in the main text.
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