Thereply tothe anonymousreferee#1 (RC1)

We are thankful to the referee for the detailedlyais of our study and for the constructive
criticism. We agree with most of statements madéhbyeferee and we took into account almost
all of them while revising our paper.

Below, the actual comments of the referee are givenid courier font and blue colour
The text added to the revised version of the maiptss marked byed colour

The motivation of the study and the review of previ ous work is rather poor.

We agree with the remark of the esteemed referaetlle motivation is presented not enough
clear. In the revised version of our manuscript, rstructured the introduction section and
organised it as three subsections: Background,vdioin and Novelty. In these subsections we
tried to specify all the reasons for doing the gtod the LWP land-sea contrast. So, the new
section describing motivation is the following:

1.2 Motivation

Primarily, the motivation for our efforts to invagite the LWP land-sea difference originated
from our previous studies (Kostsov et al. 2018,904hich were devoted to the problem of validation
of space-borne remote observations of cloud paemely means of ground-based passive microwave
remote sounding. In these studies microwave meamnts were conducted over land but in a coastal
area. It should be emphasized that ground-basetbwawe remote measurements of LWP are the
most reliable and widely used tool for validatidnobservations of LWP from space, in particular by
the instruments SEVIRI and AVHRR which measureee#d solar radiation (Roebeling et al.,
2008ab; Greuell and Roebeling 2009). However, t® biest of our knowledge, there were no
validations of space-borne measurements over wa¢ais and over water bodies covered by ice/snow.
The importance of such validations arises fromftige that retrieval algorithms use a land-sea mask,
and also they use a sea-ice and a snow mask. Aassgfecation in a mask can cause errors which
propagate to higher-level products of the satetfiiservations. Such situation can occur in wintet a
during off-season. In winter, the LWP retrieval olgghly reflective surfaces (snow and ice) becomes
even more complicated problem (Musial et al., 2044, as a consequence, the retrieval errors can
increase. The mechanism of the error amplificaigotlescribed by Han et al. (1999) and PlatnicK.et a
(2001): (1) multiple reflections occur between auc and underlying surface; (2) the increase in
reflectance contributed by a cloud is relativelyadler in case of highly reflective underlying suréa
The problem becomes more complicated due to thability of the ice/snow properties. It has been
noted by Platnick et al. (2001) that, as shown inuanber of studies, the albedo of the sea ice is
dependent on several factors, for example on theepice of air bubbles. Besides, if ice is covered
with a snow layer greater than several centimetiesoverall reflectance is dominated by this snow
layer. Also, the melting process can cause theedses in reflectance. The complexity of the problem
of space-borne remote sensing of cloud parameteans different surfaces stimulated us to conceive
the study in which the general features of the LVéRd-sea contrast derived from satellite
measurements could be summarised and analysedr pmion, the joint comprehensive analysis of
the large LWP data sets derived from space-borserghtions over various surfaces can be valuable
for development of validation algorithms.

The importance of studying the LWP land-sea difieeerather than the LWP values over land
and water separately arises from the fact thatnisisbency of data can be detected more easilyisn th
way. The vivid example of detecting inconsistentylata by means of looking at the land-sea contrast
of atmospheric parameter is an artefact in ozorenuo measurements by the TOMS (Total Ozone
Mapping Spectrometer) instrument (Cuevas, 200lisiflent year-to-year differences in total ozone
between continents and oceans were found in then rgkdbal ozone data which were averaged in
time. This feature has been named GHOST (Globati¢fidOzone Structures from TOMS). Part of
these differences appeared to be caused by troncafithe lower tropospheric column due to the
topography and by permanent differences in tropspdaeight distribution. The remaining part (66%)
has been found to be an artefact of the retridgarghm: the effects of the presence of UV-absogbi
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aerosols might have been accounted for not coyreEthr examining the effect of each possible
contribution to the observed difference, Cueva®{2&elected the Iberian Peninsula region for & cas
study. The study by Cuevas (2001) was an encowgagkample for us and additional stimulus to
investigate common features of the LWP land-seterdifices in Northern Europe with the aim to
identify the natural effects and possible artefatimeasurements.

The second reason for making the present studythveakck of information on the LWP land-
sea differences. Except the above mentioned worksablsson there were no special studies focused
on the analysis of the LWP values over surfacesabus types in Northern Europe, in particularrove
land and water areas. Obviously, taking into actthmdiversity of properties of water bodies amel t
diversity of the features of local climate, we @apect that the LWP land-sea differences are highly
variable in space and time. So far, not enoughtidte was paid to this interesting issue. In owwi
this issue is important for development of regiomahther and climate models from the perspective of
more accurate simulations over water bodies andeighbouring areas. As an example, the ICON
model can be mentioned which has a special optiorwkather and climate simulations over lakes
(ICON, 2021; ICON Tutorial, 2021).

The third motive to initiate the present study whas fact that so far not much attention was
paid to the investigation of physical mechanismsictvhdrive the LWP land-sea differences in
Northern Europe. The reason for the differencespiing and summer has been suggested by Karlsson
(2003): the inflow of cold water from melting snamd ice is cooling the near-surface atmospheric
layer over the water bodies. As a result, in cattta the land surface, this layer over the watelids
becomes very stable preventing the formation ofictdo This mechanism, however, does not explain
the existence of the LWP land-sea difference dueimld season when both land and water surfaces are
covered with snow and ice. We would like to mentimr@ more mechanism which has been suggested
by an expert during an open discussion of the preprof the present article
(https://doi.org/10.5194/acp-2021-387-RC1, laseas@9 March 2022):

‘In addition, during winter/spring, (dark) foresteas can absorb considerably more solar
radiation than surrounding snow-covered groundcerciovered water surfaces. This can also lead to
updrafts and eventually cloud formation.’

The sea breeze mechanism should be mentionedladised, strong sea breeze fronts initiate
vertical currents that are usually marked by thesttgoment of cumulus clouds. The detailed review of
recent studies of the sea breeze features carubd fo the paper by Miller et al. (2003). Howeuee t
sea breeze mechanism is not able to fully explandiversity of land-ocean contrasts presentediin o
work. Indeed, the sea breeze can be the reasahdadevelopment of convective cloudiness in the
frontal zone, with an inland penetration up to saléens of kilometers. But the results presented i
our work demonstrate the systematic suppressiocicafdiness over water bodies, with a relatively
uniform distribution of cloudiness over the landfage, regardless of the distance from the coastlin
(see the map in Fig. 2, for example). The sea lkr@hzenomena certainly can complement another
physical mechanism proposed by Karlsson (2003) alrehdy mentioned above. However, both of
these mechanisms — the sea breeze circulation rendnflux of melt water — cannot explain the
existence of the land-ocean contrasts during theé $sason, when both land and water surfaces are
covered with snow and ice.

In our opinion, the necessary prerequisite for fif{gng the prevailing physical mechanisms
which drive the LWP land-sea differences in NonthBurope is the special detailed statistical anslys
of the LWP data provided by the satellite instrutsenver various water bodies and over land near
these water bodies during different seasons. liptegent work we make a kind of such analysis.

Added references:

Cuevas, E., Gil, M., Rodriguez, J., Navarro, M.daHoinka, K.P.: Sea-land total ozone
differences from TOMS: GHOST effect, Journal of @leysical Research, 106 (D21), 27745-27755,
https://doi.org/10.1029/2001JD900246, 2001.

Miller, S.T.K., Keim, B.D., Talbot, R.W., Mao, HSea breeze: Structure, forecasting, and
impacts, Reviews of Geophysics, 41(3), https:/tigi10.1029/2003RG000124, 2003.

An introduction into typical land-sea contrasts of clouds, wind and
temperature and related studies would be necessary in the introduction.



We do not agree with the statement of the refdratthe review of previous work is poor. There
is not much information on the LWP land-sea diffexes in Northern Europe. Except the
mentioned works by Karlsson there were no spetigliess focused on the analysis of the LWP
values over surfaces of various types in Northamope, in particular over land and water areas.
We agree to point that presenting typical land-seamtrasts of cloud parameters and
meteorological parameters would be useful for adeeabut such information is absent.
Moreover, let's not forget about the variety of erabodies and about the variety of orographic
features and local climate of neighbouring landwHsan we talk about “typical” values for all
diverse cases? And there is one more argumenécin to reveal typical features of the LWP
land-sea contrast in Northern Europe is exactlygted of our study.

To me, the word “gradient” does not describe what y ou are analyzing. A

gradient is the change of a quantity over a distanc e. In this case it would

be LWP m™ > hence the unit would have to be kg m 2 m? =kgm 3. This would not
be very useful, therefore | suggest to change the w ording to “LWP

difference”. Also, your direction of the gradient i s wrong. If you call it
“Land-Sea gradient” your values would have to be ne gative.

In our preliminary short answer to the referee vewehalready written that the referee is
perfectly right in his/her statement that we udeelterm “gradient” not in its rigorous meaning.
Indeed, we investigated two types of the LWP lagd-slifference which we called “short
distance gradient” and “long distance gradient’isThuantities in fact should have had the
dimension kg ri#/(20 km) and kg m/(80 km). We omitted the denominators for simpjicin
order not to repeat them multiple times. We aghe¢ it was not a good decision. In the revised
version of our paper we do not use the term “gratlienstead, we use the terms “difference”
and “contrast”. The latter one seems to be a gdumlce since the referee used the term
“contrast” himself/herself.

Also, the use of the rigorous term “difference” {oontrast”) helps to avoid ambiguity with the
sign of the quantity which is investigated. In tiexised version of the paper we define it by
Eq.(2) of the manuscript in the following way

d=W_,,~W.

land sea’ (2)

where W is the liquid water path value measureth@pixels selected over the land and
water areas (as indicated by subscripts).

As a result, the land-sea contrast is expectee fooRitive, except the abnormal situations.

The limitation to 7 years of data is probably due t o large amount of data.
However, SEVIRI data are available for the time bac k to 2004/05. Why didn’t
you include some years before 20117

Yes, the referee’s guess about the large amouthaitafis correct, it was the first reason. And the
second reason for starting with 2011 data was tamspfor future research: in a separate study
we planned to make comparisons of the LWP land-ceairast derived from SEVIRI
observations with the ground-based data from th& PRRO microwave instrument which started
operation only in 2012.

Trends over 7 years have no statistical significanc e (e.g. Fig. 9). Excluding
just the last year (2017) would already show comple tely different trends. By
using a larger dataset (e.g. 2005-2020) you could t est your hypothesis. | can
imagine that single outliers can be caused by a dry /wet summer (low/high soll
moisture), more or less sea-ice/snow cover, or wind y conditions (sea/lake



temperatures are less stratified). Therefore, you h ave to show more proof for
your “most important finding” (p.16, . 474ff and p .17, 1. 515ff) . In the
current version, to me there is no proof that anoth er selection of years

would not produce totally different trends.

When we made our study, the most recent versidBEdfIRI data was available for 2017 and
earlier years. We could not use the data providedrbolder version of processing algorithm
since the algorithm is constantly improved. At pregMarch 2022), when preparing the revised
version of our paper we have no possibility to edtéhe data set for analysis due to the case of
force majeure: the collaboration between Russiah@erman scientists is suspended because of
current unprecedented tense political situatiothéworld. It is important to emphasize that our
study is the result of collaborative work.

We agree, that our “most important finding” needsrenconvincing proof. Taking into account
the very limited number of data points for multiayerend analysis, in the revised version we are
applying the Fisher criterion for estimating thgngiicance of the linear regression for different
locations and seasons. We removed Fig. 9 and atldedables instead, which present the
characteristics used for the Fisher criterion. mée part of the Section 3 is the following:

Figs. 7 and 8 provide some indication of a positeraporal trend of the LWP land-sea contrast foessd
locations. Taking into account the very limited rhen of data points (only seven) available for mydar trend
analysis, we are applying the Fisher criteriondetimating the statistical significance of the #ineegression for
different locations and seasons. The algorithmsseasment of statistical significance was takem fitee book by
Bolshakov (1965). In order to estimate a robustiésscorrelation coefficient for a number of datants less than
50 one can use the following function:

1
Z:E[ln(1+r)—ln(1—r)] 3)
wherer is a correlation coefficient. The valueszaire normally distributed with the standard dewviatti
1
og,= (4)
n-3

wheren is the number of data points. In our cas& and soo,=0.5. For given value of we calculate the
corresponding value af Then we obtain the values of the correlation ficieht which correspond to the values
g, andz+g;, using the inversion of Eq. 3:

_exp(2(z-0,))-1

= (5a)
U ep(2z-0,)+1
_exp(2(z+0,))-1
2= (5b)
exp(2(z+ 0’2)) +1
In such a way we obtain the limits of uncertaintyr® correlation coefficient:
nsrsr, (6)
The linear trend can be considered as statistis@lyificant if the following relation is satisfied
|r| > 30, @)

It was shown by Dlin (1958) that the lower limit thfe correlation coefficient which satisfies Eqdépends on the
number of data points and can be calculated aisll
_Jn+36-+/n ©
min 6
In our caser,;=0.65. Finally, comparing; and rn;, we can find out whether the linear trend is stiatdly
significant:
n=r significart

= "min

- 9)
<ru not significart

min

The relations (9) are valid for positive correlaticoefficientr;. For negative;, the minimal absolute value among
r; andr, should be taken.



Tables 3 and 4 present the results of calculatin=orrelation coefficients for data pairs “timeLWP contrast”

plotted in Figs. 7 and 8 for different locationsdaseasons. Also, other parameters relevant to ssases of

statistical significance of linear trends are giv@me can see that for all water bodies except lladnga the
correlation coefficients are positive for both c@dd warm seasons. However, there are only fougscasich

demonstrate robust statistical significance oflthear trend. For cold season, the significantdremobserved for
Lake Onega (long-distance LWP difference) and fakd_limen. For warm season, the significant trendbiserved
for Gulf of Riga (long-distance LWP difference) afut the Neva River Bay. These statistically sigraht trends

are characterised by the following growth rates tbé LWP contrast: 0.0064 kghyr® (Lake Onega),
0.0072 kg rif yr* (Lake llmen), 0.0014 kg fyr?* (Gulf of Riga), 0.0026 kg thyr* (The Neva River Bay). The
rates are larger for cold season. The detectedthrmtes require confirmation on the basis of exgandatasets.
For the time being, no general conclusions couldthbde.

Table 3. Parameters (r, ry, ro, I'min) Used for assessment of statistical significance (signif.: yes or no) of linear
temporal trend of the LWP land-sea contrast for various locations. Cold season.

Water body Data Cold season
set r r Iy Fmin Is trend
significant?
1. Gulf of Riga | ML1-1 | 0.52 0.08 0.79 no
ML1-2 | 0.32 -0.16 | 0.68 no
2. Gulf of ML2-1 | 0.32 -0.16 | 0.68 no
Finland ML22 | 053 | 0.09 | 0.80 no
3. Lake Ladoga | ML3-1 | -0.10 | -0.54 0.38 no
ML3-2 | 0.56 0.13 0.81 no
4. Lake Onega | ML4-1|090 [074 |096 |065 |yes
ML4-2 | 0.84 0.62 0.94 no
5. Lake Peipus ML5 0.64 0.25 0.85 no
6. Lake Pihkva ML6 0.43 -0.04 0.75 no
7. Lake llmen ML7 0.90 0.75 0.96 yes
8. Lake Saimaa ML8 0.31 -0.18 0.68 no
9. The Neva ML9 0.33 -0.16 | 0.69 no
River bay




Table4. The same as Table 3 but for warm season.

Water body Data Warm season
set r rn ry Imin Is trend
significant?
1. Gulf of Riga | ML1-1| 0.92 0.79 0.97 yes
ML1-2 | 0.69 0.33 0.87 no
2. Gulf of ML2-1 | 0.55 0.12 0.81 no
Finland ML2-2 | 0.30 | -0.19 | 0.67 no
3. Lake Ladoga | ML3-1 | 0.73 0.40 0.89 no
ML3-2 | -0.46 -0.76 0.01 no
4. Lake Onega | ML4-1 | 0.38 -0.10 | 0.71 | 0.65 no
ML4-2 | 0.02 -0.45 0.48 no
5. Lake Peipus ML5 0.53 0.08 0.79 no
6. Lake Pihkva ML6 0.45 -0.02 0.75 no
7. Lake llmen ML7 0.61 0.20 0.84 no
8. Lake Saimaa ML8 0.65 0.27 0.86 no
9. The Neva ML9 0.92 0.79 0.97 yes
River bay

Two references have been added accordingly:

Bolshakov, V.D., Theory of observational errors hwibasics of probability theory. “Nedra”
Publishing, Moscow, 184 P., 1965, (in Russian).

Dlin, A.M., Mathematical statistics in engineerirf§ovetskaya nauka” Publishing, Moscow, 1958,
(in Russian).

Taking into account the results of the assessnfahecstatistical significance of detected trends,
we reworded item 3) of the conclusion:

3) The interesting finding is the positive trendtteé LWP contrast during 2011-2017 for all consédier
measurement locations and for both cold and waasaes with only one exception: Lake Ladoga.
Despite the very limited number of data points, stegistical significance of positive linear trends
has been confirmed for Lake Onega and Lake limeld (eason) and for Gulf of Riga and the Neva
River bay (warm season). These statistically sigaift trends are characterised by the following
growth rates of the LWP contrast: 0.0064 kg yn* (Lake Onega), 0.0072 kghyr* (Lake limen),
0.0014 kg nf yr* (Gulf of Riga), 0.0026 kg thyr® (The Neva River Bay). The rates are larger for
cold season. However, the obtained results requinéirmation on the basis of extended data sets
before any general conclusions could be made.

We also reworded the last phrases of the paperréMised text is the following:

Nevertheless, to our opinion, the most interestindings of the present work are the positive long-
term (7-year) trend of the magnitude of the LWPdlzea contrast (statistically significant for four
measurement locations) and the so-called “Augusimaty”: the absence of the LWP difference in
August if compared to June and July. It should i@leasised that this "August anomaly" is strictly
limited to Gulf of Finland.

Accordingly, we changed the text in the abstract:



The interesting finding is the positive trend o thind-sea LWP difference detected within the time
period 2011-2017 which appeared to be statisticgiipificant for four water bodies (lakes Onega
and limen, Gulf of Riga and the Neva River bay).

For the comparison with reanalysis data, | wonder w hether the model grid
boxes that you chose are really fully placed over s ea or land, respectively?
In addition, the effective resolution of processes in an atmospheric model is

always coarser than the nominal grid spacing.

Spatial resolution of the reanalysis data is alyedicussed in detail in Section 6, second
paragraph:

“In the present study we consider the ERA-Interimd &ra5 reanalyses...”

Position of grid points is shown in Fig. 17. In erdo avoid a situation when a reader can be
misled, we explicitly indicate in caption and iretkext that grid points Fig. 17 are relevant to
Era5. We also make a note in the text that gricebaf Era5 have been selected in a way to be
fully placed over sea or land:

It should be noted that grid boxes of Era5 havenlsstected in a way to be fully placed over sea or
land. It was possible since long distance LWP diffiees are considered.

And we mention that for Era Interim, due to coammaginal spatial resolution, the original grid
boxes (before interpolation to 28km-grid) can contasmall portion of the “wrong” surface: sea
for a land grid box and land for a sea grid box:

One should keep in mind that for Era Interim, douedarser original spatial resolution, the original
grid boxes (before interpolation to 28km-grid) aamntain a small portion of the “wrong” surface:
sea for a land grid box and land for a sea grid box

Also, we placed a scale (100 km bar) in Fig. 17 ashdied the information to axes:

RE4-1
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100 km

37
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Figure 17: The map showing the geographical looatiothe Era5 reanalysis grid points used for the
calculations of the LWP land-sea contrast. Vedmarsline data: (GSHHG, 2017).



| would consider analysing more surface variables f or specific days, such as
air temperature at some coastal stations, sea surfa ce temperature, diurnal
wind patterns (sea breeze), etc. With that, your hy potheses, such as the
“August anomaly” could be strongly improved.

We are thankful to the referee for this insightfoimment. Indeed, the “August anomaly” was
quite unexpected phenomenon which required expanatvhen we made the present study and
revealed this feature we made some attempts tostigage it in more detail. However, it
appeared that these activities required separate lguge amount of efforts, in particular the
efforts to analyse surface variables, as the estdarferee suggests. Such work seemed to go
beyond the scope of the present study. Therefoeed&cided to limit our efforts by several
model runs to have the impression how the LWP ksealcontrasts are reproduced. But there
was also another reason to postpone the analyssurfdce variables. After completing the
present study, we intensively worked on the probdémssessment of the LWP land-sea contrast
by ground-based spectral-angular microwave obsensat the coastline of the Neva River bay.
There was a hope that this work could provide adiproof of this feature and give a new big
stimulus for detailed investigation of the obseredfécts, in particular “August anomaly” which
was observed by the SEVIRI instrument at this iocaalso. Now this work is completed and
the preprint has been published in Atmospheric Mesment Techniques Discussions:

Kostsov, V., lonov, D., and Kniffka, A.: Retriegélthe land-sea contrast of cloud liquid water
path by applying a physical inversion algorithmctmmbined zenith and off-zenith ground-based
microwave measurements, Atmos. Meas. Tech. Digpueprint], https://doi.org/10.5194/amt-
2021-415, in review, 2022.

The effect of “August anomaly” was not confirmed blye ground-based observations.
Therefore, at present we are coming round to thaiap that “August anomaly” can be an
artefact of the SEVIRI measurements. The argumeriavour of this hypothesis is, first, the
immediacy of the transition from large contrastzeyo contrast and, second, the fact that this
transition occurs exactly in the beginning of Augas all examined locations in the Gulf of
Finland. In the end of Section 4 we added someutgigans about this possible reason of the
anomaly:

The revealed effect can be called “August anomalyie similarity of results obtained for different
locations in the Baltic Sea can lead to the comatuabout possible common physical mechanisms
that drive the LWP land-sea difference in the enBaltic Sea region considered in the present
study. In order to explain this effect one can ssggeollecting and analysing sets of surface
variables, such as air temperature at some cosistbns, sea surface temperature, diurnal wind
patterns (sea breeze), etc. However, such datehsaad analysis seem to form separate quite large
research activity which goes beyond the scope efptlesent study. Therefore, in the present study
we limit our efforts by several model runs to hake impression how the LWP land-sea contrasts
are reproduced (see Section 7 below).

One more important notice should be made. Whileptteprint of the present article was in review
during an open discussion phase after submissiothdojournal “Atmospheric Chemistry and
Physics”, we intensively worked on the problem sfessment of the LWP land-sea contrast by
ground-based spectral-angular microwave obsenatbthe coastline of the Neva River bay. In this
separate work, the physical inversion algorithm wased for processing ground-based
measurements. Earlier, we used the regressionithlgo(Kostsov et al., 2020). Subsequently, the
physical inversion algorithm was selected as mooeii@te, if compared to regression approach, and
the most suitable for error estimation and qualitytrol. There was a hope that this work and new
more accurate results could provide a direct indépet proof of “August anomaly” which was
clearly observed by the SEVIRI instrument at thecatmn of ground-based microwave
measurements (the Neva River bay). Now this worlcampleted and the preprint has been
published in Atmospheric Measurement Techniquesu3isions (Kostsov et al., 2022). The effect of
“August anomaly” was not confirmed by the grounddxh observations. Therefore, at present we

8



are coming round to the opinion that “August angrhatian be an artefact of the SEVIRI
measurements. The arguments in favour of this lingsi¢ are, first, the immediacy of the transition
from large LWP contrast to very low contrast (justhin a couple of days) and, second, the fact that
this transition occurs exactly in the beginningAafgust at all examined locations in the Gulf of
Finland. It is unlikely that natural meteorologigabcesses change so sharply and synchronically at
different places in the Baltic Sea. So, we assume ‘tAugust anomaly” can be an artefact which
reflects certain algorithmic features in the SEVtRta. If this hypothesis were confirmed, then we
would have the situation similar to situation witle TOMS instrument described in the Introduction
section when the observed features of the landd#féarence in total ozone turned out to be an
artefact and helped to identify an error and toemra data processing algorithm.

The number of figures should be reduced, or more fi gures should be combined
to one large figure (e.g. Figs. 4-6).

Following the advice of the referee we combinedsF#§6 to one figure which shows only
typical distributions of the LWP land-sea contrast:
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Figure 4: Typical statistical distributions (in tes of relative frequency of occurrence R) of the
LWP land-sea contrast values for different measergriocations and seasons. Please note that for
better visibility the vertical axes are broken d&ade different scaling in the lower and upper part.

The text which describes the distributions has leéemged accordingly.

Fig. 9 has been removed. Instead, the results efa#sessment of statistical significance of
trends have been added (already described above).
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Figs.
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10 and 11 have been combined in one Figaly,tgpical cases are demonstrated now:
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Figure 7: Intra-seasonal variability of the dailgam LWP land-sea contrast for measurement
locations ML1-2, ML2-2, and ML9 (warm season, seyears of observations — see the legend).

The text has been changed accordingly.

We removed Fig. 15 where diurnal features of thePL¥dntrast are similar to features presented
in Fig. 14 and mentioned in the text that the amg exception from common behaviour is the
location ML13 in August.

Finally, we managed to decrease the number of Egloy 5: from 23 to 18.

Please provide scales to your maps (esp. Fig. 17)

In the revised version the scales (100 km barspeseided in all figures with maps with only
few exceptions for the maps generated by the ICQNahon the latitude-longitude grid with

equal steps in degrees. In these maps, distaneed®iobjects may be slightly distorted which
does not influence the quality of demonstratiothefresults.
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Specific comments:

p.3, . 78: In addition, during winter/spring, (dar k) forest areas can absorb
considerably more solar radiation than surrounding snow-covered ground or
ice-covered water surfaces. This can also lead to u pdrafts and eventually

cloud formation.

We are thankful to the referee for this remark @wedncluded it in the text:

Also, we would like to mention one more mechanishicl has been suggested by an expert during
an open discussion of the preprint of the presditia (https://doi.org/10.5194/acp-2021-387-RC1
last access 29 March 2022):

‘In addition, during winter/spring, (dark) forest@as can absorb considerably more

solar radiation than surrounding snow-covered grduior ice-covered water

surfaces. This can also lead to updrafts and e\alytaloud formation.’

p.4, 1. 121-122: What do you mean by “simultaneousl| y and not simultaneously”?
Do you want to say "cases where both land and water or any of them are clear
sky"?

Yes, exactly. We corrected the text in the follogvimay:

The data selected for analysis include all clegrcdses where both land and water or any of them
are clear sky.

p.10, I. 281 ff: Which time zone did you use for “| ocal time”? UTC+27? If so,
please mention it here!

We are grateful to the referee for this remarkeba] we missed to clarify the important issue
about time that we used. We added the followingrim&tion in the beginning of Section 5
(diurnal features):

It is important to note that for each location tiree of SEVIRI measurements was converted to
local solar time using geographical longitude. &ams that for each location the 12 h moment on the
time scale exactly corresponds to local noon.

p. 13, I. 380 ff: | am missing some information abo ut the setup of the ICON-
LEM model: What is the resolution? Which initial pr ofiles did you use? What
is happening at the domain boundaries?

We added this information to Section 7:

For each single day, ICON was running with a gladsting and a refined nest over the study region
with the horizontal resolution of about 2.5 km anidngular grid. The study region is shown in
Fig. 15b. A border zone of about 30 km of the stuglyion was excluded from the analysis since it
was used as a nudging zone for the lateral boundktey. These data are needed to force the large
scale flow on the limited aread grid once per hanatare stored as global fields. The reliable input
data for modelling were taken from archives whigrevavailable for 2015 and later. Modelling of a
single day required processing of about 130 Gbytmmut data.The high resolution limited area
mode which we used for simulations is not suitdiole climate time scale studies, therefore we
simulated single days only.

In order just to give the impression about the lkggm, in the plot below we present the
temperature of the lowest model level on the oabinangular grid:
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T near surface, unstructured ICON grid
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Since the article is already nearly overloaded wldts, we did not add this figure in the revised
version.

Table 1: What's the percentage of days which were u sed for the analysis? Is
there a significant inter-annual difference?

We are grateful to the referee for the advice teckhthe percentage of days used for the
analysis. Indeed, it should be done in order totifle possible data gaps which may influence
the results of the analysis. We calculated for eaohth the percentage of days which were used
for the analysis. The results are presented beidwa Tables for warm and cold seasons:

Table Percentagel. The percentage of days which were used for the analysis. Calculations for each month.
Warm season. Data sets (locations) ML1-MLO.

Data set

ML1-1 | ML1-2 | ML2-1 | ML2-2 | ML3-1 | ML3-2 | ML4-1 | ML4-2 ML5 ML6 ML7 ML8 ML9
Month

Jun-2011 97 | 100 | 100 | 100 93 93 87 90 | 100 | 100 97 97 97

Jul-2011 87 90 97 97 90 97| 100 | 100 | 100 | 100 | 100 | 100 | 100

Aug-2011 94 97 87 | 100 97 94 97 97 97 | 100 94 90 94

Jun-2012 97 | 100 93 97 90 97 93 93 93 | 100 93 93 97

Jul-2012 97 97 97 | 100 97 | 100 | 100 | 100 97 94 97 94 94

Aug-2012 90 97 87 94 97 97 90 94 | 100 | 100 97 90 97

Jun-2013 97 | 100 | 100 | 100 97 | 100 97 97 97 | 100 | 100 93 97

Jul-2013 94 | 100 | 100 | 100 94 | 100 | 100 94 | 100 | 100 | 100 97 | 100

Aug-2013 94 | 100 90 97 90 94 97 97 | 100 | 100 | 100 97 | 100

Jun-2014 | 100 | 100 93 93 97 97 90 97 97 93 | 100 83 90

Jul-2014 94 94 | 100 | 100 97 97 94 | 100 97 | 100 97 97 | 100

Aug-2014 87 90 81 90 94 94 97 90 84 | 100 90 94 97

Jun-2015 93 | 100 97| 100 | 100 | 100 | 100 | 100 | 100 | 100 | 100 97 | 100

Jul-2015 97 94 97 97 97 94 94 97 94 97 97 94 97

Aug-2015 | 100 | 100 | 100 | 100 97 97 97 97 97 | 100 97 97 | 100

Jun-2016 90 97 87 97 93 97 | 100 | 100 93 | 100 | 100 | 100 93

Jul-2016 97 | 100 94 | 100 87 90 90 94 94 97 94 90 | 100

Aug-2016 94 | 100 90 97 97 97 97 97 94 97 94 84 87

Jun-2017 93 97 90 93 90 93 87 87 90 | 100 90 83 87

Jul-2017 97 97 94 94 | 100 | 100 90 97 90 97 94 94 94

Aug-2017 97 97 87 90 90 97 94 | 100 97 90 | 100 90 94
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Table Percentage?2. The percentage of days which were used for the analysis. Calculations for each month.
Cold season. Data sets (locations) ML1-ML9.

Data set

ML1-1 | ML1-2 | ML2-1 | ML2-2 | ML3-1 | ML3-2 | ML4-1 | ML4-2 ML5 ML6 ML7 ML8 ML9
Month

Feb-2011 64 71 43 46 36 39 25 25 50 61 57 29 36

Mar-2011 90 94 87 90 90 94 84 71 94 94 94 97 97

Feb-2012 55 55 41 38 34 38 24 24 38 55 55 28 34

Mar-2012 94 97 90 90 90 94 90 94 94 94 97 97 94

Feb-2013 64 64 36 39 21 32 14 14 39 61 57 18 29

Mar-2013 94 94 97 | 100 94 90 90 90 97 90 94 97 | 100

Feb-2014 39 43 29 32 21 32 11 11 36 54 50 18 29

Mar-2014 84 90 71 81 71 77 68 71 77 90 87 81 77

Feb-2015 61 64 32 32 29 29 21 21 46 64 54 25 43

Mar-2015 84 87 81 87 74 81 81 81 87 90 90 94 84

Feb-2016 55 59 28 31 31 38 24 28 38 55 55 24 34

Mar-2016 87 87 90 94 90 87 81 81 87 94 87 77 94

Feb-2017 50 50 21 25 21 21 18 25 36 46 46 21 29

Mar-2017 81 84 84 90 90 97 84 87 87 84 77 97 87

One can see that for June, July and August (waawosg and for March (cold season) and all
years of observations there are no data gaps as@ ts no any noticeable inter-annual
difference for all locations. For February (col@sen), the percentage considerably differs from
location to location, but for a single location timer-annual difference is not considerable. In
order not to overload the article, we decided oointlude these tables in the revised version.
Instead, we added the following text in the revisedsion of our article after the analysis of
Table 1 in the end of Section 2:

In order to identify possible data gaps which maE{uence the results of the analysis we calculated
for each month the percentage of days which weeel fisr the analysis. These calculations have
shown that for June, July and August (warm seaaad)for March (cold season) and all years of
observations there are no data gaps and there aymoticeable inter-annual difference for all
locations. Also, there is no any noticeable diffiee between the calculated quantities for different
locations: they are mostly within the interval 84%0%. For February (cold season), the percentage
considerably differs from location to location wittthe interval 10-70%, but for a single location
the inter-annual difference is not considerable.

In conclusion, we would like to thank once agaire treferee for valuable remarks and
suggestions which we sincerely appreciate.

Vladimir Kostsov,
corresponding author
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