Response to Reviewer #1:

Overall comments:

The paper presents a large event of dust transport originating from the Sahara and crossing the tropical Atlantic ocean westward, until it reaches Central America and the Caribbean sea.

This event was large in the amount of dust transported and was reported in newspapers (e.g. https://www.nytimes.com/2020/06/22/science/saharan-dust-plume.html). Such a large plume is an easy target for Aeolus detection of aerosols and is one of the first uses of this High Spectral Resolution Lidar optical properties product. For both these aspects, this paper makes an interesting contribution to the observation of the atmosphere and is relevant to the journal scope.

The structure of the paper is clear. The syntax and grammar are understandable but will require an extensive work to make it easier to read.

AR: Thanks. We have polished the English language throughout the whole revised manuscript to make it easier to read.

The event is large enough that the transported dust is visible without a sophisticated analysis. However, the method used to match CALIPSO and Aeolus data, to estimate the mass flux and the associated errors needs to be described in more details. Many mathematical details are missing to provide a complete understanding of the work. The flow charts give a good overview of the procedure but are not enough.

AR: Thank you for your suggestion.

For the method used to match CALIPSO and Aeolus data:

Since the orbits of Aeolus and CALIPSO are different, they cannot meet each other at the exactly same time and same location. In our study, the closest CALIPSO scanning tracks to those of Aeolus, are about 4 hours ahead of Aeolus. Based on the transport directions of dust events modelled with HYSPLIT, the tracks of Aeolus should be
always downwind of the tracks of CALIPSO. When the tracks of Aeolus and CALIPSO are selected, the distances between the tracks can be calculated. Assuming that the wind speed between CALIPSO scanning tracks and Aeolus scanning tracks is in the range of 5m·s⁻¹ to 15m·s⁻¹, the corresponding transport distances of the dust plumes are in the range of 72km to 216km. Besides, during the short-time transportation of Sahara dust plume, dust optical properties (volume linear depolarization ratio at 532 nm) maintain almost unchanged (Haarig et al., 2017).

Figure 1. Saharan air layer (from 1.2 to 4.2 km height) above the marine boundary layer. Panel (b) shows the range-corrected cross-polarized backscatter signal at 532 nm with temporal resolution of 30 s and vertical resolution of 7.5 m, respectively. Panel (d) shows the volume linear depolarization ratio at 532 nm. The radiosonde profiles of wind speed (WS) and wind direction (WD) are shown in panel (a), the profiles of relative humidity (RH) and temperature (T) in panel (c). The lidar observation was performed on 6 July 2014, 23:18–01:33 UTC. The radiosonde was launched at
Figure 1 shows the wind direction, wind speed, relative humidity and temperature measured by radiosonde, as well as the range-corrected cross-polarized Sahara dust backscatter signal at 532 nm and the Sahara dust volume linear depolarization ratio at 532 nm measured by BERTHA (Backscatter Extinction lidar-Ratio Temperature Humidity profiling Apparatus) at Barbados, which is located in Eastern Caribbean (Haarig et al., 2017). It can be seen from Figure 1 that even after long-range transportation, the optical properties (volume linear depolarization ratio at 532 nm) of the dust layer maintain stable in about 2 hours. Therefore, in our work, we think that during the short-time (~4 hours) transportation of Sahara dust plume, dust optical properties maintain almost unchanged.

Consequently, in our study, if the distances between two satellites scanning tracks are less than 200 km and the tracks of Aeolus are downwind of the tracks of CALIPSO, it is reasonable to state that the dust plumes captured by CALIPSO are transported towards the Aeolus scanning regions in around 4 hours, hence the following procedures could be continued. From the measurement cases provided by the paper mentioned above, the optical properties of Sahara dust within short-time (e.g., 2h, 4h…) seems to be stable. Hence, we insist that the combination of the optical properties provided by CALIPSO and Aeolus, with 4 hours difference, is applicable/reasonable to calculate the volume concentration and mass concentration.

To make it clear to the reader, we also add the similar explanations in the Section 3 of the revised manuscript as following:

“Assuming the wind speed between CALIPSO scanning tracks and Aeolus scanning tracks is in the range of 5 m·s\(^{-1}\) to 15 m·s\(^{-1}\), the transport distances of the dust plumes are in the range of 72km to 216km. Besides, during the short-time transportation of Sahara dust plume, dust optical properties maintain almost unchanged (Haarig et al., 2017). Consequently, in our study, if the distances between two satellites scanning tracks are less than 200 km and the tracks of Aeolus are downwind of the tracks of CALIPSO, it is reasonable to state that the dust plumes captured by CALIPSO are transported towards the Aeolus scanning regions in around 4 hours, hence the following
procedures could be continued.”

For estimating the mass flux and the associated errors:

Firstly, it should be emphasized that, in the revised manuscript, we define “dust advection” instead of “mass flux” to describe dust transportation quantificationally. The “dust advection” is the multiplication of the mass concentration (m) and the horizontal wind velocity (v), which means it is a vector.

For estimating mass concentration of dust aerosol, firstly, the regularization method reported in Müller et al. (1999) is applied to calculate the dust aerosol volume concentration. In our study, three extinction coefficients (at 355nm, 532nm and 1064nm respectively) and two backscatter coefficients (at 532nm and 1064nm respectively) are needed to compute the volume concentration. The advantage of this method is that it does not require prior knowledge of the shape of the particle size distribution and the measurement estimate uncertainty of aerosol volume concentration is on the order of 50% if the estimated errors of the inputs are on the order of 20%. The input parameters of regularization method in this work are the backscatter coefficient and extinction coefficient at 532nm and 1064 nm from CALIPSO, the extinction coefficient at 355 nm from Aeolus.

For the accuracy of the CALIPSO-retrieved extinction and backscatter coefficient, as stated/reported in Getzewich et al. (2018): “Extensive validation data acquired by NASA’s airborne high spectral resolution lidar (HSRL) shows that during the daytime the average difference between collocated CALIPSO and HSRL measurements of 532 nm attenuated backscatter coefficients is reduced from 3.3%±3.1 % in V3 to 1.0%±3.5 % in V4.”. In Vaughan et al. (2019): “By evaluating calibration coefficients derived using both water clouds and ocean surfaces as alternate calibration targets, and through comparisons to independent, collocated measurements made by airborne high spectral resolution lidar, we conclude that the CALIOP V4 1064 nm calibration coefficients are accurate to within 3 %.”. And in Kim et al. (2018): “The uncertainty in the V4 dust lidar ratio of 20 % (30 %) at 532 nm (1064 nm) accounts for the regional variability.”. It is considered that the estimate errors of backscatter coefficients and extinction coefficients from CALIPSO are on the order of 20%.
For the accuracy of the Aeolus-retrieved extinction coefficient, thank to your publication entitled “Aeolus L2A Aerosol Optical Properties Product: Standard Correct Algorithm and Mie Correct Algorithm” in ATMD, it is very significant for us to acquire more information about Aeolus L2A product (Flament et al, 2021). Figure 2 shows the inputs and simulation results simulated by the Aeolus End-To-End Simulator. It can be seen that the simulation extinction coefficients fit the inputs well mostly, especially when the altitude is larger than 2km. Besides, in terms of quality control, negative extinction coefficient values of L2A are excluded while the “bin_1_clear” flag and the “processing_qc_flag” of L2A are used to eliminate invalid data.

![Figure 2. Backscatter (Top) and Extinction profiles (Bottom) comparison between E2S simulations processed up to the SCA mid-bin product and the E2S inputs. The black line is the simulation input parameters averaged within each BRC. Thin black line represents the associated standard deviation. Red profiles are the mean coefficients retrieved by the SCA algorithm from 20 realizations. Lighter shading is the associated standard deviation i.e. the true variability. Darker shading delimits the mean error estimated by the SCA error propagation algorithm. [Figure 10 from Flament et al. (2021)]](image-url)

In conclusion, we think that the estimated errors of the five input parameters we
used to calculate the aerosol volume concentration are on the order of 20%. Hence, the error of the volume concentration computed with the regularization method should be on the order of 50%.

After estimating aerosol volume concentration, an assuming typical dust particle density which is set as 2.65 g·cm\(^{-3}\) referring to previous studies (e.g., Schepanski et al., 2009; Hofer et al., 2017; Mamouri and Ansmann, 2017), the particle mass concentration would be estimated as Engelmann et al. (2008) introduced. Finally, by multiplying mass concentration \((m)\) and horizontal wind velocity from Aeolus L2C, dust advection is calculated. The estimate errors of dust advection are the combination of mass concentration estimate errors (~50%) and Aeolus L2C wind vector estimate errors.

Reference:


We need a reference about the L2A processor. I would suggest Flamant et al. (2008, https://doi.org/10.1111/j.1600-0870.2007.00287.x). Alternatively, we, the L2A development team, are currently preparing about the current L2A product which will be submitted soon to the Atmospheric Measurement Techniques journal. It will present up to date information about the product.

AR: Thank you for your suggestion. Flamant et al. (2008,
https://doi.org/10.1111/j.1600-0870.2007.00287.x) is added in the section 2.1 of revised manuscript to demonstrate L2A processor. Besides, we are very glad to see the publication of your work “Aeolus L2A Aerosol Optical Properties Product: Standard Correct Algorithm and Mie Correct Algorithm” in AMTD (Flament et al, 2021). It’s quite significant for us to refer to your work for more information about Aeolus L2A product.

The relevant references are added in the revised manuscript and are listed below, to describe the L2A processor and the L2A product:


Also, the Aeolus L2A dataset was not widely used yet: more information needs to be provided about the content and overall data quality of the product. Additionally, a discussion of the quality controls applied by the authors would be welcome.

AR: Thank you for your suggestion. In terms of Aeolus L2A quality control, negative backscatter and extinction coefficient values of L2A are excluded. And the “bin_1_clear” flag and the “processing_qc_flag” of L2A are used to eliminate invalid data. The detailed information can be found vis the website of https://stcorp.github.io/codadef-documentation/AEOLUS/types/Level_2A_SCA_PCD_ADSR_03_12.html (last accessed on 21 July 2021).

Additionally, the quality control information for the input parameters are also added and highlighted in Figure 2 in the revised manuscript. You can also refer to this
On a technical aspect of data analysis: we recommend to use the "mid bin" product of the SCA. The authors do not mention the existence of two products in the SCA. This is especially important when looking at extinction coefficients, which are more sensitive to noise and better retrieved through this averaged version of the algorithm.

As few papers are available on the subject, this is a technical detail that needs to be mentioned. See also Baars et al. (2021, https://doi.org/10.1029/2020GL092194, “As for the extinction, the SCA mid bin algorithm is to be preferred against the SCA for the lidar ratio analysis.”).
AR: Thanks. According to your suggestion, we cite Baars et al. (2021) and Flament et al.(2021), supplementing the description of the “mid bin” product of the SCA in detail in section 3 of revised manuscripts, as following:

“Additionally, we use the mid bin product (sca_optical_properties_mid_bins) of SCA instead of the normal product of SCA, because the mid-bin algorithm provides more robust results (Baars et al., 2021; Flament et al., 2021). The extinction coefficients, which are more sensitive to noise and are the significant inputs of the dust advection calculation, are better retrieved through this “mid bin” averaged version of the algorithm. In terms of quality control, negative extinction coefficient values of L2A are excluded while the “bin_1_clear” flag and the “processing_qc_flag” of L2A are used to eliminate invalid data.”

In the revised manuscript, the "mid bin" extinction coefficient product of the SCA are used instead of the original dataset in the former manuscript. As shown in the figures below, the extinction coefficient can provide significant information. It makes our calculation much more solid.

Reference:
Baars, H., Radenz, M., Floutsi, A. A., Engelmann, R., Althausen, D., Heese, B., … & Wandinger, U.: Californian wildfire smoke over Europe: A first example of the aerosol observing capabilities of Aeolus compared to ground-based lidar. Geophysical


Detailed line by line comments:

1. 145-147: It is right to use the SCA rather than the ICA (this is what we recommend as developers of the product).

However, as said above, the SCA provides two sets of extinction and backscatter coefficients. If the extinction is needed, I recommend using the “mid bin” solution. If this was not the case in the current analysis, this might change results significantly. Known defects of the SCA algorithm will be discussed in the future paper we are preparing. In the mean time, I am available to discuss this directly if necessary.

AR: In our study, as a significant input parameter, the extinction coefficient at 355 nm from Aeolus L2A products is used to estimate the dust mass concentration. Therefore, the more robust and accurate “mid bin” solution of L2A products make the analysis and calculation of this work more credible. In the revised manuscript, Aeolus L2A “mid bin” products are used to analyze the dust transportation and used to estimate the dust mass concentration. The corresponding statement in the Section 3 of revised manuscript is organized as below:

“Additionally, we use the mid bin product (sca_optical_properties_mid_bins) of SCA instead of the normal product of SCA, because the mid-bin algorithm provides more robust results (Baars et al., 2021; Flament et al., 2021). The extinction coefficients, which are more sensitive to noise and are the significant inputs of the dust advection calculation, are better retrieved through this “mid bin” averaged version of the algorithm. In terms of quality control, negative extinction coefficient values of L2A
are excluded while the “bin_1_clear” flag and the “processing_qc_flag” of L2A are used to eliminate invalid data.”

l. 152: “Since the footprints of Aeolus and CALIPSO are not exactly matched, the missing wind data between their tracks have to be filled in using the ERA5 wind field data”. This sentence is very unclear. Does that mean that you use ERA5 winds at the location of the CALIPSO track? This whole “Methodology” section needs to be rewritten with much more detail.

AR: Thanks. There are two purposes on the usage the ERA5 wind field data between Aeolus and CALIPSO tracks. One is that the ERA5 wind speed and direction data provide the evidence of dust transporting from CALIPSO tracks towards Aeolus tracks. Besides, as shown in the figures below, the ERA5 wind field data between the tracks of Aeolus and CALIPSO at all height surfaces are smoothly distributed and the values are stable. It means that the Aeolus L2C data can be used at the location of the CALIPSO track. The corresponding description and explanation are supplemented in the section 3 of the revised manuscripts.
We rewrite the “Methodology” section in the revised manuscripts, which include detailed description of track-match method, datasets and quality control method, data processing and dust advection calculation.

1.153: “and the measurement uncertainty is on the order of 20%.” Which measurement uncertainty is discussed here? Aeolus estimated errors are often larger than 20%.

AR: Thanks. Sorry for the misleading. According to Müller et al. (1999), by using regularization method which was performed by generalized cross-validation (GCV), the estimate uncertainty of aerosol volume concentration is on the order of 50% if the estimated errors of the input parameters are on the order of 20%. The inputs in this work are backscatter coefficient and extinction coefficient at 532 nm, backscatter coefficient and extinction coefficient at 1064 nm from CALIPSO and extinction coefficient at 355 nm from Aeolus.

As described above, for the accuracy of the CALIPSO-retrieved extinction and backscatter coefficients: For the backscatter coefficient at 532 nm, during the daytime, the average difference between collocated CALIPSO and HSRL measurements is 1.0%±3.5 % in V4 (Getzewich et al., 2018); for the backscatter coefficient at 1064 nm, by evaluating calibration coefficients derived using both water clouds and ocean surfaces as alternate calibration targets, and through comparisons to independent,
collocated measurements made by airborne high spectral resolution lidar, the CALIOP V4 1064 nm calibration coefficients are accurate to within 3% (Vaughan et al., 2019); for the extinction coefficients, the uncertainty in the V4 dust lidar ratio of 20% (30%) at 532 nm (1064 nm) (Kim et al., 2018), thus it is considered that the estimate errors of the extinction coefficients from CALIPSO are on the order of 20%. Consequently, we insist that the uncertainties of CALIPSO-retrieved extinction and backscatter coefficients are on the order of 20%.

For the accuracy of the Aeolus-retrieved extinction coefficient, it is considered that the simulation extinction coefficients fit the inputs well mostly, especially when the altitude is larger than 2km (Flament et al., 2021). Besides, in terms of quality control, negative extinction coefficient values of L2A are excluded while the “bin_1_clear” flag and the “processing_qc_flag” of L2A are used to eliminate invalid data. Hence, we insist that Aeolus L2A extinction coefficient can be the input parameters of the regularization method.

In conclusion, we think that the estimated errors of the five input parameters we used to calculate the aerosol volume concentration are on the order of 20%. Hence, the error of the volume concentration computed with the regularization method should be on the order of 50%.

The corresponding correction and description are addressed in Section 3.3 of the revised manuscripts.

Reference:


l. 160:

- References are provided regarding the determination of aerosol mass (namely, Müller et al. 1999) but a discussion about the method is needed. For instance, Müller et al. say the algorithm can cope with errors of ~20% on the lidar data. Is this verified here?

AR: Thank you for your suggestion. The method of aerosol volume concentration calculation is introduced and discussed in detail in Müller et al. (1999). Following the method introduced in Müller et al. (1999), we used backscatter coefficient and extinction coefficient at 532 nm, backscatter coefficient and extinction coefficient at 1064 nm from CALIPSO, and extinction coefficient at 355 nm from Aeolus to estimate dust volume concentration. And according to previous studies (e.g., Schepanski et al., 2009; Hofer et al., 2017; Mamouri and Ansmann, 2017), the assuming typical dust density is set as 2.65 g·cm$^{-3}$ to multiply with dust volume concentration and acquire mass concentration.

The estimate uncertainty of aerosol volume concentration by regularization method is on the order of 50%, not 20%.

As mentioned above, for the accuracy of the CALIPSO-retrieved extinction and
backscatter coefficients: For the backscatter coefficient at 532 nm, during the daytime, the average difference between collocated CALIPSO and HSRL measurements is 1.0%±3.5% in V4 (Getzewich et al., 2018); for the backscatter coefficient at 1064 nm, the CALIOP V4 1064 nm calibration coefficients are accurate to within 3% (Vaughan et al., 2019); for the extinction coefficients, the uncertainty in the V4 dust lidar ratio of 20% (30%) at 532 nm (1064 nm) (Kim et al., 2018), thus it is considered that the estimate errors of the extinction coefficients from CALIPSO are on the order of 20%. Consequently, we insist that the uncertainties of CALIPSO-retrieved extinction and backscatter coefficients are on the order of 20%.

For the accuracy of the Aeolus-retrieved extinction coefficient, it is considered that the simulation extinction coefficients fit the inputs well mostly, especially when the altitude is larger than 2km (Flament et al., 2021). Besides, in terms of quality control, negative extinction coefficient values of L2A are excluded while the “bin_1_clear” flag and the “processing_qc_flag” of L2A are used to eliminate invalid data. Hence, we insist that Aeolus L2A extinction coefficient can be the input parameters of the regularization method.

In conclusion, we think that the estimated errors of the five input parameters we used to calculate the aerosol volume concentration are on the order of 20%. Hence, the error of the volume concentration computed with the regularization method should be on the order of 50%.

Reference:


- The inversion method requires information at three different wavelength. What is the procedure to match the CALIPSO and Aeolus profiles? (e.g. advection of CALIPSO profiles towards the Aeolus profile using ERA5 winds?)

As the time and space matching of the two observations cannot be perfect, how is the mismatch propagated into the error estimate?

AR: Thank you for your suggestion. As we explained above, since the orbits of Aeolus and CALIPSO are different, they cannot meet each other at the exactly same time and same location. In our study, the closest CALIPSO scanning tracks to those of Aeolus, are about 4 hours ahead of Aeolus. Based on the transport directions of dust events modelled with HYSPLIT, the tracks of Aeolus should be always downwind of the tracks of CALIPSO. When the tracks of Aeolus and CALIPSO are selected, the distances
between the tracks can be calculated. Assuming that the wind speed between CALIPSO scanning tracks and Aeolus scanning tracks is in the range of 5m·s\(^{-1}\) to 15m·s\(^{-1}\), the transport distances of the dust plumes are in the range of 72km to 216km. Besides, during the short-time transportation of Sahara dust plume, dust optical properties maintain almost unchanged (Haarig et al., 2017). Therefore, in our work, we think that during the short-time (~4 hours) transportation of Sahara dust plume, dust optical properties maintain almost unchanged. Consequently, in our study, if the distances between two satellites scanning tracks are less than 200 km and the tracks of Aeolus are downwind of the tracks of CALIPSO, it is reasonable to state that the dust plumes captured by CALIPSO are transported towards the Aeolus scanning regions in around 4 hours, hence the following procedures could be continued. From the measurement cases provided by the previous papers, the optical properties of Sahara dust within short-time (e.g., 2h, 4h...) seems to be stable. Besides, it has to be emphasized that, since we reject the data where meteorological data has more than 90 % of relative humidity, the changing of dust plumes in our study should be very slow without the effect of hygroscopicity. Hence, we insist that the combination of the optical properties provided by CALIPSO and Aeolus, with 4 hours difference, is applicable/reasonable to calculate the volume concentration and mass concentration.

To make it clear to the reader, we also add the similar explanations in the Section 3 of the revised manuscript. Please refer to the corresponding section. Thanks.

As for the calculation of the dust advection, the ERA5 wind field data between the tracks of Aeolus and CALIPSO at all height surfaces are smoothly distributed and the values are stable. It means that the Aeolus L2C data can be used at the location of the CALIPSO track.

Reference:

The combination of the two satellites observation is really interesting but the method really needs to be described precisely enough so that the results can be reproduced.

AR: Yes, we totally agree with you. In the revised manuscript, the detailed description of track-match method, datasets and quality control method, data processing and dust advection calculation are rewrite in the “Methodology”. The improved method flowcharts are also updated in Figure 1 and Figure 2. All the data are re-produced accordingly.

l. 161: The authors reject data where meteorological data has more than 90 % of relative humidity. I suppose this is the method they chose for cloud screening but this needs to be stated explicitly. As said in the general comments, more information on data quality control and selection needs to be provided, e.g. Do you integrate all of the particles in a given cross-section? Could you discuss contamination by particles other than Saharan dust? (clouds, marine aerosols ...)

AR: Thanks. Aside for the cloud screening, when the relative humidity is larger than 90%, the dust aerosol will be influenced by the hygroscopicity effect and its properties could change (Engelmann et al., 2008). Then the mass concentration calculation method does not make sense any more. We state the corresponding explanation explicitly in the revised manuscript in Section 3 as below:

“Besides, when the RH is larger than 90%, the dust aerosol will be influenced by the hygroscopicity effect and its properties could change. Then the mass concentration calculation method does not make sense any more (Engelmann et al., 2008). For the cloud screening, aside the RH data, we use Level 2 5km aerosol profile of CALIPSO, which only provide aerosol optical properties so the cloud can be screened.”

We do the dust advection calculation by every profile of each scanning track, not
by the integration of the given cross-sections.

For cloud screening, we use Level 2 5km aerosol profile of CALIPSO, which only provide aerosol optical properties so the cloud can be screened. We use Level 2 vertical feature mask of CALIPSO, which provide aerosol classification data, to get rid of the influence of other aerosol types. In other words, we only do the dust advection calculation when the aerosol type is “dust” or “polluted dust”. Consequently, we insist that the contamination by particles other than Saharan dust can be negligible.

Reference:

l. 163: The mass flux is said to be derived by eddy covariance, but it is not clear to me why we would consider turbulent transport and how this would be done. Is the mass flux derived as the integral of m.v for each pixel? Or is it " m'. v' " as stated? If it's actually the second option, how are m' and v' derived?

AR: Thank. Actually, we didn’t implement mass flux calculation by eddy covariance because m' and v' can’t be derived by Aeolus and CALIPSO profiles, sorry for the mistake. To quantificationally describe the dust transportation, the “dust advection” is defined as the multiplication of mass concentration (m) and wind velocity (v) of each data pixel in the revised manuscript. The corresponding definition and explanation are supplemented in section 3 “Methodology” of the revised manuscripts as below:

Ultimately, combining with the particle mass concentration and the horizontal wind speed provided by Aeolus and ECMWF, the dust mass advection is defined as Eq. (1), to represent the transportation of dust aerosol quantificationally.

\[ Advection_{aerosol\text{-}mass} = m \cdot v \]
where $m$ is the aerosol mass concentration and $v$ is the horizontal wind velocity.

As a second point, does this requires an interpolation of $m$ and/or $v$ on a common pixel grid? How is this done?

AR: Yes, the calculation of dust advection does require an interpolation of $m$ and/or $v$ on a common pixel grid. The procedure to acquire common pixel grid data is introduced here, as well in the Section 3 of the revised manuscripts. Firstly, vertical resolution and horizontal resolution between Aeolus data and CALIPSO data are different. For vertical resolution, “mid bin” optical property products of 23 data bins from Aeolus L2A are interpolated to 399 data bins from CALIPSO according to the altitude information of two products. For horizontal resolution, both Aeolus and CALIPSO products are averaged along every integer latitude to acquire a common horizontal pixel grid. For ECMWF wind field data, wind speed data, wind direction data and relative humidity data between Aeolus and CALIPSO scanning tracks are averaged along longitude and averaged along every integer latitude, while, vertically, it is interpolated to CALIPSO data bins to match the common pixel grid.

Fig. 4:

- Could you show the lidar profile from which the location of the stars is chosen?

AR: Thank you for your suggestion. We plot the CALIPSO total backscatter coefficient and particle depolarization ratio profiles separately of three chosen sites in the updated Fig.4 (also shown as below). From the separate profiles of these three sites, dust layers with high depolarization ratio can be recognized clearly. The existences of the dust layers are the pre-conditions of the HYSPLIT model simulation.
Figure 4. (a)(c)(e) CALIPSO total backscatter coefficient profiles and particle depolarization ratio profiles capturing dust layers at around 0500UTC on 20 June 2020. (b)(d)(f) HYSPLIT backward trajectories and forward trajectories ending at different sites of corresponding CALIPSO profiles and different heights on 0500UTC on 20 June 2020. The backward and forward trajectories’ durations are both 144 hours.

- Using squares triangles and circles separately for each starting point would allow you to pack more information into this figure (e.g. northernmost point is associated with triangles, middle point with squares etc.).
AR: Yes, we agree with you. In the updated Fig.4, we implement HYSPLIT simulation separately to make the picture clearer to read. In the new figure, the CALIPSO aerosol profiles of three chosen positions along with the corresponding HYSPLIT backward trajectories and forward trajectories are provided separately, which may make the figure pack more information.

1.192: “deposition” is ambiguous. The HySPLIT data shows a downdraft of the air mass. The dust could also settle while the air mass has no vertical movement.

AR: Thanks. In the origin manuscripts, the statement “And an obvious deposition process of dust plumes is observed.” may be ambiguous. We rephrased this statement as “At the end of these three forward trajectories, the altitudes of the dust aerosol reduce to around 1km, which indicates a downdraft process of dust plumes.”. The decrease of the altitude in the end of HYSPLIT forward trajectories and low altitude dust plumes observed by CALIPSO and Aeolus can be verified with each other. Therefore, we think that HYSPLIT indicates downdraft process of dust plumes is reasonable.

Fig. 5:
- Why show 4 lidar profiles but only exploit 3 of them? If it’s not necessary, removing the first one would make the figure easier to read. Overall the 3D figures are pretty but contain too much information to be fully readable.

AR: Thanks. In Fig. 5 in the revised manuscript, we remove the first cross-section without dust to make the figure easier to read. Fig. 5 in the revised manuscript is also shown as below.

- On panel (a), could you label the date and time of each satellite overpass?

AR: Yes. Because the time of Aeolus and CALIPSO scanning tracks are different and the tracks are too close to each other on panel (a), the pass time of two satellites are
labeled separately on panel (b) and panel (c) in the revised manuscripts Fig. 5 which is shown below.
1. 205-206: The origin of these numbers and of the associated error needs to be detailed
AR: These numbers are the mean backscatter coefficients at 532 nm of every cross-sections from CALIPSO. And the numbers behind “±” are the standard deviation, not the errors.

l. 225: same as l. 161, I suppose this is a method for rejecting cloud contaminated pixels. It would be better if this was stated explicitly.

AR: Thanks. As is mentioned above, aside for the cloud screening, when the relative humidity is larger than 90%, the dust aerosol will be influenced by the hygroscopicity effect and its properties could change. Then the mass concentration calculation method does not make sense any more (Engelmann et al., 2008). For cloud screening, we use Level 2 5km aerosol profile of CALIPSO, which only provide aerosol optical properties so the cloud can be screened. We state the corresponding explanation explicitly in the revised manuscript in Section 3.

Reference:

l. 233-234: how can the dust concentration be highest in the cross-section 3, farthest from the source. I would expect dispersion of aerosols rather than concentration. Could this be justified?

AR: In the revised manuscript, thanks to your recommendations/suggestions in the usage of “Mid_bin” of L2A data, we re-produced the calculation of the mass
concentration and dust advection. It is figured out that the mean dust advection value is about $2.13 \text{ mg} \cdot \text{m}^{-2} \cdot \text{s}^{-1}$ in “cross-section 1” (dust portion during emission phase), $1.55 \text{ mg} \cdot \text{m}^{-2} \cdot \text{s}^{-1}$ in “cross-section 2” (dust portion during development phase) and $0.51 \text{ mg} \cdot \text{m}^{-2} \cdot \text{s}^{-1}$ in “cross-section 3” (dust portion during deposition phase). Hence actually the mean advection value in the cross-section 3 is the lowest. Perhaps it because that the cross-section 3 is farthest from the source region. During the dispersion and deposition processes of dust aerosol transportation, it is reasonable that the lowest value appears in cross-section 3. Fig. 7 in the revised manuscript is also shown below:

![Dust Advection Values](image)

**Fig. 7** and **Fig. 10**: Estimations of mass flux are provided with an error bar but it is nowhere described how these error bars are derived. We need some proper description
AR: Thank you for your suggestion. The error bars in these figures (in original manuscript) are not the estimated errors, but the standard deviations of every cross-section. In the revised manuscript, since we have discussed the error estimations in calculating volume concentration and mass concentration, we omit these bars since the statistical deviations seem to be meaningless here. Fig. 10 in the revised manuscript is also shown below:

![Dust Advection Values](image)

![Dust Advection Directions](image)

Fig. 8: There is too much on this figure. It is hard to read. You need to simplify the presentation.
AR: Thank you for your suggestion. We simplify and beautify Fig. 8 in the revised manuscripts. The HYSPLIT trajectories curves of the whole figure are bolded and the backscatter coefficient cross-sections at 532 nm from CALIPSO are removed. Fig. 8 in the revised manuscript is shown as below:
It is not obvious from Fig. 11 that the low chlorophyll concentration is due
to a lack of iron. More references would be needed to support this claim.

AR: Thank you for your suggestion. Relevant statements and references have been supplemented in the revised manuscript and they are demonstrated below.

According to Mills et al. (2004), in the tropical North Atlantic, community primary productivity was nitrogen-limited, and that nitrogen fixation was co-limited by iron and phosphorus. Saharan dust addition stimulated nitrogen fixation, presumably by supplying both iron and phosphorus. The mineral dust contains micronutrients such as Fe and P that have the potential to act as a fertilizer, increasing primary productivity in the equatorial Atlantic Ocean, and thus leading to N₂ fixation and CO₂ drawdown (Meskhidze et al., 2007). Consequently, the dust plumes observed in this study could be the fertilizer of Atlantic Ocean and the influence of the dust plumes deposition will be in our future research.

Reference:

Conclusion: The L2A data was not available publicly at the time the article was submitted. Authors could state that they were allowed to access the data through their participation as a Calibration and Validation team.

AR: Yes. We added this statement in the “data availability” section. Thanks for reminding.