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Abstract. A unique data set derived from remote sensing, airborne, and gbased in situ measurements is presented.

This measurement report highlights theknown complexity of comparing multiplaerosol opticapbarameters examined with
different approaches considering different states of humidification and atmospheric aerosol concentratithenrvie

based modele@derosol opticalpropertiesare compared with respective results of airborne and grdased ipsitu
measurements and remote sensing (lidar, photometer) performed at the rural central European observatory at Melpitz
Germany. Calculated extinctien-backscatter ratios (lidar ratioskerein the range of previously reported values. However,

the lidarratio isa function of theaerosol type anthe relative humidity. Thearticle lidar ratio (R) dependencen relative
humiditywasquantified and followdthe trend found ipreviousstudies. We present a fit function for fidar wavelengths

of 355, 532, and 1064m with an underlying equation hk(RH, 9(8)) = fir(RH=0, 8)x(1-RH) #, with the derived estimates

of omMmBEDRI( NO. 01 )hm=048GRE. 01) , nas6.316:Q.00)0f@E the central European asol.

This parameterization might be used in the data analysis of dyastscatter lidar observations or lidatio-based aerosol

typing efforts. Our study shows that the used aerosol noodédireproduce the hsitu measurements of the aergsaiticle

light extinction coefficients (measured at dry conditions) within 13%. Although the model reproduced the in situ measured
aerosol particle light absorption coefficients within a reasonable range, we idemtifiey sources for significant
uncertainties in the simulations, such as the unknown aerosol mixing state, brown carbon (organic material) fraction, and
the unknown aerosol mixing statvavelengtidependent refractive index. The modeled amkstaiie aerosol particleght

extinction and backscatter coefficients esemaller than the measured ondswever, depending on the prevailing aerosol

conditions, an overlap of the uncertainty ranges of both approaches was achieved.
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1 Introduction

Aerosol particles can sens.ibudget &y sgatteriny faid Lalesargtien oft sblar E ¢
radiation. The aerosol impact is descrilitizing the wavelengtidependent aerosol particle scattering coefficiént(6))
and particle absorption coefficientgda)) as well as the sum of both, denotedparticle extinction coefficienfid(g)). In-
situ aerosol measurements with unmanned aerial vehicles (UAV; Altstatter et al., 2018), hetioomepayloads, e.g.,
with the Airborne Cloud and Turbulence Observations System (ACTOS; e.g., Sielhe@@®& Ditas et al., 2012, Wehner
etal., 2015; Dising et al., 2018), tethebadloon payloads (e.g., Ferrero et al., 2019, Brunamonti et al., 2020), and zeppelins
(e.g., Rosati et al., 2016a) are important experimental approaches to provide veestdllgd insight into the relationship
between aerosol microphysical properties, chemical composition, optical properties, and related radiative effects. Remote
sensing techniques such as light detection and ranging (lidar) allow profiling of aerosal jyutperties with high vertical
and temporal resolution in a complementary way (Weitkamp, 2803hese different experimental approaches are needed
to improve our knowledge about the role of aerosols in the climate system and, at the same tilmee theaincertainties
in the applied aerosol observations. Direesiiti aerosol measurements are helpful to validate remote sensing techniques
and vice versa. Lidaased aerosol particle light backscatter coefficiént(6)) profiles have been compared with balleon
borne insitu measurements (Brunamonti et al., 2020) andriwbeleling results (Ferrero et al., 2019). However, the airborne
in-situ aerosol measurements provide the vertically resolved aerosol infornRdisati(et al., 2016a, Diusing et al., 2018,
Tian et al., 2020), usualbt driedstate. Lidar, on the other hananonitorsthe aerosol under ambient conditiomberefore,
the effect of theRH must be considered when comparingsitu measurements amdodeling approaches with remete
sensingetrievals Lidar systems have been previously utilized to investigate hygroscopic processes (e.g., Zhao et al., 2017
NavasGuzman et al., 2019; Dawson et al., 20R0odelingaerosol optical properties can amount for the ambient state
of the aerosol by simulating the hygroscopic growth of the aerosol particles utilizing, e.g., theng@rndal
parameterization of Petters and Kreidenweis (2007). Also, they can be used for the validatiorbakkdeetrievals of,
e.g., the absorption.

However, modeling, remote sensing, and in situ measurements are subject to individual uncertainties that must be
considered to compare these approacRasnanlidar systems, for instance, such as the Pblligar (Engelmanret al.,
2016), can measure the aerosol particle light extinction and backscattering coefficients at several was¢heoggieout
theentiretropasphere, but only during nighttime hours. The standard backscatter lidar technique is applied to dedle aero
backscatter and extinction height profiles in the daytime. The required estimates for the unknown etdibetobscatter
ratio, also lidar ratio (including its wavelength dependebBég)), can introduce large uncertainties in the obtained spectral
particle backscatter and extinction profiles. Note tiR(®) is a function of the wavelength of incoming light, the shape of
the aerosol particles, the aerosol particle number size distribution (PNSD), and aerosol chemical comige&ion.
estimates ding daytime have been derived via a combination of direct lidaa) and columnar suphotometer
measurements ( Guer r érsunphRtanseteranteasures the eolumnar inge@rdlfifs), the aerosol
optical depth AOD). An effective columarLR(g) can then be estimated by minimizing the difference between measured
AOD and the integrated liddrasedlex(d) derived with an assumed, best matcHiRRgs). When the KlettFernald method
(Klett, 1982, Fernald et al., 1972) is used to detiv€s) andlns{3) with lidar, theLR(a) is kept heightonstantand this
assumption introduces significant uncertainties because the lidar ratio varies with height, i.e., with changing aeiragol layer
and aerosol type conditllons (Guerrero Rascado et al .,

Previous studies have focused on the dependerigg(ef on ambienRH (Skupin et al., 2013; Zieger et al., 2013).
NavasGuzman et al. (2019) utilized these effects to investigate the aerosol hygroscopicity wiltR{dais based on the
RH-depaendentlinsd8) andliex(s), and calculations by Sugimoto et al. (2015) indicated ltR4t  )RH-dependent as well.
Ackermann (1998) provided a numerical study based owmlgfiaed aerosol types with distinct sidestribution shapes to

establish a powekesies to describe tHeR(g) as a functiorof RH. Salemink et al. (1984pund alinear relationship between

2
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the LR(g) and theRH. Intensively discussed is thdr-enhancement due to hygroscopic growth in Zhao et al. (2017). They
reported a positive relatiship betweei.R andRH, but their study lacks information on vertically resolved aerosol particle
number size distributions and other wavelengths. However, their simulations have shown that RttidiendentR to

retrieve aerosol particle light extition from elastic backscatter lidar signals results in significantly different values than
the constantR approachThe studies above have shown an inconclusive dependencd & &éo theRHand corroborate

that further research is needed, e.g., a quantification based on vertically resalitacnirasurement&n the other hand,
modelingis based omany aerosol input parameters regarding particle size distribution and chemical composition as a
function of height which is usually not available in the required density, because of airborne platfoemd payload
limitations. Detailsareilluminated n the article.

We present two field experiments conducted in June 2015 and Winter 2017 at the regional central European
background measurement facility at Melpitz, about 50~km northeast of Leipzig in eastern Germany. In both fieJd studies
groundbased and airborne -gitu aerosol measurements and accompanying remote sensing were performed as
measurements were performed during various atmospheric and aerosol conditions.

This study has three goals. Of central importance is the compariged@fandlex(d) profiles obtained with lidar
with individual modeling results based on airbornesitu aerosol measurements. In this context, we want to highlight the
challenges that have to be faced when instrumental limitations regarding airbglosdpalo not determine the complete
set of physicochemical aerosol propertiHse second goal deals with the dependence of the lidar ratio on relative humidity.
The humidityrelatedLR enhancement at the three lidar wavelengths of 355, 532, anchir@i€4nodeled with input from
the insitu aerosol measurements. Finally, the study evaluates the ability of theddid to reproduce measurég{a)
values at different wavelengths. The goal is to provide a tool for the validation oplidtsmeterretrieved Jandd)
estimates, as Tsekeri et al. (2018) show. The presented study, which includes modgl@),afex(d), andlia{d) in the
ambient and dried state based on grebaded and vertically resolved$itu measurements of aerosol properties as well as
remote sensing with staté-the-art photometers and multiwavelength aerosol lidar, is unique in its complexity.

The study is structed as follows. First, a general overview of the methodology is presented. Subsequently, the
measurement site and the deployed instrumentations are described. Afterward, the comparisenaufeldié with the
measured aerosol optical properties is preseatel discussed separately for the summer and winter field observations.
Meteorological and aerosol conditions and Niedel validation efforts are presented in the supplementary material. The
guantification of theRH-induced lidar ratio enhancement is alissed for the summer case. Finally, a summary and
concluding remarks are given.
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2 Modeling of aerosol opticalproperties
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Figure 1: Flowchart of the methodology. Orange shaded area represents the comparisorttie dried aerosol state; blue shaded
areasrepresent the pathway forthe ambient state.

Theaerosol opticabropertiesarecalculated following the flowchart displayedrigure 1. A model utilizing Mie's
theory (Mie, 1908) allows calculating the optical properties of aerosol particles undsstingpgion that these particles are
spherical. The Miamodel applied here fulfilled three inaasks. First, it is tested to what extent it can reproduce measured
Uand® with the given constraints. Second, it is compared to -hdaedly,s{d) and Uex(d) based on airborne -situ
measurements accounting the ambi@rt Third, it derivesLR(8) at ambient aerosol conditions to examine ltReRH
dependence.

For bothcampaigns, an adapted, Migodel, written in Python (package PyMieSca v1.7.5; Sumlin et al., 2018),
simulatestheaerosol opticaproperties; in particulatihsdd), Uex(3), Uscd3), andilandd) for eight different wavelengths. From
Ubsd® and lex(8), the Mie-basedLR(8) (LRwie(d)) is derived. For slightly nospherical particles, Mitheory is still
applicable to particles with a siparametex =~ D, & of less than five; for particles with a largeMie-theory results in
a lowerLR(8) than the sghtly nonspherical particles would have (Pinnick et al., 1976). At @85 for instance, Mie
theory would underestimate tHeR(8) already fora nonspherical particle with a diameter larger than BitQ) the
corresponding thresholds for 58 and 10641m are 850nm and 1700im. Also, giant particles, usually n@pherical,
result in a largetR(g) than calculated with Mi¢heory.

The Miemodel requires three major input parameters: a) the aerosol particle number size distribution, which was
measured onbaod of airborne payloads or at ground level in Melpitz, b) the misitage of the aerosol particles, and c) the
aerosol particle complex refractive index, whishestimated by the chemical composition measurementeeoground.

The model contains a moduto deriveaerosol optical properties in the dried and ambient .skede ambient state

calculations, the model solves the samipirical parameterization of Petters and Kreidenweis (2007) to simulate the

hygroscopic growth of the aerosolrpeles and therefore needs additional information about the ani®Ri¢ahdT as well

as the aerosol hygroscopicity derived with the chemical composition measurements introduced in Sect. 3.1.1. This result:

in the ambient stateiRNSDcampwelkl azs osloe fHledmiaditf ve i n
Regarding the mixing state of the aerosol, three different approaches are considered in the scientific community:

1) external mixture, in whickeach compound is presented by its PNSP,n2ernally homogeneous mixeir with
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homogeneously mixed aerosol compounds within the aerosol particles, and 3) the interabéltanixture, in which a

core of a specific compound, like sea salt or hghsorbing carbon, is surrounded by a shell of, e.g., organics or inorganic
sdts. For internally mixed aerosols, Ma et al. (2012) have showrthbatoreshell mixing model for the aged aerosol
conditions at Melpitaisually better representhe internally mixed approaches to estimateabmsol opticaproperties.

Rose et al. (2006) have shown that the number fraction of externally mixed soot aerosol particles alis8eter is
relatively low in Melpitz, indicatingmostinternally mixed aerosol particles at this siamge. The study of Yuan et al.

(2020), conducted at Melpitz observatory, has shown coating thicknesses of several tens of nm of BC cores with a diamete
of about 20(hm estimated for February 2017. Based on these findings, thsheliénternal mixture model was utilized

in this study tacalculate theerosol opticaproperties for both campaigns. We assume that the aerosol particles consist of a
nonwatersoluble core of lightibsorbing carbon and a shell of wagetuble, norabsorbing material. However, it must be
mentioned thatn gereral the mixing of aerosol particles ®mewhatomplex and a more sophisticated approach would

be to consider mixtures of aerosol particle populations. For instance, a mixture could be a combination of homogeneously
mixed aerosol particles containing BC and aerosol particles containing a lighsorbing BC core surrounded by a shell

of inorganic salts, organic material, or something else. However, the number fraction of both populations would remain
unclear.

This mixing approach requires the deteratian of the aerosol particle core and shell simbtheir corresponding
complex refractive index. The aerosol particle core diani@iés calculated with:

o o O D
wheref,escis the volume fraction of eBC arnsl assumed to be constant over the entireraizge. The volume fraction of
the eBC particless estimated as described in the following Section 3.1.1.

Regarding te complex refractive index of the aerosol particles, following Ma et al. (2014) and references therein,
the complex refractive index of watsoluble compoundis set to 1.53 1e-6i, with a 0.5% uncertainty of the real part and
0% of the imaginary partespectively. The waténsoluble lightabsorbing (eBC) compoundge estimated to have a
wavelengthindependent complex refractive index of 1#86.55i, with a 4% and 6.6% uncertainty, respectively. This
approach leads to inaccuraciespecially for calelating tand8) since the complex aerosol refractive index depends on the
wavelength. Bond and Bergstrom (2006), e.g., recommended a complex refractive index of Bena53095+ 0.79i at
550nm, whereas Moteki et al. (2010) reported values of 2.2626i at 1064 m.

Also, only BCis considered, whereas brown carbon (BrC), usually organic material and hence part of the particle
shell, was notHowever BrC is especially effective in light absorption at lower wavelengths, whereas the contribution of
BC to Uap{d) decreases towards lower wavelengths. A brief discussion of the spectrally resolveasktiB..{a) follows
in Sect. 4.2.1.

Hale and Querry (1973) provided the complex refractive index of water (liquid; 25°C). Following this publication,
the mear{+ standard deviation) of the real part of the complex refractive index of water i&t103®43) in the range from
0.3 to 1.0um wavelength. The imaginary part is negligibly small (47/%én this wavelength range. Hence, the complex
refractive index ofvateris set to 1.33 0i with an assumed real part uncertainty of 0.5%. At ambient state, the complex
refractive index of the aerosol particle shisliderived based on the volumeightedZdanovskii, Stokes, and Robinson
(ZSR; Zdanovskii, 1948; Stokesid Robinson, 1966inixing rule of the complex refractive index of the wadetuble
componentsand the additionally added water. Although the sampled aerosol was dried, it always contained a small amount
of residual water, which is negligible for the hggcopic growth calculations. In tMie-mode| each estimate of ttaerosol
opticalpropertieds derived with a Mont€arlo approach with s 50 runs. Before each run, the input parametersaried
according to their uncertainty with a Gaussian nowfisttibution A uniformdistributionis usedvhen the Gaussian normal

distribution creates physically unreasonable input parameters, e.g., a negative volume fraction of eBC or negative ambien
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RH. Appendixtable 2 summarizes the input parameters of the -Wi@del with the uncertainties and the underlying
distribution for the variation within the Montgarlo approach.

The quality of the underlying assumptions is checked by means of correlation ektterireasured and modeled
aerosol optical coefficients ithe dry state and details are provided in thelatedsupplementary materiaFigure S4 and
S5. Mie-modelng and insitu measurements agreéthin 18% implying that the model constraints provide a good
representation of the "real" aerbpooperties, at least in the dried state with the limitationRaC(637 nm) applied to all

considered wavelengths.

3 Experiments

The data assembled during two campaigns near Melpitz, Saxony, Germany, are examined in tfibestiirdy
campaignnamed'Melpitz Column" orMelColsummey unless otherwise stated ongoing referred to as summer campaign,
was conducted in May and June 2015 with an intensive measurement period includingbgigechdnd aiborne insitu
measurements between June 13 and J8n€&He second campaigvelColwinter, took place in February and March 2017
and thus is referred to as the winter campaign in the further course of this paper. The upcomingosectimvsthe
conducted experiments, introduce the Melpitz @Qleery with its characteristic features, and provide an overview of the

applied instrumentation on the grountiahe air.

3.1 Melpitz Observatory

Both campaigns took place at the central European background station at Melpitz, Saxony, Germany. Melpitz
Observatory (51° 31' N, 12° 55' E; 84 m a.s.l.) is located in Eastern Germany in a rural, agriculturally used area 44 km
northeast of Leipzig. About 400 km to the north is the Baltic Sea, and aboukitO@0the west is the Atlantic Ocean.
Detailed informéon about Melpitz Observatory is given in Spindler et al. (2010, 2013). As part of various measurement
networks, such as GUAN (German UHiae Aerosol Network; Birmili et al., 2016), ACTRIS (Aerosols, Clouds and Trace
gases Research Infrastructure), &8W (Global Atmosphere Watch), and the measurement facility LACROS (Leipzig
Aerosol and Cloud Remote Observations System; Blhl et al.,, 2013) Melpitz Observatory comprises comprehensive
instrumentation in quasiontinuous operation, for higluality, longterm observations and can be adapted to the needs as
required. An overview of the continuously operating instrumentation is presented in the following. Details about specific

instrumentation additionally added during the campaigns will be given withieatdep subsections.

3.1.1 Ground in-situ instrumentation

In both campaigns, the PNSD was measured by a combination of a Dual Mobility Particle Size Spectremeter (D
MPSS, TROPOSype; Birmili et al., 1999) with 10% accuracy and Aerodynamic Particle Sieet®pneter (APSS, mod.
3321, TSl Inc., Shoreview, MN, USA) with 108%30% uncertainty depending on thige rang€Pfeifer et al., 2016).

A D-MPSS consists of a bipolar diffusion charger, two differential mobility anayP&A; Knutson and Whitby,
1975) and two condensation particle counters (CPC; mod. 3010 and UCPC; mod. 3776, TSI Inc., Shoreview, MN, USA).
The bipolar charger transforms the aerosol into a-defined charge equilibrium, according to Fuchs (1968) and
Wiedensohler et al. (1988). The TROBtype DMAs select the charged aerosol particles concerning their electrical
mobility, and the CPC then counts their number concentration. Overall this setup covers an aerosol particle size range of 3
800nm in mobility diameter®ny). The PNSD is availablevery 20 minutes, arile scan duration is ten minutes. The final
D-MPSS PNSD used in this studty derived utilizing an inversion routine (Pfeifer et al., 2014) accounting for multiple
charged aerosol particles, including a diffusion loss correctioedbas the method of "equivalent pipe length"
(Wiedensohler et al., 2012).



215 For the calculation of the optical properties with the fthieory, spherical particles must be assumed. Therefore,
we assume that all aerosol particles measured by ##°B8S systenused here are spherical, and Bwis equal to the
volume equivalent diameteD(). The quality of the PNSD measurements is assured by frequent calibra®ons
Wiedensohler et al. (2018) describda cover the entire sizange from 10hm to 10um, theAPSS PNSD extended the
D-MPSS PNSD. For this purpose, the aerodynamic diam@tey ¢f the APSSs converted int®, applying:

220 0 —0 —0 , with @)

— 7 ©)

following DeCarlo et al. (2004). Therelpy corresponds to the standard density gfchi3, | .erto the aerosol density
to the effective aerosol density of y&nre for fine mode aerosol and already accounts for the shape of the larger aerosol
partc | es expressed with the s ha pgenifisclosetbecause.the Dasteovedap dféhe t i v

225 APSS and TMPSS PNSD is achieved for masierged PNSDs. Also, this effective density fits reasonably well to the
findings of Tuch et al.Z000) and Poulain et al. (2014) with reported aerosol particle densities af 0.3Bg cnT® and
1.4gcm® to 1.6g cnt?, respectively. Although shape factor and aerosol particle density are usuaitiepeasdent, we
assume a constant density and shaffibe aerosol particles for all the measurements of the APSS. At visible wavelengths,
the coarsemode of the PNSD is less efficient than the {finede in terms of aerosol particle light scattering and extinction.

230 Hence, for aerosols dominated by accuriolamode particles, the underlying assumption is appropriate to calculate the
extinction and scattering properties of the aerosol.

In addition to these continuously running instruments at Melpitz Observatory, a Quadrupole Aerosol Chemical
Speciation Monitr (Q-ACSM, Aerodyne Res. Inc, Billerica, MA., USA; Ng et al., 2011) measured the mass concentration
of nonrefractory particulate matter (PM). Ammonium (WHsulfate (S@), nitrate (NQ), and chlorine (Cl), as well as the

235  organic aerosol mass, have béenived in the finemode regime (NFPM,). Further details on the-ACSM measurements
at Melpitz can be found in Poulain et al. (2020). An-jairing scheme (ISORROPIA Il; Fountoukis and Nenes, 2007)
utilized to derive the chemical compounds of the s@rparticles at 29K and 0%RH. Furthermore, a DIGITEL DHA0
(Walter Riemer Messtechnik e.K., Hausen/Réhn, Germany) high volume aerosol sampler collected daily (ti® PM
denotes an aerodynamic diameter of the aerosol particlesuphil@erosol parties on a quartfiber filter (Type MK 360,

240  Munktell, Grycksbo, Sweden) with a total flow of 8§ h'X. Among others, Miller (1999), Gnauk et al. (2005), and
Herrmann et al. (2006) provide detailed information about the aerosol sampler. The samplefibgudiliers were
analyzed offlindo deteminethe total aerosol particle mass concentratiwrg,we focus on PNb), watersoluble ions, and
the mass of elemental carbon (EC). The EC mass concentrakignvwas measured following thHeEUSAAR2 protocol
(Cavalli et al., 2010).

245 A continuously operating MukAngle Absorption Photometer (MAAP; Model 5012, Thermo Scientific, Waltham,
MA, USA,; Petzold and Schénlinner, 2004) recorded(théa) at Melpitz Observatory at a wavelength of 687 with an
uncertainty of 10% (Mdiller et al., 2011) to 12% (Lack et al. 2014). Several corrections are applied to the aerosol particle
light absorption measurements of the MAAP. Following Muller et al. (2011), a wavelength correction factor of 1.05 is
applied to all MAARdata in this study. Previously, observations conducted in Melpitz by Spindler et al. (2013) and Poulain

250 et al. (2014) have shown that the submicron aerosol regime contains 90% of the totadj#ialent black carbon (eBC;
Petzold et al., 2L3) mass concentratiomdsc). Hence, on thensc data, a correction factor of 0.9 is applied to match the
corresponding PMmeasurements of the-@CSM. With mec and these absorption measurememtsc is derived using a
time-dependentt] mass absorptiocrosssection related to the MAAP wavelength of 687 (MAC(t, = 637nm)) with:

a o oixa . 4




255  The daily averag®AC(t, 637nm) is derived by dividing the dailynec by the daily (midnight to midnight) mean of the

measurediap{637 nm):

0 & 60'Q ¢ U dexd - h - . (5)

Following this approach, a mean da\AC(637nm) of 10.4m? g* (median 10.9n? g*; IQR: 7.1 to 12.317 g?) is derived
between February 1 and March 15, 2017. Recently, Yuan et al. (2020) prodfle@70nm) estimates for the winter
260 campaign period of this study of 7# g* (geometric mean value, range from I®27.9m?g?), which relates to a
MAC(637nm) of around 10.812 g (10.5 to 11.5m2 g) assuming an absorption Angstrdm expondatH) of 1.2 (taken
from Yuan et al., 2020). Zanatta et al. (2016) also reported a geometrid//AE€4H37 nm) of 8.2m? g (geometric standard
deviation of 1.5m? g). For the period between June 1 and June 30, 2015, a meaMA&{$37 nm) of 7.3m? g (median
7.2m? gt IQR: 6.0 to 8.4m? g) is estimated at Melpitz Observatory, which agrees with then7g# previously reported
265 by Nordmann et al. (2013) and is slightly lower than the geometric M&&{637 nm) of 9.5m? g** (geometric standard
deviation of 1.38m% g%) reported by Zanatta et.§2016) for the aerosol at Melpitz during summer. However, Nordmann
et d. (2013) reported estimates based on Raman spectroscopy. Hence, the eMily@&2i7 nm) values for summer and
winter seem reasonableit areevaluated irdepth later. The specific volume fractions of each aerosol compbtwnake
derived based on th@-ACSM and MAAP measurementdividing each aerosol compound's masth its respective
270 density. Appendixtable 1 lists the density of each derived aerosol compound. Moteki et al. (2010) reported that ieis accurat
within 5% to assume the density afmgraphitic carbon at 1.§ cm®. Therefore, in this stugya BC density of 1.8 cnr!
is used.
Due to a lack of airborne chemical composition measurements, we assume that the chemical composition derivec
onthegroundrepresentshe airborne aerosol maasments in both campaigns.
275 These measurements were completed by a Nephelometer (mod. 3563, TSI Inc., Shoreview, MN, USA), which
measures thés.{a) at 450, 550, and 70@m with a relative uncertainty by calibration and truncation of about 10% (Muiller
et al., 2009). The error of the Nephelometer measurements due to truncation and illumination is corrected following
Anderson and Ogren. (1998).
The aerosol particle hygroscopicity parametgiintroduced by Petters and Kreidenweis (2007), represents a
280 quantitative measure of the aerdsolater uptake characteristics and depends aettosol particles' chemical composition
and size. A Volatility HygroscopicityTandem Differential Mobility Analyser (VH DMA), first introduced by Liu et al.
(1978), measures the hygroscopic groetlaerosol particles at a specifRfH andpatrticles sizesand with that, the water
uptake is estimated VH-TDMA was deployed at Melpitz Observatory during the summer campaigopandted asix
different sizebins (30, 50, 75, 110, 165, and 2&%) from which the sizeesolved aerosol hygroscopicig(D,) was
285 inferred. For particles smaller than 86, we assume=s5(30 nm) and forparticleslarger than 26\m a=8(265nm),
respectively. For particles between two sjdeear interpolation is applied. The scientific community usssousVH-
TDMASs, butdetailed insights on the system deployed here provide AugBatiditz et al. (2016).
During the winter campaign, no sizesolved direct hygroscopicity measurements were available. Therefore, the
hygroscopicity of the aerosol particles encountered énwiinter campaign is derived based on the parallel conducted
290 measurements of the aerosol chemical composition utilizing the vekaighted ZSR mixing rule considering the
hygroscopicity parameter of every single aerosol compaunidted in Appendixtable 1. A comparison of the size
segregated(D,) estimates of the VA DMA with bulk Q-ACSM measurements during the summer campaign shows a 1:1
agreement with high correlatiofRq{= 0.98, fit throughthe origin) at 165nm (seeFigure S6). Hence, bulk @ACSM
measurements represent the aerosol at a size of arouminl@fowever, the bulk @Q@CSM approach might oveior

295 underestimate the hygroscopicity of aerosol particles smaller or larger thamli6siameter



Furthermore, Dusing el. (2018) have conducted an optical closure experiment comparinpadésl aerosol
particle light extinction and backscatter coefficients with lidar measurements, using éstimates based on chemical
composition and cloud condensation nuclei counter measurements at 0.2% supersaturtttonade othe chemical
composition the aerosol particle light extinction coefficient did agree with the lidar within H#ce,usig o fr om

300 bulk QACSM measurements is a feasible approach.

3.1.2 Ground-based remote sensing

In addition to the irsitu measurements on the ground, in both campa#gh&lar system was used to determine
Ubsd® and Jex(d). This system was Polfy, a 3+2+1 wavelength Raman polarization lidar system, in the first version
introduced by Althausen et al. (2009). The Pllyersion in this studyintroduced by Engelmann et al. (20perated
305 with three channels for aerosol particle light backscimmg and two for aerosol particle light extinction. During the summer
campaigna neaffield channel at 532m was available. After the summer campaign, Pbllyas updated and equipped
with an additional nedfield channel at 355m and therefore avaible during the wintecampaign. Vertical profiles of
these aerosol propertiege availableeach 3Gs with a vertical resolutionf 7.5m. The geometry of emitted laser and far
field-of-view (FOV) leads to a partial overlap belam altitude of800m, known as the overlap heighand can be
310 determined experimentally (see Wandinger and Ansmann, 2002). Belonv,&00overlap correction is applied to the lidar
data (see Engelmann, 2QM8andinger and Ansmann, 2002). The standard far FOWisatl and the ra& FOV is 2.2mrad
(Engelmann et al., 2016). The automated data evaluation routines and quality checlaceptesiented in detail in Baars
et al. (2016). An intercomparison campaign presented by Wandinger et al.,(B@l&jing different EARLINET
(European Aerosol Research Lidar NETwork) instruments, including the system within this study (see Lidar system named
315 1e02 therein)has shown a maximum deviation of less than 10%. Hence, we assume a 10% measurement uncertainty of the
Cbsd® Measurements.
During the daytime, the signaio-noise ratio in the Ramarhannels is too weak due to solar radiation to provide
robust Ramaiex{ &) . Therefore, in this and other studi(@06a), e. g.
and Hopner et al. (2016), thiiss{d) is converted talex(a) utilizing the extinctionto-backscatter ratio, also known as lidar
320 ratio (LR, in sr), with:
0 Y. (6)
LRis anintensive aerosgiroperty. The estinas ofllex(d) hence are subject to uncertainties arising froni Bhencertainty
andUps{3).
In the past, several studies investigated.fRef different aerosol types with growfhsed lidar systems (Haarig
325 etal., 2016, Mattis et al., 2004, Wang kf 2016, and Ansmann et al., 2010; with an airborne lidar system by GroR} et al.
(2013). Cattrall et al. (2005) estimate®s at 550nm and 102im wavelength based atirect sky radiance and solar

transmittance measurements retrisvalao et al. (2008nd Lu et al. (2011) determined thRe with a synergistic approach
combining spacéorne and grountlased lidar. Dising et al. (2018) provide based on airborne 4situ measurements
estimated with Migheory. All these investigations clearly show ttegL R is highly dependent on the predominant aerosol

330 types. Milller et al. (2007) and Mattis et al. (2004) provided an overview &Rler different aerosol types. Mattis et al.
(2004) provided longerm (20002003) estimates of tHeR for central Europan haze (anthropogenic aerosol particles) of
58 (£12) sr for 355nm, 53(x11) sr for 532nm, and 45+15) sr for 1064nm wavelength, respectively. In this study, the
measuredi,s{8) is transformed intGe(8) with these estimates (sEgure 1; lidar box). The uncertainties of the estimates
of Mattis et al. (2004) and the measurement uncertainties of the lidar system are accounted for in thégdeyiveater,

335 thelLRdeiived with theMie-modelin the ambient state is compared with tieprovided by Mattis et al. (2004). With the
uncertaintyrange of theLR by Mattis et al. (2004) and applying Gaussian error propagatieruncertainty of the lidar
basedlex(d) is at bat 23% at 355im, and 532 nm, and 35% at 1064, respectively.



340

345

350

355

360

365

370

375

Additionally, a sky spectral radiometer (mod. CE318, Cimel Electronique, 75011 Paris, France) was deployed
during both intensive periods of both campaigns as part of the AERONET observetisnsointed sun radiometer derived
the AOD at several wavelengths, and Holben et al. (1998) provide detailed insights on the working principle of this
instrument. It was used to cresiseck the lidar retrievate validatethe integratediex{ &) profi l es wi th t h
Directly deriving tke LR from nighttine observions with he Raman-Lidar would also have beera feasible
approachHowever,as the atmospheric conditistetween nighand daytime were not hagenous and quite variable, we
could not apply the nighttime finding to our diaye observations. Howevergwsed AERONET AOD data to validate our
extinction profiles and found good agreement whenever atmospheric conditions altayyddr June 28, 2015, the integral
of the mean aerosol particle light coefficient between 0 and 2680d 8 to 1QJTC (below the overlap height, the values
are linearly extrapolated to the ground) is 0.13 at r885and 0.072 at 538m. The corresponding AOD(35tn),
extrapolated with thngstromexpaentbetween 340 and 380, is 0.14 and 0.097 at 5820 (extrapolated between 500
and 675n1m). Thus, we believe thesed lidar ratio values are well justified.
With alidar andsun-photometeicombination, profiles ofllan{d) can be estimated using the Generalized Aerosol
Retrieval from Radiometer and Lidar Combined data algorithm (GARRLIC; Lopatin et &), Plaivever AOD at 404nm

of 0.4 and morés needed for this purposthus we could not apply it for our study.

3.1.3 Airborne in-situ measurements

Measurement platforms

During the intensive period of the summer campaign, a set ofddtéte-art instuments, installed on the airborne
platform ACTOS (Siebert et al., 2006), determined microphysical and aerosol optical properties. ACTOS was designed as
an external cargo under a helicopter with a @bl@ng aerial rope and was operastthaximum ascend armescend speeds
of 6 ms'. AmbientRH and temperaturel were recordedral averaged to a temporal resolution dfiz. A data link was
established between ACTOS and a receiver station installed on the heligbptscientist on board thelle@pteradjusted
flight height and track based on theaktime data observation. The measurement strategy is shown in the supplementary
material with a typical flight pattern displayedrigure S1

On ACTOS, a custormade silicabeadbased diffusion dmgr dried the air sample to ensure an aerosol humidity
below 40% following Wiedensohler et al. (2012) recommendatiofise RH has beemeasured downstreaaof the dryer
with an RH sensor (model HYT939, B+B Theraiechnik GmbH, Donaueschingen, Germanihe upper cubff of the
inlet system is estimated at aroungdm following Kulkarni et al. (2011).

During MelColWinter, the tethered balloon system BELUGA (BalldmrnE modular Utility for profilinG the
lower Atmosphere, Egerer et al., 2019)réed a set of payloads, which determined meteorological conditions, including
ambientT andRH, as well as microphysical and aerosol optical properties. The aerosol was sampled with instrumentation
with a temperaturensulated box. The 963 heliumfilled balloon was attached on & long tether (3nm Dyneema®),
an electric winch allowed profiling with a climb and siraite of 1 to 3ns™.

Varying windspeeds during the campaign changed the inclination of the aerosol inlet accordingly. Therefore, we
do not account for the varying upper -@ff of the inlet. However, calculations following Kulkarni et al. (2010) with an
inclination angle of 90° show that 50% of fith aerosol particles with a density of2n2 are aspirated by the inlet at a
wind-speedf around 0.8n s

The aerosol wapassivelydried with a silicabeadbased dryer similar to the one on ACTOS to dampen sudden
changes in th&rH of the aerosol stream. Sudpeedyfluctuations in relative humidity affect filtdsased absorption

measurerantsandhave been shown by Dising et al. (2019), among others, for the instrument used in this study.
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Aerosol optical properties

In summer and winter, the aerosol optical properties were measured onboard ACTOS. The Single Channel Tri
Colour Absorption Pbtometer (STAP; Brechtel Manufacturing Inc., Hayward, CA, USA) deris{b) at 450, 525, and
624nm wavelength, respectively. Briefly, the STAP evaludtg$s) based on light attenuation measurements behind two
filters with a spotsize of around 1.7% 10° m2. This study used quarfiber filters (Pallflex membrane filters, type E70
2075W, Pall Corp., Port Washington, NY, US®n one filter, the aerosol matters deposits, and one filter spot stays clean
downstreanof the first filter. A photodetector detects the intensity of light of the given wavelength tibbaselfilter spots.

All raw data have been recorded on HZtimeresolution.The STAP estimate&n{d) based on 68 running averages of
the measured intensities at defafltthis averaging period, the measurement uncertainty is estimated.®Mm-=. Based
on differential light attenuation measurements between twodtees, the STAP calculates thg{a). Filter-loading and
the enhancement of absorption due to multgdattering within the filtematerial haveare corrected following Ogren
(2010) and Bond et al. (1999). These corrections include thdimealestimated filtetransmission dependentading
correction factor:
Qt p@x deTE p (7
where the transmissidiis defined as the ratio of the intendift) measured at timeand the blankilter intensity
lo = I(to). Due to the limited computational power of the internal chip orhole STAPI.n{8)arerecalculated based on 30
seconds time resolution during the ppsbcessing withmore considerablprecision. Also, STAP data has been corrected
in terms of scattering afacts following Bond et al. (1999). At the time of the mi@@ment campaign, the STAP was still
in an early stage of development and reacted very sensitively to changes in tempEnatefere, measurements of the
STAP from the summer campaigre not shown here but are mentioned for the sake of completeness.

Additionally to the STAP measurements in summer, a Cavity Attenuation Phase Shift Monitor (CARS PM
Aerodyne Research, Billerica, MA, USA) was measunipg® and Us{8 at 630nm wavelength each second. The
measured aerosol particle light scattering coefficiemot used within this stugyand thereforgthe truncation error of
Usc{630Nnm) is not corrected. Moreover, we focus Gg(630nm) estimadd with a 5% accuracy. However, a detailed
characterization of the CAPS PMssa monitor is provided by Modini et a. (2021). Truncation and scattercajibratisn

correction factors are reported with uncertainties of 2% and 4% to 9% for fine androodeseominated aerosol.

Aerosol particle number size distribution

In summer, a TROPQBuilt MPSS determined the PNSD with a temporal resolution of two minutes covering a
size range of @m to 230nm. This temporal resolution translates into a verticaiapasolution of several 10 depending
on the ascent/descent speed of the helicopter. Like #@BS on the ground, this MPSS included a bipolar charger (here
mod. 3077A, TSI Inc., Shoreview, MN, USA) containing radioactiveBEy a TROPOSype DMA (Hauketype, short)
and a condensation particle counter (CPC; mod. 3762A, TSI Inc., Shoreview, MN, USA) with a low#rdiameter
(Dp,50% the CPC detects 50% of the aerosol particles with this diameter) of aroum@8d counting accuracy of 10%n
optical particle size spectrometer was used to determine the PNSD within a specific size range in both camitegns
summer campaign, an optical particle size spectrometer (OPSS; here mod. skyOPC 1.129, GRIMM Grimm Aerosol
Technik, Ainring, Germany) recded the optical equivalent PNSD covering an aerosol particle size range mh360
2.8um (optical diameter) with a temporal resolution did The manual of the skyOPC (v. 2.3) states that each offspring
OPSSunit is calibrated to a mother instrumerith a sacalled inrhouse standard using polydisperse mineral dust (dolomite).
The polarization of the used laser with a wavelength ofr8B5s unknown but is needed to calculate precise response
curves. Because of these reasons, a correction regardirgpmtplex aerosol refractive index= n; +in;) could not be
applied to the data set. The OPSSsitn measurementare quality checked by comparing the average PNSD of the

lowermost 200m with the ground irsitu measurements (seeure 2).
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Figure 2: PNSD at dried state derived during flight 20150617b. The red line indicates the mean PNSD in the atmospheric layer
between 0i 200m sampled with the ACTOS MPSS and OPSS. The black line represents the mean PNSD derived on the ground
during the ACTOS flight time. Red transparent thin lines display the PNSDs derived with ACTOS adjusted with the height

corrected PNSD measured at Melpitz Observatory.

The comparisons reveal a distinct underestimation of the aerosol particle number concentration abovan800
optical diameter (seEigure 2). The underestimation is caused presumably due to a mixture of losses within the system
which cannot be addressed appropriat€he here missing refractive index correction of the OPSS would shift the OPSS
PNSD more to lager particle diameters (see Alas et al., 2019). A correspondingntiute mean of the OPSS
measurements extended the MPSS PN&m the resulting PNSD has been corrected concerning aspirational and
diffusional losses following Kulkarni et al. (2011) andedensohler et al. (2012) using the method of the "equivalent pipe
length".

In the winter campaign, an OPSS (mod. 3330, TSI Inc., Shoreview, MN, k&BAplecthe PNSD in a range of
0.3 to 10um in 16 size bins every 10 seconds. Diffusional losseheatOPSS sizeange are negligible and are not
consideredContrary to thePNSD derived with theykOPG thisOPSS PNSD is corrected with-house softwaréor the
complex aerosol refractive indeBriefly, the used software utilizes Mie theory to calculatethe intensity of sideward
scattered light with a given wavelength of aerosol particles with a complex refractive index and a given diameter D within
an angular range. The next stephifts the dianeterup to the intensity that matches the intensity of the calibrationaerosol
(herePSL) of aspecificdiameer ard refractiveindex. As arestlt, the skze birs are remappedto a rew diameter aray. For
the calalations the spedfic chamacteisticsof the deice haveto beknown. In this case, the sideward angular rargeis £60°,
the wavelengthis 660 nm assuming unpolarized light and arefractive index of the calibrationaerosol at this wavel ength of
1.581+i0. A complex aerosol refractive index of 1.540 is used since this results in OPSS PNSD witteeenboverlap to
the MPSS PNSD measured thieground. The imaginary part of the complex aerosol refractive index is forced to 0 because
it leads to a significant overestimation of the coarse mode in the PN®D tlie imaginary part of the complex aerosol
refractive index is above 0O (see Alas et al., 2019). Mwtethis complex aerosol refractive index is not the refractive index
used in theMie-model becausahe imaginary components are alsgedthere For the investigated days of the winter
campaigna median complex refractive index of the aerosol of 1.56+i0.11 is found for February 9 and 1.56+i0.06 for March
9, respectively. However, these refractive indices are based on the ZBig af homogeneously mixed particles but, a)
we assumed a comhell mixing of the aerosol particles and b) the shape of the aerosol partedssigiahs well for the
refractive index correction. Therefore, the used complex refractive index factorr is morean fieffectived refractive
indexto match the OPSS PNSD to the PNSD derived at ground level with the MPSS and APSS.

12
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In both cases, the instrumentation onboard the payloads did not cover the entire aerosol particle size range fron
10nm to 10um. Since the irsitu instrumentation at the ground is quabtysured, the grourithsed measurements are the
reference and are utilized to correct the airborne measurements. The missing size range is addressed as follows: The si
range of the correspondi®INSD from the ground fills the missing size range; fromrmi0up to 326im, in the winter case,
in the summer case, all sizes larger than @00in optical diameter. Advantageously this addresses the unaccounted
underestimation of larger particles by #$ie/OPC in the summer cagegovides volumeequivalent diameters for the Mie
calculations in that sizeange and accounts for uncertainties introduced due to differences in the complex refractive index
of the calibration aerosol and the prevalent aerdBmlaccount for vertical variability within the atmosphere, the greund
based PNSD is corrected for altitude, establishing afined altitude-correction factorfn. This factor normalizes the
ground-based PSND (each bin equally) with the number concentration ratio of the aerosol particles detected by the OPSS
at altitude h (Nopss(h)) and the mean in alayer near ground below a altitude x Nops{<x m)). The altitudecorrection factor
fn(h) is calculated according Eq. 8):

Ho o J— (8)

h
. For the summer campaigxis set to 200 rrand in the winter campaigh0 m.Nops£h) is the mean aerosol particle number
concentration detected by the OPSS at a given hieighthe summer campaighjs the corresponding mean height of the
two minues MPSS scan peripih the winter campaign, it is the mean altitude of the 10 second measurement period of the
OPSS.

4 Results
4.1 MelColsummer

4.1.1 Model vs. Lidar
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Figure 3: a) Vertical profiles of the 20mlayer averages of the ambienRH (blue), potenial temperature d (red). b) the aerosol
particle number concentration of all particles (Ncrc; black) and the particles detected by the OPSNprss red). Shaded areas
around T, RH, and Nopss represent the standard deviation of the mean in the layerc) aerosol particle light backscattering
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coefficient (ins{8)) averaged from 08:35 to 09:00 UTC. Lines represent lidaestimates and modeled estimates displayed by
triangles (for each PNSD scan on ACTOS) for the given wavelengths 388 (blue), 532nm (green), and 1064 m (red). d) aerosol
particle light extinction coefficient (lex(d)), correspondingly. Shaded areas around the lidatased coefficientsindicate the
assumed 10% uncertainty ofllbs{@) and the range of possibldlex(d) following the given range of Mattis et al. (2004)e) the
extinction-to-backscatter ratio for the different wavelengths (indicated by colors) based on Miealculations (dots with error bars)
and from Mattis et al. (2004) (solid vertical lines, vertical dashed lines represent uncertainty). Uncertaintyars around the Mie-
based Ubs{d) and lext(8) denote 3sigmarange; around LRwmie(d) they denote the range of possibleRwie(8) resulting from the
uncertainties of the modeledlbs{3) and Jex(8). The given profiles were derived during flight b between 08:08 and 09:58 UTC on
June 26, 2015.

Figure 3 shows the vertically resolved atmospheric conditions during the measurement flight between 08:08 and
09:58 UTC on June 26, 2015. Therdayer averages of microphysical aerosol particle properties, the arRtbiemidT,
and the measad (average between 08:35 and 09:00 UTC) and modeled aerosol optical properties of each PNSD scan are
shown. The top of the PBL is about at an altitude of aroukih.Z=rom 2000n to Om altitude, the total aerosol particle
number concentration, measutegthe CPC Ncro), as well as the number concentration for aerosol particles larger than
350nm (Noesg, indicatesthe presence of two different aerosol layers (paj}eBetween 1200 and 1800 altitude, a layer
is indicated by a constalpc of around4000cnT® and aNopssof around 5%n=. In the layer from 706n to Om altitude,
Ncpc steadily increases towards the ground up to 5008 while Nopssscatters around 4&m3. For this layer, the model
calculates larger optical coefficientsaathobservd with the lidar. Aboven altitude of700m, the model calculates lower
Uhsd® at 355nm and 532wm and slightly lowerex(355nm) (Figure 3c) and d)). That indicates different aerosol
populations in these layershe flight was conducted in the earlyoming from 08 to 10 UTC. During this daytime, the
PBL is usually still developing due to thermal convection. Hence, most of the data were collected within the residual layer.
The residual layer is an aged layer of aerosol, and the aerosol sampled rantigespiould not represent the layer aloft the
PBL. However, the model calculates aerosol particle light backscatter and extinction within 35% compared to the lidar with
the best agreement at 58, reproducing the extinction within 12%, much smaller thaapproximatedidar uncertainty.
Within the PBL, presumingly up to an altitude of 600 m, the model significantly calculates {ag@r and Cs{8).
Surprisingly, he assumptions within the modedpture the conditions within the residual layer drethan the aerosol
conditions within the PBL. Maybe, the more aged aerosol within the residual layer fits better Hsbeatoraixing

assumption with the model.
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Figure 4: Scatter plots of the measured (lidar) and modeled (Mie) ambient state aerosairticle light backscattering ({bsq®), panel
a)) and extinction @ext(8), panel b)) coefficient derived during flight 20150626a. Vertical uncertaintpars indicate the range within
+three times the standard deviation of the mean. Horizontal uncertaintybars denote the uncertainty of the lidar estimates.
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Colored lines represent linear fit at the corresponding color for 106ém (red), 532nm (green, NF dark green), and 355m (blue).
The black dashed line represents the 1:1 line.

Figure 4a) and 4b) summarizethe results shown ifrigures 3c) and 3d). Regardingls{d), the Miemodel
calculates around 34:6.4)% larger values than measured with the lidar at hd®4vavelength, 19.¢4)% lower values
at 532nm, and 35.3+3.3)% lower values at 35%m. Considerindlex(8), the estimates of the Mimodd are 31(x5.8)%
larger than the lidabased estimates at 106/ wavelength and by &4)% larger at 532m. At 355nm, the Miemodel
calculates around 16(£3)% lower aerosol particle light extinction coefficients than derived with the lidar.

Figure 3e) displays the spectrally resolved modeldgvie(8) and theLR(8) with the given uncertaintyange
reported by Mattis et al. (2004)Vithin the lowermost 1206n, LRwie(8) is relatively constant, and thH increasegrom
ground to 1200n from around 50% t@0%. The impact of thRHon theLR(8) is small due tthe small hygroscopic growth
of the aerosol particles in thiRH range. Under these conditions, the mé&wie(d) is 54sr at 355nm and 53Zm,
respectively. ThiswverageLRwvie(8) is in the range ofaportedLR(g) for urban haze aerosol reported by Miller et al. (2007)
and Mattis et al. (2004) and is reasonable considering aldoR{a82nm) of polluted dust aerosol of &0 reported by
Omar et al. (2009. The anthropogenic influence (urban, polligeddicated by a largen.sc thanobserved odune 17 and
28 (seeFigure S2. The mearLRvic(1064nm) below 1200n altitude is 3Gsr and agrees with the findings of Omar et al.
(2009). They reportednaLR(1064nm) of 30sr based on satelligorne lidar dservations for clean continental, polluted
continental, and polluted dust aerosol. Above 1208ltitude the LRvie(8) followed the trend of th&H up to the PBL top
indicating a LR-RH dependence.

Figure 5: Same as Figure for flight b on June 17, 2015, between 12:43 and 14:19 UTC.

Figure 5 displays vertical profiles of the same observed parameters as shduguie 3 obtained during the
second flight (12:43 to 14:19 UTC) on June 17, 2Q1Aike June 26, a larger decreaseRf was observed above the top
of the PBL at around 180f to 2000m altitude (Figure 5a)). Below 2001 altitude, theRH is steady decreasing from

75% to 35% towardtheground. The stablNopssandNcpc of ~15cn® and 380CcnT3, respectivelyindicates a welmixed
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