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Abstract. A unique data set derived from remote sensing, airborne, and ground-based in situ measurements is presented. 

This measurement report highlights the known complexity of comparing multiple aerosol optical parameters examined with 15 

different approaches considering different states of humidification and atmospheric aerosol concentrations. Mie-theory-

based modeled aerosol optical properties are compared with respective results of airborne and ground-based in-situ 

measurements and remote sensing (lidar, photometer) performed at the rural central European observatory at Melpitz, 

Germany. Calculated extinction-to-backscatter ratios (lidar ratios) were in the range of previously reported values. However, 

the lidar ratio is a function of the aerosol type and the relative humidity. The particle lidar ratio (LR) dependence on relative 20 

humidity was quantified and followed the trend found in previous studies. We present a fit function for the lidar wavelengths 

of 355, 532, and 1064 nm with an underlying equation of fLR(RH, ɔ(ɚ)) = fLR(RH=0, ɚ)×(1-RH)-ɔ(ɚ), with the derived estimates 

of ɔ(355 nm) = 0.29 (Ñ0.01), ɔ(532 nm) = 0.48 (Ñ0.01), and ɔ(1064 nm) = 0.31 (±0.01) for the central European aerosol. 

This parameterization might be used in the data analysis of elastic-backscatter lidar observations or lidar-ratio-based aerosol 

typing efforts. Our study shows that the used aerosol model could reproduce the in-situ measurements of the aerosol particle 25 

light extinction coefficients (measured at dry conditions) within 13%. Although the model reproduced the in situ measured 

aerosol particle light absorption coefficients within a reasonable range, we identified many sources for significant 

uncertainties in the simulations, such as the unknown aerosol mixing state, brown carbon (organic material) fraction, and 

the unknown aerosol mixing state wavelength-dependent refractive index. The modeled ambient-state aerosol particle light 

extinction and backscatter coefficients were smaller than the measured ones. However, depending on the prevailing aerosol 30 

conditions, an overlap of the uncertainty ranges of both approaches was achieved. 
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1 Introduction  

Aerosol particles can sensitively influence the Earthôs radiation budget by scattering and absorption of solar 

radiation. The aerosol impact is described utilizing the wavelength-dependent aerosol particle scattering coefficient (ůsca(ɚ)) 35 

and particle absorption coefficient (ůabs(ɚ)) as well as the sum of both, denoted as particle extinction coefficient (ůext(ɚ)). In-

situ aerosol measurements with unmanned aerial vehicles (UAV; Altstätter et al., 2018), helicopter-borne payloads, e.g., 

with the Airborne Cloud and Turbulence Observations System (ACTOS; e.g., Siebert et al., 2006, Ditas et al., 2012, Wehner 

et al., 2015; Düsing et al., 2018), tethered-balloon payloads (e.g., Ferrero et al., 2019, Brunamonti et al., 2020), and zeppelins 

(e.g., Rosati et al., 2016a) are important experimental approaches to provide vertically resolved insight into the relationship 40 

between aerosol microphysical properties, chemical composition, optical properties, and related radiative effects. Remote 

sensing techniques such as light detection and ranging (lidar) allow profiling of aerosol optical properties with high vertical 

and temporal resolution in a complementary way (Weitkamp, 2005). All these different experimental approaches are needed 

to improve our knowledge about the role of aerosols in the climate system and, at the same time, to reduce the uncertainties 

in the applied aerosol observations. Direct in-situ aerosol measurements are helpful to validate remote sensing techniques 45 

and vice versa. Lidar-based aerosol particle light backscatter coefficient (ůbsc(ɚ)) profiles have been compared with balloon-

borne in-situ measurements (Brunamonti et al., 2020) and Mie-modeling results (Ferrero et al., 2019). However, the airborne 

in-situ aerosol measurements provide the vertically resolved aerosol information (Rosati et al., 2016a, Düsing et al., 2018, 

Tian et al., 2020), usually at dried state. Lidar, on the other hand, monitors the aerosol under ambient conditions. Therefore, 

the effect of the RH must be considered when comparing in-situ measurements and modeling approaches with remote-50 

sensing retrievals. Lidar systems have been previously utilized to investigate hygroscopic processes (e.g., Zhao et al., 2017; 

Navas-Guzmán et al., 2019; Dawson et al., 2020). Modeling aerosol optical properties can also account for the ambient state 

of the aerosol by simulating the hygroscopic growth of the aerosol particles utilizing, e.g., the semi-empirical 

parameterization of Petters and Kreidenweis (2007). Also, they can be used for the validation of lidar-based retrievals of, 

e.g., the absorption. 55 

However, modeling, remote sensing, and in situ measurements are subject to individual uncertainties that must be 

considered to compare these approaches. Raman-lidar systems, for instance, such as the PollyXT lidar (Engelmann et al., 

2016), can measure the aerosol particle light extinction and backscattering coefficients at several wavelengths ɚ throughout 

the entire troposphere, but only during nighttime hours. The standard backscatter lidar technique is applied to derive aerosol 

backscatter and extinction height profiles in the daytime. The required estimates for the unknown extinction-to-backscatter 60 

ratio, also lidar ratio (including its wavelength dependence, LR(ɚ)), can introduce large uncertainties in the obtained spectral 

particle backscatter and extinction profiles. Note that LR(ɚ) is a function of the wavelength of incoming light, the shape of 

the aerosol particles, the aerosol particle number size distribution (PNSD), and aerosol chemical composition. LR(ɚ) 

estimates during daytime have been derived via a combination of direct lidar ůbsc(ɚ) and columnar sun-photometer 

measurements (Guerrero Rascado et al., 2011 A sun-photometer measures the columnar integral of ůext(ɚ), the aerosol 65 

optical depth (AOD). An effective columnar LR(ɚ) can then be estimated by minimizing the difference between measured 

AOD and the integrated lidar-based ůext(ɚ) derived with an assumed, best matching LR(ɚ). When the Klett-Fernald method 

(Klett, 1982, Fernald et al., 1972) is used to derive ůext(ɚ) and ůbsc(ɚ) with lidar, the LR(ɚ) is kept height-constant, and this 

assumption introduces significant uncertainties because the lidar ratio varies with height, i.e., with changing aerosol layering 

and aerosol type conditions (Guerrero Rascado et al., 2011).  70 

Previous studies have focused on the dependence of ůext(ɚ) on ambient RH (Skupin et al., 2013; Zieger et al., 2013). 

Navas-Guzmán et al. (2019) utilized these effects to investigate the aerosol hygroscopicity with lidar. LR(ɚ) is based on the 

RH-dependent ůbsc(ɚ) and ůext(ɚ), and calculations by Sugimoto et al. (2015) indicated that LR(ɚ) is RH-dependent as well. 

Ackermann (1998) provided a numerical study based on pre-defined aerosol types with distinct size-distribution shapes to 

establish a power series to describe the LR(ɚ) as a function of RH. Salemink et al. (1984) found a linear relationship between 75 
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the LR(ɚ) and the RH. Intensively discussed is the LR-enhancement due to hygroscopic growth in Zhao et al. (2017). They 

reported a positive relationship between LR and RH, but their study lacks information on vertically resolved aerosol particle 

number size distributions and other wavelengths. However, their simulations have shown that utilizing RH-dependent LR to 

retrieve aerosol particle light extinction from elastic backscatter lidar signals results in significantly different values than 

the constant LR approach. The studies above have shown an inconclusive dependence of the LR(ɚ) to the RH and corroborate 80 

that further research is needed, e.g., a quantification based on vertically resolved in-situ measurements. On the other hand, 

modeling is based on many aerosol input parameters regarding particle size distribution and chemical composition as a 

function of height which is usually not available in the required density, e.g., because of airborne platform and payload 

limitations. Details are illuminated in the article. 

We present two field experiments conducted in June 2015 and Winter 2017 at the regional central European 85 

background measurement facility at Melpitz, about 50~km northeast of Leipzig in eastern Germany. In both field studies, 

ground-based and airborne in-situ aerosol measurements and accompanying remote sensing were performed as 

measurements were performed during various atmospheric and aerosol conditions. 

This study has three goals. Of central importance is the comparison of ůbsc(ɚ) and ůext(ɚ) profiles obtained with lidar 

with individual modeling results based on airborne in-situ aerosol measurements. In this context, we want to highlight the 90 

challenges that have to be faced when instrumental limitations regarding airborne payloads do not determine the complete 

set of physicochemical aerosol properties. The second goal deals with the dependence of the lidar ratio on relative humidity. 

The humidity-related LR enhancement at the three lidar wavelengths of 355, 532, and 1064 nm is modeled with input from 

the in-situ aerosol measurements. Finally, the study evaluates the ability of the Mie-model to reproduce measured ůabs(ɚ) 

values at different wavelengths. The goal is to provide a tool for the validation of lidar-photometer-retrieved ůabs(ɚ) 95 

estimates, as Tsekeri et al. (2018) show. The presented study, which includes modeling of ůbsc(ɚ), ůext(ɚ), and ůabs(ɚ) in the 

ambient and dried state based on ground-based and vertically resolved in-situ measurements of aerosol properties as well as 

remote sensing with state-of-the-art photometers and multiwavelength aerosol lidar, is unique in its complexity. 

The study is structured as follows. First, a general overview of the methodology is presented. Subsequently, the 

measurement site and the deployed instrumentations are described. Afterward, the comparison of Mie-modeled with the 100 

measured aerosol optical properties is presented and discussed separately for the summer and winter field observations. 

Meteorological and aerosol conditions and Mie-model validation efforts are presented in the supplementary material. The 

quantification of the RH-induced lidar ratio enhancement is discussed for the summer case. Finally, a summary and 

concluding remarks are given. 

  105 
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2 Modeling of aerosol optical properties 

 

Figure 1: Flowchart of the methodology. Orange shaded area represents the comparison in the dried aerosol state; blue shaded 

areas represent the pathway for the ambient state. 

The aerosol optical properties are calculated following the flowchart displayed in Figure 1. A model utilizing Mie's 110 

theory (Mie, 1908) allows calculating the optical properties of aerosol particles under the assumption that these particles are 

spherical. The Mie-model applied here fulfilled three main tasks. First, it is tested to what extent it can reproduce measured 

ůabs(ɚ) with the given constraints. Second, it is compared to lidar-based ůbsc(ɚ) and ůext(ɚ) based on airborne in-situ 

measurements accounting the ambient RH. Third, it derives LR(ɚ) at ambient aerosol conditions to examine the LR-RH 

dependence. 115 

For both campaigns, an adapted, Mie-model, written in Python (package PyMieSca v1.7.5; Sumlin et al., 2018), 

simulates the aerosol optical properties; in particular, ůbsc(ɚ), ůext(ɚ), ůsca(ɚ), and ůabs(ɚ) for eight different wavelengths. From 

ůbsc(ɚ) and ůext(ɚ), the Mie-based LR(ɚ) (LRMie(ɚ)) is derived. For slightly non-spherical particles, Mie-theory is still 

applicable to particles with a size-parameter x =  ́Dp ɚ-1 of less than five; for particles with a larger x, Mie-theory results in 

a lower LR(ɚ) than the slightly non-spherical particles would have (Pinnick et al., 1976). At 355 nm, for instance, Mie-120 

theory would underestimate the LR(ɚ) already for a non-spherical particle with a diameter larger than 570 nm, the 

corresponding thresholds for 532 nm and 1064 nm are 850 nm and 1700 nm. Also, giant particles, usually non-spherical, 

result in a larger LR(ɚ) than calculated with Mie-theory. 

The Mie-model requires three major input parameters: a) the aerosol particle number size distribution, which was 

measured onboard of airborne payloads or at ground level in Melpitz, b) the mixing-state of the aerosol particles, and c) the 125 

aerosol particle complex refractive index, which is estimated by the chemical composition measurements on the ground. 

The model contains a module to derive aerosol optical properties in the dried and ambient state. For ambient state 

calculations, the model solves the semi-empirical parameterization of Petters and Kreidenweis (2007) to simulate the 

hygroscopic growth of the aerosol particles and therefore needs additional information about the ambient RH and T as well 

as the aerosol hygroscopicity derived with the chemical composition measurements introduced in Sect. 3.1.1. This results 130 

in the ambient state PNSD as well as the ñhumidifiedò complex aerosol refractive index.  

Regarding the mixing state of the aerosol, three different approaches are considered in the scientific community: 

1) external mixture, in which each compound is presented by its PNSD, 2) internally homogeneous mixture, with 
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homogeneously mixed aerosol compounds within the aerosol particles, and 3) the internal core-shell mixture, in which a 

core of a specific compound, like sea salt or light-absorbing carbon, is surrounded by a shell of, e.g., organics or inorganic 135 

salts. For internally mixed aerosols, Ma et al. (2012) have shown that the core-shell mixing model for the aged aerosol 

conditions at Melpitz usually better represents the internally mixed approaches to estimate the aerosol optical properties. 

Rose et al. (2006) have shown that the number fraction of externally mixed soot aerosol particles at 80 nm diameter is 

relatively low in Melpitz, indicating most internally mixed aerosol particles at this size range. The study of Yuan et al. 

(2020), conducted at Melpitz observatory, has shown coating thicknesses of several tens of nm of BC cores with a diameter 140 

of about 200 nm estimated for February 2017. Based on these findings, the core-shell internal mixture model was utilized 

in this study to calculate the aerosol optical properties for both campaigns. We assume that the aerosol particles consist of a 

non-water-soluble core of light-absorbing carbon and a shell of water-soluble, non-absorbing material. However, it must be 

mentioned that, in general, the mixing of aerosol particles is somewhat complex, and a more sophisticated approach would 

be to consider mixtures of aerosol particle populations. For instance, a mixture could be a combination of homogeneously 145 

mixed aerosol particles containing no BC and aerosol particles containing a light-absorbing BC core surrounded by a shell 

of inorganic salts, organic material, or something else. However, the number fraction of both populations would remain 

unclear. 

This mixing approach requires the determination of the aerosol particle core and shell size and their corresponding 

complex refractive index. The aerosol particle core diameter Dc is calculated with: 150 

Ὀ Ὀ Ὢȟ , (1) 

where fv,eBC is the volume fraction of eBC and is assumed to be constant over the entire size range. The volume fraction of 

the eBC particles is estimated as described in the following Section 3.1.1.  

Regarding the complex refractive index of the aerosol particles, following Ma et al. (2014) and references therein, 

the complex refractive index of water-soluble compounds is set to 1.53 + 1e-6i, with a 0.5% uncertainty of the real part and 155 

0% of the imaginary part, respectively. The water-insoluble light-absorbing (eBC) compounds are estimated to have a 

wavelength-independent complex refractive index of 1.75 + 0.55i, with a 4% and 6.6% uncertainty, respectively. This 

approach leads to inaccuracies, especially for calculating ůabs(ɚ) since the complex aerosol refractive index depends on the 

wavelength. Bond and Bergstrom (2006), e.g., recommended a complex refractive index of BC at 550 nm of 1.95 + 0.79i at 

550 nm, whereas Moteki et al. (2010) reported values of 2.26 + 1.26i at 1064 nm.  160 

Also, only BC is considered, whereas brown carbon (BrC), usually organic material and hence part of the particle 

shell, was not. However, BrC is especially effective in light absorption at lower wavelengths, whereas the contribution of 

BC to ůabs(ɚ) decreases towards lower wavelengths. A brief discussion of the spectrally resolved Mie-based ůabs(ɚ) follows 

in Sect. 4.2.1. 

Hale and Querry (1973) provided the complex refractive index of water (liquid; 25°C). Following this publication, 165 

the mean (± standard deviation) of the real part of the complex refractive index of water is 1.33 (± 0.0043) in the range from 

0.3 to 1.0 µm wavelength. The imaginary part is negligibly small (4.5e-7) in this wavelength range. Hence, the complex 

refractive index of water is set to 1.33 + 0i with an assumed real part uncertainty of 0.5%. At ambient state, the complex 

refractive index of the aerosol particle shell is derived based on the volume-weighted Zdanovskii, Stokes, and Robinson 

(ZSR; Zdanovskii, 1948; Stokes and Robinson, 1966) mixing rule of the complex refractive index of the water-soluble 170 

components, and the additionally added water. Although the sampled aerosol was dried, it always contained a small amount 

of residual water, which is negligible for the hygroscopic growth calculations. In the Mie-model, each estimate of the aerosol 

optical properties is derived with a Monte-Carlo approach with n = 50 runs. Before each run, the input parameters are varied 

according to their uncertainty with a Gaussian normal distribution. A uniform distribution is used when the Gaussian normal 

distribution creates physically unreasonable input parameters, e.g., a negative volume fraction of eBC or negative ambient 175 
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RH. Appendixtable 2 summarizes the input parameters of the Mie-model with the uncertainties and the underlying 

distribution for the variation within the Monte-Carlo approach. 

The quality of the underlying assumptions is checked by means of correlation of the in-situ measured and modeled 

aerosol optical coefficients in the dry state, and details are provided in the related supplementary material (Figure S4 and 

S5). Mie-modeling and in-situ measurements agree within 18%, implying that the model constraints provide a good 180 

representation of the "real" aerosol properties, at least in the dried state with the limitation of a MAC(637 nm) applied to all 

considered wavelengths. 

3 Experiments 

The data assembled during two campaigns near Melpitz, Saxony, Germany, are examined in this study. The first 

campaign, named "Melpitz Column" or MelCol-summer, unless otherwise stated ongoing referred to as summer campaign, 185 

was conducted in May and June 2015 with an intensive measurement period including ground-based and air-borne in-situ 

measurements between June 13 and June 28. The second campaign, MelCol-winter, took place in February and March 2017 

and thus is referred to as the winter campaign in the further course of this paper. The upcoming sections overview the 

conducted experiments, introduce the Melpitz Observatory with its characteristic features, and provide an overview of the 

applied instrumentation on the ground and the air. 190 

3.1 Melpitz Observatory  

Both campaigns took place at the central European background station at Melpitz, Saxony, Germany. Melpitz 

Observatory (51° 31' N, 12° 55' E; 84 m a.s.l.) is located in Eastern Germany in a rural, agriculturally used area 44 km 

northeast of Leipzig. About 400 km to the north is the Baltic Sea, and about 1000 km to the west is the Atlantic Ocean. 

Detailed information about Melpitz Observatory is given in Spindler et al. (2010, 2013). As part of various measurement 195 

networks, such as GUAN (German Ultra-fine Aerosol Network; Birmili et al., 2016), ACTRIS (Aerosols, Clouds and Trace 

gases Research Infrastructure), and GAW (Global Atmosphere Watch), and the measurement facility LACROS (Leipzig 

Aerosol and Cloud Remote Observations System; Bühl et al., 2013) Melpitz Observatory comprises comprehensive 

instrumentation in quasi-continuous operation, for high-quality, long-term observations and can be adapted to the needs as 

required. An overview of the continuously operating instrumentation is presented in the following. Details about specific 200 

instrumentation additionally added during the campaigns will be given within respective subsections.  

3.1.1 Ground in-situ instrumentation 

In both campaigns, the PNSD was measured by a combination of a Dual Mobility Particle Size Spectrometer (D-

MPSS, TROPOS-type; Birmili et al., 1999) with 10% accuracy and Aerodynamic Particle Size Spectrometer (APSS, mod. 

3321, TSI Inc., Shoreview, MN, USA) with 10% to 30% uncertainty depending on the size range (Pfeifer et al., 2016).  205 

A D-MPSS consists of a bipolar diffusion charger, two differential mobility analyzers (DMA; Knutson and Whitby, 

1975), and two condensation particle counters (CPC; mod. 3010 and UCPC; mod. 3776, TSI Inc., Shoreview, MN, USA). 

The bipolar charger transforms the aerosol into a well-defined charge equilibrium, according to Fuchs (1968) and 

Wiedensohler et al. (1988). The TROPOS-type DMAs select the charged aerosol particles concerning their electrical 

mobility, and the CPC then counts their number concentration. Overall this setup covers an aerosol particle size range of 3-210 

800 nm in mobility diameter (Dm). The PNSD is available every 20 minutes, and the scan duration is ten minutes. The final 

D-MPSS PNSD used in this study is derived utilizing an inversion routine (Pfeifer et al., 2014) accounting for multiple 

charged aerosol particles, including a diffusion loss correction based on the method of "equivalent pipe length" 

(Wiedensohler et al., 2012). 



7 

 

For the calculation of the optical properties with the Mie-theory, spherical particles must be assumed. Therefore, 215 

we assume that all aerosol particles measured by the D-MPSS system used here are spherical, and the Dm is equal to the 

volume equivalent diameter (Dv). The quality of the PNSD measurements is assured by frequent calibrations, as 

Wiedensohler et al. (2018) described. To cover the entire size range from 10 nm to 10 µm, the APSS PNSD extended the 

D-MPSS PNSD. For this purpose, the aerodynamic diameter (Daer) of the APSS is converted into Dv applying: 

Ὀ Ὀ Ὀ , with (2) 220 

” , (3) 

following DeCarlo et al. (2004). Thereby ɟ0 corresponds to the standard density of 1 g cm-3, ɟaer to the aerosol density, ɟeff 

to the effective aerosol density of 1.5 g cm-3 for fine mode aerosol and already accounts for the shape of the larger aerosol 

particles expressed with the shape factor ɢ. The effective density of 1.5 g cm-3 is chosen because the best overlap of the 

APSS and T-MPSS PNSD is achieved for most merged PNSDs. Also, this effective density fits reasonably well to the 225 

findings of Tuch et al. (2000) and Poulain et al. (2014) with reported aerosol particle densities of 1.53 ± 0.31 g cm-3 and 

1.4 g cm-3 to 1.6 g cm-3, respectively. Although shape factor and aerosol particle density are usually size-dependent, we 

assume a constant density and shape of the aerosol particles for all the measurements of the APSS. At visible wavelengths, 

the coarse-mode of the PNSD is less efficient than the fine-mode in terms of aerosol particle light scattering and extinction. 

Hence, for aerosols dominated by accumulation mode particles, the underlying assumption is appropriate to calculate the 230 

extinction and scattering properties of the aerosol. 

In addition to these continuously running instruments at Melpitz Observatory, a Quadrupole Aerosol Chemical 

Speciation Monitor (Q-ACSM, Aerodyne Res. Inc, Billerica, MA., USA; Ng et al., 2011) measured the mass concentration 

of non-refractory particulate matter (PM). Ammonium (NH4), sulfate (SO4), nitrate (NO3), and chlorine (Cl), as well as the 

organic aerosol mass, have been derived in the fine-mode regime (NR-PM1). Further details on the Q-ACSM measurements 235 

at Melpitz can be found in Poulain et al. (2020). An ion-pairing scheme (ISORROPIA II; Fountoukis and Nenes, 2007) is 

utilized to derive the chemical compounds of the aerosol particles at 293 K and 0% RH. Furthermore, a DIGITEL DHA-80 

(Walter Riemer Messtechnik e.K., Hausen/Röhn, Germany) high volume aerosol sampler collected daily the PM10 (10 

denotes an aerodynamic diameter of the aerosol particles of 10 µm) aerosol particles on a quartz-fiber filter (Type MK 360, 

Munktell, Grycksbo, Sweden) with a total flow of 30 m3 h-1. Among others, Müller (1999), Gnauk et al. (2005), and 240 

Herrmann et al. (2006) provide detailed information about the aerosol sampler. The sampled quartz-fiber filters were 

analyzed offline to determine the total aerosol particle mass concentration (here, we focus on PM10), water-soluble ions, and 

the mass of elemental carbon (EC). The EC mass concentration (mEC) was measured following the EUSAAR2 protocol 

(Cavalli et al., 2010). 

A continuously operating Multi-Angle Absorption Photometer (MAAP; Model 5012, Thermo Scientific, Waltham, 245 

MA, USA; Petzold and Schönlinner, 2004) recorded the ůabs(ɚ) at Melpitz Observatory at a wavelength of 637 nm with an 

uncertainty of 10% (Müller et al., 2011) to 12% (Lack et al. 2014). Several corrections are applied to the aerosol particle 

light absorption measurements of the MAAP. Following Müller et al. (2011), a wavelength correction factor of 1.05 is 

applied to all MAAP-data in this study. Previously, observations conducted in Melpitz by Spindler et al. (2013) and Poulain 

et al. (2014) have shown that the submicron aerosol regime contains 90% of the total PM10 equivalent black carbon (eBC; 250 

Petzold et al., 2013) mass concentration (meBC). Hence, on the meBC data, a correction factor of 0.9 is applied to match the 

corresponding PM1 measurements of the Q-ACSM. With mEC and these absorption measurements, meBC is derived using a 

time-dependent (t) mass absorption cross-section related to the MAAP wavelength of 637 nm (MAC(t, ɚ = 637 nm)) with: 

ά ὸȟφσχὲά
ȟ

ȟ
. (4) 
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The daily average MAC(t, 637 nm) is derived by dividing the daily mEC by the daily (midnight to midnight) mean of the 255 

measured ůabs(637 nm): 

ὓὃὅὸὨὥὭὰώȟφσχὲά
ȟ

ȟ ȟ
. (5) 

Following this approach, a mean daily MAC(637 nm) of 10.4 m2 g-1 (median 10.9 m2 g-1; IQR: 7.1 to 12.3 m2 g-1) is derived 

between February 1 and March 15, 2017. Recently, Yuan et al. (2020) provided MAC(870 nm) estimates for the winter 

campaign period of this study of 7.4 m2 g-1 (geometric mean value, range from 7.2 to 7.9 m2 g-1), which relates to a 260 

MAC(637 nm) of around 10.8 m2 g-1 (10.5 to 11.5 m2 g-1) assuming an absorption Ångström exponent (AAE) of 1.2 (taken 

from Yuan et al., 2020). Zanatta et al. (2016) also reported a geometric mean MAC(637 nm) of 8.2 m2 g-1 (geometric standard 

deviation of 1.5  m2 g-1). For the period between June 1 and June 30, 2015, a mean daily MAC(637 nm) of 7.3 m2 g-1 (median 

7.2 m2 g-1; IQR: 6.0 to 8.4 m2 g-1) is estimated at Melpitz Observatory, which agrees with the 7.4 m2 g-1 previously reported 

by Nordmann et al. (2013) and is slightly lower than the geometric mean MAC(637 nm) of 9.5 m2 g-1 (geometric standard 265 

deviation of 1.38 m2 g-1) reported by Zanatta et al. (2016) for the aerosol at Melpitz during summer. However, Nordmann 

et al. (2013) reported estimates based on Raman spectroscopy. Hence, the estimated MAC(637 nm) values for summer and 

winter seem reasonable but are evaluated in-depth later. The specific volume fractions of each aerosol compound, fv,i, are 

derived based on the Q-ACSM and MAAP measurements, dividing each aerosol compound's mass with its respective 

density. Appendixtable 1 lists the density of each derived aerosol compound. Moteki et al. (2010) reported that it is accurate 270 

within 5% to assume the density of non-graphitic carbon at 1.8 g cm-3. Therefore, in this study, a BC density of 1.8 g cm-1 

is used. 

Due to a lack of airborne chemical composition measurements, we assume that the chemical composition derived 

on the ground represents the airborne aerosol measurements in both campaigns.  

These measurements were completed by a Nephelometer (mod. 3563, TSI Inc., Shoreview, MN, USA), which 275 

measures the ůsca(ɚ) at 450, 550, and 700 nm with a relative uncertainty by calibration and truncation of about 10% (Müller 

et al., 2009). The error of the Nephelometer measurements due to truncation and illumination is corrected following 

Anderson and Ogren. (1998). 

The aerosol particle hygroscopicity parameter ə, introduced by Petters and Kreidenweis (2007), represents a 

quantitative measure of the aerosol's water uptake characteristics and depends on the aerosol particles' chemical composition 280 

and size. A Volatility Hygroscopicity-Tandem Differential Mobility Analyser (VH-TDMA), first introduced by Liu et al. 

(1978), measures the hygroscopic growth of aerosol particles at a specific RH and particles sizes, and with that, the water 

uptake is estimated. A VH-TDMA was deployed at Melpitz Observatory during the summer campaign and operated at six 

different size bins (30, 50, 75, 110, 165, and 265 nm) from which the size-resolved aerosol hygroscopicity ə(Dp) was 

inferred. For particles smaller than 30 nm, we assume ə=ə(30 nm) and for particles larger than 265 nm ə=ə(265 nm), 285 

respectively. For particles between two sizes, linear interpolation is applied. The scientific community uses various VH-

TDMAs, but detailed insights on the system deployed here provide Augustin-Bauditz et al. (2016).  

During the winter campaign, no size-resolved direct hygroscopicity measurements were available. Therefore, the 

hygroscopicity of the aerosol particles encountered in the winter campaign is derived based on the parallel conducted 

measurements of the aerosol chemical composition utilizing the volume-weighted ZSR mixing rule considering the 290 

hygroscopicity parameter of every single aerosol compound əi listed in Appendixtable 1. A comparison of the size-

segregated ə(Dp) estimates of the VH-TDMA with bulk Q-ACSM measurements during the summer campaign shows a 1:1 

agreement with high correlation (R2 = 0.98, fit through the origin) at 165 nm (see Figure S6). Hence, bulk Q-ACSM 

measurements represent the aerosol at a size of around 165 nm. However, the bulk Q-ACSM approach might over- or 

underestimate the hygroscopicity of aerosol particles smaller or larger than 165 nm in diameter. 295 
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Furthermore, Düsing et al. (2018) have conducted an optical closure experiment comparing Mie-based aerosol 

particle light extinction and backscatter coefficients with lidar measurements, using both ə estimates based on chemical 

composition and cloud condensation nuclei counter measurements at 0.2% supersaturation. In the case of the chemical 

composition, the aerosol particle light extinction coefficient did agree with the lidar within 10%. Hence, using ə from the 

bulk Q-ACSM measurements is a feasible approach. 300 

3.1.2 Ground-based remote sensing 

In addition to the in-situ measurements on the ground, in both campaigns, a Lidar system was used to determine 

ůbsc(ɚ) and ůext(ɚ). This system was PollyXT, a 3+2+1 wavelength Raman polarization lidar system, in the first version 

introduced by Althausen et al. (2009). The PollyXT version in this study, introduced by Engelmann et al. (2016, operated 

with three channels for aerosol particle light backscattering and two for aerosol particle light extinction. During the summer 305 

campaign, a near-field channel at 532 nm was available. After the summer campaign, PollyXT was updated and equipped 

with an additional near-field channel at 355 nm and therefore available during the winter campaign. Vertical profiles of 

these aerosol properties are available; each 30 s with a vertical resolution of 7.5 m. The geometry of emitted laser and far 

field-of-view (FOV) leads to a partial overlap below an altitude of 800 m, known as the overlap height, and can be 

determined experimentally (see Wandinger and Ansmann, 2002). Below 800 m, an overlap correction is applied to the lidar 310 

data (see Engelmann, 2016; Wandinger and Ansmann, 2002). The standard far FOV is 1 mrad and the near FOV is 2.2 mrad 

(Engelmann et al., 2016). The automated data evaluation routines and quality check control are presented in detail in Baars 

et al. (2016). An intercomparison campaign presented by Wandinger et al. (2016), including different EARLINET 

(European Aerosol Research LIdar NETwork) instruments, including the system within this study (see Lidar system named 

le02 therein), has shown a maximum deviation of less than 10%. Hence, we assume a 10% measurement uncertainty of the 315 

ůbsc(ɚ) measurements. 

During the daytime, the signal-to-noise ratio in the Raman channels is too weak due to solar radiation to provide 

robust Raman ůext(ɚ). Therefore, in this and other studies, e.g., Omar et al. (2009), Kim et al. (2018), Rosati et al. (2016a), 

and Höpner et al. (2016), the ůbsc(ɚ) is converted to ůext(ɚ) utilizing the extinction-to-backscatter ratio, also known as lidar 

ratio (LR, in sr), with: 320 

„ ‗ „ ‗ ὒὙ‗.  (6) 

LR is an intensive aerosol property. The estimates of ůext(ɚ) hence are subject to uncertainties arising from the LR uncertainty 

and ůbsc(ɚ). 

In the past, several studies investigated the LR of different aerosol types with ground-based lidar systems (Haarig 

et al., 2016, Mattis et al., 2004, Wang et al., 2016, and Ansmann et al., 2010; with an airborne lidar system by Groß et al. 325 

(2013). Cattrall et al. (2005) estimated LRs at 550 nm and 1020 nm wavelength based on direct sky radiance and solar 

transmittance measurements retrievals. Tao et al. (2008) and Lu et al. (2011) determined the LR with a synergistic approach 

combining space-borne and ground-based lidar. Düsing et al. (2018) provide LR based on airborne in-situ measurements 

estimated with Mie-theory. All these investigations clearly show that the LR is highly dependent on the predominant aerosol 

types. Müller et al. (2007) and Mattis et al. (2004) provided an overview of the LR for different aerosol types. Mattis et al. 330 

(2004) provided long-term (2000-2003) estimates of the LR for central European haze (anthropogenic aerosol particles) of 

58 (±12) sr for 355 nm, 53 (±11) sr for 532 nm, and 45 (±15) sr for 1064 nm wavelength, respectively. In this study, the 

measured ůbsc(ɚ) is transformed into ůext(ɚ) with these estimates (see Figure 1; lidar box). The uncertainties of the estimates 

of Mattis et al. (2004) and the measurement uncertainties of the lidar system are accounted for in the derived ůext(ɚ). Later, 

the LR derived with the Mie-model in the ambient state is compared with the LR provided by Mattis et al. (2004). With the 335 

uncertainty range of the LR by Mattis et al. (2004) and applying Gaussian error propagation, the uncertainty of the lidar-

based ůext(ɚ) is at best 23% at 355 nm, and 532 nm, and 35% at 1064 nm, respectively.  
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Additionally, a sky spectral radiometer (mod. CE318, Cimel Electronique, 75011 Paris, France) was deployed 

during both intensive periods of both campaigns as part of the AERONET observations. This pointed sun radiometer derived 

the AOD at several wavelengths, and Holben et al. (1998) provide detailed insights on the working principle of this 340 

instrument. It was used to cross-check the lidar retrievals to validate the integrated ůext(ɚ) profiles with the AERONET AOD. 

Directly deriving the LR from nighttime observations with the Raman-Lidar would also have been a feasible 

approach. However, as the atmospheric conditions between night and daytime were not homogenous and quite variable, we 

could not apply the nighttime finding to our daytime observations. However, we used AERONET AOD data to validate our 

extinction profiles and found good agreement whenever atmospheric conditions allowed. E.g., for June 28, 2015, the integral 345 

of the mean aerosol particle light coefficient between 0 and 2500 m and 8 to 10 UTC (below the overlap height, the values 

are linearly extrapolated to the ground) is 0.13 at 355 nm and 0.072 at 532 nm. The corresponding AOD(355 nm), 

extrapolated with the Ångström exponent between 340 and 380 nm, is 0.14 and 0.097 at 532 nm (extrapolated between 500 

and 675 nm). Thus, we believe the used lidar ratio values are well justified. 

With a lidar and sun-photometer combination, profiles of ůabs(ɚ) can be estimated using the Generalized Aerosol 350 

Retrieval from Radiometer and Lidar Combined data algorithm (GARRLiC; Lopatin et al., 2013). However, AOD at 404 nm 

of 0.4 and more is needed for this purpose; thus, we could not apply it for our study. 

3.1.3 Airborne in-situ measurements 

Measurement platforms 

During the intensive period of the summer campaign, a set of state-of-the-art instruments, installed on the airborne 355 

platform ACTOS (Siebert et al., 2006), determined microphysical and aerosol optical properties. ACTOS was designed as 

an external cargo under a helicopter with a 150 m long aerial rope and was operated at maximum ascend and descend speeds 

of 6 m s-1. Ambient RH and temperature (T) were recorded and averaged to a temporal resolution of 1 Hz. A data link was 

established between ACTOS and a receiver station installed on the helicopter. The scientist on board the helicopter adjusted 

flight height and track based on the real-time data observation. The measurement strategy is shown in the supplementary 360 

material with a typical flight pattern displayed in Figure S1. 

On ACTOS, a custom-made silica-bead-based diffusion dryer dried the air sample to ensure an aerosol humidity 

below 40%, following Wiedensohler et al. (2012) recommendations. The RH has been measured downstream of the dryer 

with an RH sensor (model HYT939, B+B Thermo-Technik GmbH, Donaueschingen, Germany). The upper cut-off of the 

inlet system is estimated at around 2 µm following Kulkarni et al. (2011).  365 

During MelCol-Winter, the tethered balloon system BELUGA (Balloon-bornE modular Utility for profilinG the 

lower Atmosphere, Egerer et al., 2019) carried a set of payloads, which determined meteorological conditions, including 

ambient T and RH, as well as microphysical and aerosol optical properties. The aerosol was sampled with instrumentation 

with a temperature-insulated box. The 90 m³ helium-filled balloon was attached on a 2 km long tether (3 mm Dyneema®), 

an electric winch allowed profiling with a climb and sink rate of 1 to 3 m s-1.  370 

Varying wind speeds during the campaign changed the inclination of the aerosol inlet accordingly. Therefore, we 

do not account for the varying upper cut-off of the inlet. However, calculations following Kulkarni et al. (2010) with an 

inclination angle of 90° show that 50% of 10 µm aerosol particles with a density of 2 g cm-3 are aspirated by the inlet at a 

wind-speed of around 0.8 m s-1. 

The aerosol was passively dried with a silica-bead-based dryer similar to the one on ACTOS to dampen sudden 375 

changes in the RH of the aerosol stream. Such speedy fluctuations in relative humidity affect filter-based absorption 

measurements and have been shown by Düsing et al. (2019), among others, for the instrument used in this study. 

 



11 

 

Aerosol optical properties 

In summer and winter, the aerosol optical properties were measured onboard ACTOS. The Single Channel Tri-380 

Colour Absorption Photometer (STAP; Brechtel Manufacturing Inc., Hayward, CA, USA) derived ůabs(ɚ) at 450, 525, and 

624 nm wavelength, respectively. Briefly, the STAP evaluates ůabs(ɚ) based on light attenuation measurements behind two 

filters with a spot-size of around 1.75 x 10-5 m-2. This study used quartz-fiber filters (Pallflex membrane filters, type E70-

2075W, Pall Corp., Port Washington, NY, USA). On one filter, the aerosol matters deposits, and one filter spot stays clean 

downstream of the first filter. A photodetector detects the intensity of light of the given wavelength behind these filter spots. 385 

All raw data have been recorded on a 1 Hz time resolution. The STAP estimates ůabs(ɚ) based on 60 s running averages of 

the measured intensities at default. At this averaging period, the measurement uncertainty is estimated to be 0.2 Mm-1. Based 

on differential light attenuation measurements between two time-steps, the STAP calculates the ůabs(ɚ). Filter-loading and 

the enhancement of absorption due to multiple scattering within the filter-material have are corrected following Ogren 

(2010) and Bond et al. (1999). These corrections include the real-time estimated filter-transmission dependent loading 390 

correction factor: 

Ὢ† ρȢπχωφ† πȢχρ , (7) 

where the transmission Ű is defined as the ratio of the intensity I(t) measured at time t and the blank-filter intensity 

I0 = I(t0). Due to the limited computational power of the internal chip onboard, the STAP ůabs(ɚ)are recalculated based on 30 

seconds time resolution during the post-processing with more considerable precision. Also, STAP data has been corrected 395 

in terms of scattering artifacts following Bond et al. (1999). At the time of the measurement campaign, the STAP was still 

in an early stage of development and reacted very sensitively to changes in temperature. Therefore, measurements of the 

STAP from the summer campaign are not shown here but are mentioned for the sake of completeness. 

 Additionally to the STAP measurements in summer, a Cavity Attenuation Phase Shift Monitor (CAPS PMssa; 

Aerodyne Research, Billerica, MA, USA) was measuring ůext(ɚ) and ůsca(ɚ) at 630 nm wavelength each second. The 400 

measured aerosol particle light scattering coefficient is not used within this study, and therefore, the truncation error of 

ůsca(630 nm) is not corrected. Moreover, we focus on ůext(630 nm) estimated with a 5% accuracy. However, a detailed 

characterization of the CAPS PMssa monitor is provided by Modini et a. (2021). Truncation and scattering cross-calibration 

correction factors are reported with uncertainties of 2% and 4% to 9% for fine and coarse mode dominated aerosol. 

 405 

Aerosol particle number size distribution 

In summer, a TROPOS-built MPSS determined the PNSD with a temporal resolution of two minutes covering a 

size range of 8 nm to 230 nm. This temporal resolution translates into a vertical spatial resolution of several 100 m depending 

on the ascent/descent speed of the helicopter. Like the D-MPSS on the ground, this MPSS included a bipolar charger (here 

mod. 3077A, TSI Inc., Shoreview, MN, USA) containing radioactive Kr-85, a TROPOS-type DMA (Hauke-type, short), 410 

and a condensation particle counter (CPC; mod. 3762A, TSI Inc., Shoreview, MN, USA) with a lower cut-off diameter 

(Dp,50%; the CPC detects 50% of the aerosol particles with this diameter) of around 8 nm and counting accuracy of 10%. An 

optical particle size spectrometer was used to determine the PNSD within a specific size range in both campaigns. In the 

summer campaign, an optical particle size spectrometer (OPSS; here mod. skyOPC 1.129, GRIMM Grimm Aerosol 

Technik, Ainring, Germany) recorded the optical equivalent PNSD covering an aerosol particle size range of 350 nm to 415 

2.8 µm (optical diameter) with a temporal resolution of 1 Hz. The manual of the skyOPC (v. 2.3) states that each offspring-

OPSS unit is calibrated to a mother instrument with a so-called in-house standard using polydisperse mineral dust (dolomite). 

The polarization of the used laser with a wavelength of 655 nm is unknown but is needed to calculate precise response 

curves. Because of these reasons, a correction regarding the complex aerosol refractive index (n = nr + ini) could not be 

applied to the data set. The OPSS in-situ measurements are quality checked by comparing the average PNSD of the 420 

lowermost 200 m with the ground in-situ measurements (see Figure 2). 
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Figure 2: PNSD at dried state derived during flight 20150617b. The red line indicates the mean PNSD in the atmospheric layer 

between 0 ï 200 m sampled with the ACTOS MPSS and OPSS. The black line represents the mean PNSD derived on the ground 

during the ACTOS flight time. Red transparent thin lines display the PNSDs derived with ACTOS adjusted with the height-425 

corrected PNSD measured at Melpitz Observatory. 

 

The comparisons reveal a distinct underestimation of the aerosol particle number concentration above 800 nm in 

optical diameter (see Figure 2). The underestimation is caused presumably due to a mixture of losses within the system, 

which cannot be addressed appropriately. The here missing refractive index correction of the OPSS would shift the OPSS 430 

PNSD more to larger particle diameters (see Alas et al., 2019). A corresponding two-minute mean of the OPSS 

measurements extended the MPSS PNSD, and the resulting PNSD has been corrected concerning aspirational and 

diffusional losses following Kulkarni et al. (2011) and Wiedensohler et al. (2012) using the method of the "equivalent pipe 

length".  

In the winter campaign, an OPSS (mod. 3330, TSI Inc., Shoreview, MN, USA) sampled the PNSD in a range of 435 

0.3 to 10 µm in 16 size bins every 10 seconds. Diffusional losses at the OPSS size range are negligible and are not 

considered. Contrary to the PNSD derived with the sykOPC, this OPSS PNSD is corrected with in-house software for the 

complex aerosol refractive index. Briefly, the used software utilizes Mie theory to calculate the intensity of sideward 

scattered light with a given wavelength of aerosol particles with a complex refractive index and a given diameter D within 

an angular range. The next step shifts the diameter up to the intensity that matches the intensity of the calibration aerosol 440 

(here PSL) of a specific diameter and refractive index. As a result, the size bins are remapped to a new diameter array. For 

the calculations, the specif ic characteristics of the device have to be known. In this case, the sideward angular range is ±60°, 

the wavelength is 660 nm assuming unpolarized light and a refractive index of the calibration aerosol at this wavelength of 

1.581+i0. A complex aerosol refractive index of 1.54 + i0 is used since this results in OPSS PNSD with a decent overlap to 

the MPSS PNSD measured on the ground. The imaginary part of the complex aerosol refractive index is forced to 0 because 445 

it leads to a significant overestimation of the coarse mode in the PNSD when the imaginary part of the complex aerosol 

refractive index is above 0 (see Alas et al., 2019). Note that this complex aerosol refractive index is not the refractive index 

used in the Mie-model because the imaginary components are also used there. For the investigated days of the winter 

campaign, a median complex refractive index of the aerosol of 1.56+i0.11 is found for February 9 and 1.56+i0.06 for March 

9, respectively. However, these refractive indices are based on the ZSR mixing of homogeneously mixed particles but, a) 450 

we assumed a core-shell mixing of the aerosol particles and b) the shape of the aerosol particles is essential as well for the 

refractive index correction. Therefore, the used complex refractive index for correction is more an ñeffectiveò refractive 

index to match the OPSS PNSD to the PNSD derived at ground level with the MPSS and APSS. 
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In both cases, the instrumentation onboard the payloads did not cover the entire aerosol particle size range from 

10 nm to 10 µm. Since the in-situ instrumentation at the ground is quality-assured, the ground-based measurements are the 455 

reference and are utilized to correct the airborne measurements. The missing size range is addressed as follows: The size 

range of the corresponding PNSD from the ground fills the missing size range; from 10 nm up to 326 nm, in the winter case, 

in the summer case, all sizes larger than 800 nm in optical diameter. Advantageously this addresses the unaccounted 

underestimation of larger particles by the skyOPC in the summer case, provides volume-equivalent diameters for the Mie 

calculations in that size range, and accounts for uncertainties introduced due to differences in the complex refractive index 460 

of the calibration aerosol and the prevalent aerosol. To account for vertical variability within the atmosphere, the ground-

based PNSD is corrected for altitude, establishing a non-fixed altitude-correction factor fh. This factor normalizes the 

ground-based PSND (each bin equally) with the number concentration ratio of the aerosol particles detected by the OPSS 

at altitude h (NOPSS(h)) and the mean in a layer near ground below an altitude x (NOPSS(<x m)). The altitude-correction factor 

fh(h) is calculated according to Eq. (8):  465 

Ὢ Ὤ  
ȟ  

. (8) 

. For the summer campaign, x is set to 200 m, and in the winter campaign, 50 m. NOPSS(h) is the mean aerosol particle number 

concentration detected by the OPSS at a given height h. In the summer campaign, h is the corresponding mean height of the 

two minutes MPSS scan period; in the winter campaign, it is the mean altitude of the 10 second measurement period of the 

OPSS.  470 

4 Results 

4.1 MelCol-summer 

4.1.1 Model vs. Lidar 

 

Figure 3: a) Vertical profiles of the 20m-layer averages of the ambient RH (blue), potential temperature ɗ (red). b) the aerosol 475 
particle number concentration of all particles (NCPC; black) and the particles detected by the OPSS (NOPSS; red). Shaded areas 

around T, RH, and NOPSS represent the standard deviation of the mean in the layer. c) aerosol particle light backscattering 
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coefficient (ůbsc(ɚ)) averaged from 08:35 to 09:00 UTC. Lines represent lidar estimates and modeled estimates displayed by 

triangles (for each PNSD scan on ACTOS) for the given wavelengths 355 nm (blue), 532 nm (green), and 1064 nm (red). d) aerosol 

particle light extinction coefficient (ůext(ɚ)), correspondingly. Shaded areas around the lidar-based coefficients indicate the 480 
assumed 10% uncertainty of ůbsc(ɚ) and the range of possible ůext(ɚ) following the given range of Mattis et al. (2004). e) the 

extinction-to-backscatter ratio for the different wavelengths (indicated by colors) based on Mie-calculations (dots with error bars) 

and from Mattis et al. (2004) (solid vertical lines, vertical dashed lines represent uncertainty). Uncertainty-bars around the Mie-

based ůbsc(ɚ) and ůext(ɚ) denote 3-sigma-range; around LRMie(ɚ) they denote the range of possible LRMie(ɚ) resulting from the 

uncertainties of the modeled ůbsc(ɚ) and ůext(ɚ). The given profiles were derived during flight b between 08:08 and 09:58 UTC on 485 
June 26, 2015. 

 

Figure 3 shows the vertically resolved atmospheric conditions during the measurement flight between 08:08 and 

09:58 UTC on June 26, 2015. The 20 m-layer averages of microphysical aerosol particle properties, the ambient RH and T, 

and the measured (average between 08:35 and 09:00 UTC) and modeled aerosol optical properties of each PNSD scan are 490 

shown. The top of the PBL is about at an altitude of around 2 km. From 2000 m to 0 m altitude, the total aerosol particle 

number concentration, measured by the CPC (NCPC), as well as the number concentration for aerosol particles larger than 

350 nm (NOPSS), indicates the presence of two different aerosol layers (panel b)). Between 1200 and 1800 m altitude, a layer 

is indicated by a constant NCPC of around 4000 cm-3 and a NOPSS of around 55 cm-3. In the layer from 700 m to 0 m altitude, 

NCPC steadily increases towards the ground up to 5000 cm-3, while NOPSS scatters around 45 cm-3. For this layer, the model 495 

calculates larger optical coefficients than observed with the lidar. Above an altitude of 700 m, the model calculates lower 

ůbsc(ɚ) at 355 nm and 532 nm and slightly lower ůext(355 nm) (Figure 3c) and d)). That indicates different aerosol 

populations in these layers. The flight was conducted in the early morning from 08 to 10 UTC. During this daytime, the 

PBL is usually still developing due to thermal convection. Hence, most of the data were collected within the residual layer. 

The residual layer is an aged layer of aerosol, and the aerosol sampled on the ground should not represent the layer aloft the 500 

PBL. However, the model calculates aerosol particle light backscatter and extinction within 35% compared to the lidar with 

the best agreement at 532 nm, reproducing the extinction within 12%, much smaller than the approximated lidar uncertainty. 

Within the PBL, presumingly up to an altitude of 600 m, the model significantly calculates larger ůext(ɚ) and ůbsc(ɚ). 

Surprisingly, the assumptions within the model capture the conditions within the residual layer better than the aerosol 

conditions within the PBL. Maybe, the more aged aerosol within the residual layer fits better the core-shell mixing 505 

assumption with the model.  

 

 

Figure 4: Scatter plots of the measured (lidar) and modeled (Mie) ambient state aerosol particle light backscattering (ůbsc(ɚ), panel 

a)) and extinction (ůext(ɚ), panel b)) coefficient derived during flight 20150626a. Vertical uncertainty bars indicate the range within 510 
±three times the standard deviation of the mean. Horizontal uncertainty bars denote the uncertainty of the lidar estimates. 
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Colored lines represent linear fit at the corresponding color for 1064 nm (red), 532 nm (green, NF dark green), and 355 nm (blue). 

The black dashed line represents the 1:1 line. 

 

Figure 4a) and 4b) summarize the results shown in Figures 3c) and 3d). Regarding ůbsc(ɚ), the Mie-model 515 

calculates around 34 (±6.4)% larger values than measured with the lidar at 1064 nm wavelength, 19.1 (±4)% lower values 

at 532 nm, and 35.3 (±3.3)% lower values at 355 nm. Considering ůext(ɚ), the estimates of the Mie-model are 31 (±5.8)% 

larger than the lidar-based estimates at 1064 nm wavelength and by 5 (±4)% larger at 532 nm. At 355 nm, the Mie-model 

calculates around 16.7 (±3)% lower aerosol particle light extinction coefficients than derived with the lidar. 

Figure 3e) displays the spectrally resolved modeled LRMie(ɚ) and the LR(ɚ) with the given uncertainty range 520 

reported by Mattis et al. (2004). Within the lowermost 1200 m, LRMie(ɚ) is relatively constant, and the RH increases from 

ground to 1200 m from around 50% to 70%. The impact of the RH on the LR(ɚ) is small due to the small hygroscopic growth 

of the aerosol particles in this RH range. Under these conditions, the mean LRMie(ɚ) is 54 sr at 355 nm and 532 nm, 

respectively. This average LRMie(ɚ) is in the range of reported LR(ɚ) for urban haze aerosol reported by Müller et al. (2007) 

and Mattis et al. (2004) and is reasonable considering also the LR(532 nm) of polluted dust aerosol of 60 sr reported by 525 

Omar et al. (2009. The anthropogenic influence (urban, polluted) is indicated by a larger meBC than observed on June 17 and 

28 (see Figure S2). The mean LRMie(1064 nm) below 1200 m altitude is 30 sr and agrees with the findings of Omar et al. 

(2009). They reported an LR(1064 nm) of 30 sr based on satellite-borne lidar observations for clean continental, polluted 

continental, and polluted dust aerosol. Above 1200 m altitude, the LRMie(ɚ) followed the trend of the RH up to the PBL top, 

indicating an LR-RH dependence. 530 

 

Figure 5: Same as Figure 3 for flight b on June 17, 2015, between 12:43 and 14:19 UTC. 

 

Figure 5 displays vertical profiles of the same observed parameters as shown in Figure 3 obtained during the 

second flight (12:43 to 14:19 UTC) on June 17, 2015. Unlike June 26, a larger decrease of RH was observed above the top 535 

of the PBL at around 1800 m to 2000 m altitude (Figure 5a)). Below 2000 m altitude, the RH is steadily decreasing from 

75% to 35% towards the ground. The stable NOPSS and NCPC of ~15 cm-3 and 3800 cm-3, respectively, indicates a well-mixed 


