Author’s response

July 20, 2021

To the editor

We thank all reviewers for attentively reading our manuscript and their constructive comments. In this revision, we included small changes to address the questions and comments of Reviewer 1’s largely favourable review. Reviewer 2 asked about the dependency of our study on the choice of the analysed variable (i.e. temperature) and the consistency between different variables. We have carried out additional analysis to that effect and show the results in the Appendix B and a new subsection 4.5 in the main text. Reviewer 3 has made the suggestion to investigate the dependence of propagation distance on horizontal wavelength which is along with our motivation in the introduction. For this we included a new Figure (now Figure 9). However, we do not agree with the comment of Reviewer 3 about mistakes in Appendix A. Appendix A is in line with the common understanding in the literature (cf. for example the review paper by Fritts and Alexander (2003) and previous work e.g. by Sato and coauthors).

Reply to Reviewer 1

We thank the reviewer for her / his very favourable review of the paper and the helpful comments for increasing readability towards more precise and lucid descriptions.

(19) “to account for lateral propagation”: More precisely, to account for meridional propagation, which is the major deficiency in current column-based GW parameterizations.
changed as suggested

(48) “gravity waves propagate along their phase lines”: It would be clearer to write that the group propagation of gravity waves occurs along their phase lines.
changed as suggested

(257) “Figure 3”: Please state explicitly here that these maps are for an altitude of 25 km. This information is given in the figure caption, but it is important enough to include also in the text.
alitude included in text, also in reply to Reviewer 2 a short motivation for the selection of the main analysis altitude is provided.

(294) “clear source attribution ... and hence can be described by ... a single monochromatic wave”: I am not sure how it follows that a well-defined source implies a monochromatic wave. For example, the horizontal wavenumber spectrum of GW waves excited by wind blowing over a Gaussian obstacle will itself be a Gaussian, not a monochromatic wave. Perhaps I am misunderstanding what the authors are saying here?
In the example of the Gaussian mountain, the horizontal wavenumber spectrum would have a Gaussian amplitude envelope around a main carrying frequency determined by e.g. the width of a mountain ridge for horizontal scales. A dominant vertical wavelength is given by the dispersion relation for mountain waves. Likewise other source processes have dominant scales. In addition, propagation to the analysis altitude tends to separate different scales. Accordingly, in our experience the monochromatic approach is quite successful. The text is reformulated to:

In addition, gravity waves with amplitudes above a general background level can be expected to have a clear source attribution. Various sources excite gravity waves of scales typical for the particular source process.
Even if a source emits a spectrum of waves, propagation to the altitudes we consider will spatially separate the spectral components. Accordingly, it has been shown by Lehmann et al. (2012) for the case of a typhoon that the spectral distribution obtained with a spectral analysis method applied on a larger region around a source is well described by the spectral distribution gained from the monochromatic waves in this region. This facilitates backward ray-tracing to these sources which has been applied in a number of previous studies (Preusse et al., 2014; Krisch et al., 2017; Perrett et al., 2021).

“group velocity falls below a specified threshold”: What is the threshold? 0.01 m/s ; inserted in the text

“The ray launch and termination points . . . in Figure 4”: Please state explicitly here that the ray launch points (left column of Fig 4) are all at 25 km. The figure caption states this, but this is important information that should be mentioned in the text here, when the reader first encounters Fig. 4.

All rays were launched from an altitude of 25 km altitude. The altitude of the termination points differs for each ray and is shown by the colour of the location dot in the termination point plots.

“The grey dots . . . are scaled”: It might be clearer to write that the size of the gray dots is proportional to the GW momentum flux at the location of each launch point.

The grey dots mark the launch locations and their area is chosen proportional to the launch GW momentum flux inferred for the individual ray.

“The majority of these waves”: More accurately, “the majority of these rays”.

“the tropospheric jet upwind of New Zealand”: It would be useful to refer here to Fig. 1, where the synoptic situation is shown.

“mountain’ rays travel short [horizontal] distances”: Is this because the ratio of horizontal to vertical group velocities cgx/cgz [k(U – c)]-1, where U is the background wind, c 0, and U is strong in the generation region of the mountain waves and at higher altitudes as they propagate upward?

For the waves with small angle between wind and wave vector, it is because of the compensation between wind and intrinsic horizontal group velocity. Also really high angles do not occur, which is likely an effect of excitation efficiency. However, at this point of the text the statement is just an observation, and interpretation is included later, so we do not modify the text.

“contradiction between”: It would be useful to explain here, in a sentence or so, what the contradiction is.

In the introduction, we broad an apparent contradiction forward between the modelling study of Holt et al. (2017), who see momentum flux maxima mainly at mid-latitudes for 15 km, and the superpressure balloon observations of Hertzog et al. (2008) and Jewtoukoff et al. (2015), who observe momentum flux maxima associated with the winter polar vortex at 18 km altitude. It seems unlikely that all this momentum is transported laterally over this very small altitude range of only 3 km. However, if waves that remain very close to their sources and have little relevance for the stratosphere were dominant at 15 km altitude but disappear above, that would explain this apparent contradiction in the location of the GW momentum maxima.

“wind and intrinsic phase speed cancel each other”: I am not sure what this means. The intrinsic phase speed is (U – c), where c is the ground-based phase speed, so I do not understand in what sense the wind and the intrinsic phase speed “cancel each other”. Do you mean to say that certain values of c can reduce the intrinsic phase speed (U – c)? Note also that, for mountain waves, c = 0, so it is not clear how much effect c can have on the intrinsic phase speed.

Has been changed to
If they are directed strictly opposite, wind and intrinsic phase speed are of the same magnitude but opposite to each other \((U - \hat{c}) = c_{ph} \approx 0\) and thus the intrinsic group velocity compensates the advection of the wave parcel by the wind and keeps the wave above the source.

(466) “the wave drifts with the wind”: What does this mean?
see above

(482) “Figure 8 ... relative propagation direction”: How is the relative angle measured? Clockwise or counterclockwise from the direction of the wind? This needs to be noted here. Added clarification to the text.
180° indicates opposite orientation, the difference angle is counter-clockwise with respect to the wind direction.

(501) “Here 0° represents a direction to the East ...”: Note that only the left and middle column show directions with respect to the ground. The right column is the direction of the wave vector relative to the wind. That aside, it would be less confusing to state that 0° points East, 90° points North, and so on; and that the plots in the first two columns show the direction of the wave vector and the direction of air flow, respectively. Finally, the right column of the figure shows the angle between the wave vector and the wind direction, measured counter-clockwise. The latter should be noted explicitly in the text.
Changed as suggested

(522) “all directions ... are present (panel i)”: The spread of angles with respect to the wind in Fig. 9i is somewhat broader than in the other cases, especially that of “mountain” waves (Fig. 9c), but it does not appear to me qualitatively different. In particular, it is not the case that in Fig. 9i “all directions relative to the wind are present”. There are virtually no rays with directions between 270° and 90° relative to the wind in Fig. 9i.
This is to some degree an effect of the plot. The lower altitudes appear as less important simply because the same angle differences correspond to less space on the paper, but actually low-altitude angles are as meaningful as at higher altitudes. This is certainly a disadvantage of this type of plot, but it has many other advantages. In panel (i) around 10 km and below, angles of very close to 270° are populated which is not the case in the two other groups and definitely not in the ‘mountain’ rays. We have modified the text to draw more attention to this:
The direction relative to the wind is generally opposite, that is only the left-hand side of the circle is filled, but there almost all directions occur. In particular, for lower altitudes near 10 km, angles can be very close to 270°, which discerns the high-terminated rays from the other two groups and in particular from the mountain waves.

Reply to Reviewer 2
We thank Reviewer 2 for her / his helpful comments. We agree that using also the other model quantities for comparison can give a feeling for the consistency of the analysis and thus raise confidence in the main results. However since this is not part of the main message of the paper, as the reviewer pointed out as well, we have added a new appendix performing such consistency checks. The suggestions made will help to improve the quality of the paper.

1. The investigation is carried out with the identification of gravity wave packets as a starting point. This identification focuses on temperature. This makes sense and is related to the relevance of this variable and the corresponding diagnostic tools in observations. However, since the analysis is carried out on model data, other variables could be used. The vertical velocity in particular is available, and variations will naturally be dominated by gravity waves (no or much less need to remove background large-scale gradients). What are the results of the S3D method on the vertical velocity field (or on other fields, e.g. meridional wind, ageostrophic wind, divergence..)? What is the sensitivity of the method to the choice of the reference variable for the identification of wave packets and what does this imply for the overall interpretation?
We have added a section to the appendix in the revised version of the paper which tests the results in terms of consistency between temperature, horizontal winds and vertical velocities. One advantage of temperature
and vertical velocities compared to horizontal winds is that the strength of the patterns is independent of the propagation direction. Vertical velocities tend to emphasise shorter scales which leads to somewhat higher momentum fluxes and a stronger emphasis on mountain waves, but does not impact the main conclusions of this study.

2. The gravity wave momentum flux (GWMF) is calculated, it seems, from the wave characteristics (‘GWMF depends both on the squared temperature amplitude and the ratio of horizontal to vertical wavelengths’, line 264). Yet from the model output there is much more information available, allowing a direct calculation of the momentum fluxes from the different variables involved, including velocity components. Although such validation is not the focus of the manuscript, a comparison of the two estimates would bring much more confidence to the estimates of GWMF, which is a central quantity in the study of gravity waves. Reducing the uncertainty on the estimate of these fluxes is important and worthwhile.

There is no gold standard for inferring momentum flux of model-resolved gravity waves and each method has its own advantages and disadvantages. In the appendix we show the consistency of variables using the polarisation relations which is also a test for the wave parameters inferred, thus supports our estimate of GWMF. In addition, we compare with the WTQ method of Geller et al. (2013) and find reasonable agreement. The largest deviations are likely due to the monochromacy assumption, which leads to an underestimation for S3D and an overestimation for WTQ.

3. Although the tool used for ray-tracing does not require validation, as it has been used and its relevance demonstrated many times, it could be useful to explore a bit the sensitivity of the analysis to some of the methodological choices: if the analysis of the waves is carried out at 30 km instead of 25 km, or at 20 km, are the results essentially unchanged? How well do rays launched from 30 km correspond to the wavefield present at 20 km when they have propagated down to 20 km (with the reserve in mind that part of the waves present at 20 km do not propagate up to 30 km)? Of course, the questions suggested here would require more work than is reasonable, but it would be useful to give some indications for the sensitivity of the analysis to different choices that need to be made in the process.

This is a very interesting comment. From experience we had chosen 25 km altitude as an optimum height for the following reasons:

- Most of the lateral propagation already took place at altitudes below, so we can address our question with backward ray-tracing alone while lower altitudes would require backward and forward ray-tracing.
- At 25 km altitude separation of gravity wave variations and planetary-scale background works reliably (Strube et al., 2020), but is more difficult for altitudes of 20 km and below.
- For higher altitudes uncertainties grow because of the longer trajectories.

Accordingly, we have inserted a few sentences motivating the chosen altitude to section 3.1 in which we describe the S3D method and the parameters used for it.

However, performing the same analysis for 20 km height and 30 km height we find significant changes which are consistent with the expected filtering between these altitudes. As these can be best understood after full interpretation of the 25 km results we have introduced a new subsection 4.5 Dependence on the investigation altitude.

We believe that this adds a deeper understanding of the gravity wave filtering process between the various altitudes (the backward ray-tracing shows only the result of the filtering). Again, we thank the reviewer for making this suggestion!

4. The origin of the non-orographic waves deserves some more discussion. Although it is quite acceptable that “A detailed discussion of the source processes is however beyond the scope of this study,” (l359) some indications of what the sources could be, and some references, should be included. In particular, some information may be present in the output of the ECMWF-IFS. In addition to the vertical velocity plotted in figure 11, the divergence of the horizontal wind should be plotted. It highlights a different part of the spectrum relative to vertical velocity, and is particularly relevant for non-orographic waves, which often have low intrinsic frequencies.
As suggested, we have also generated the same plot as Figure 11 for wind divergence. Similar to vertical winds this also shows large-scale, relatively weak features almost parallel to the isobars (i.e. to the horizontal winds). Hence, the divergence confirms our finding that not necessarily the strongest features but those which have a favourable direction for lateral propagation at excitation can make their way to the stratosphere.

**Minor points / Technical corrections**

All technical corrections were implemented as suggested. Implementation of minor points is discussed below.

l49-50: this is slightly misleading because the distances over which horizontal propagation will matter are much larger than those over which vertical propagation matters. The propagation is in line with the aspect ratio of the wave.

*For many waves then the ratio of horizontal and vertical wavelengths is comparable to the ratio of vertical to horizontal grid spacing in general circulation models, so that implementing vertical propagation but neglecting horizontal propagation across grid cells is a strong simplification. The exception for which lateral propagation is much less important are those mountain waves ...*

**Reply to Reviewer 3**

**Paramount importance**: In line 496 ff you write about the "paramount importance of the relative wave direction for the distance..." in contrast to the wave-refraction effects. Do you mean those waves in Fig. 8 which travel more than 4000 km which are opposite to the wind? This needs to be elaborated and made more pronounced.

The sentence summarises the paragraphs above. In these paragraphs we will introduce explicit references to the respective panels of Figure 8. Figure 8 shows a clear dependency of the propagation distance (we will exchange the word "paramount") for waves between 0 and 3000km propagation distance from the source. Figure 8 shows a clear correlation, but does not explain the reason for the direction. We are asking the question, whether the waves are oriented favourably already at source or is the direction change by refraction more important. We have reformulated this paragraph:

*The results shown so far in this section suggest that the relative wave direction with respect to the wind is a governing factor for the lateral propagation distance of the low phase-speed gravity waves considered here. The question then is: what determines this angle? In previous studies, horizontal refraction was presented as...*
a major factor for lateral propagation and focusing of gravity waves into the stratospheric jet stream (Sato et al., 2009; Preusse et al., 2009). On the other hand, the sources may generate a favourable direction of the gravity waves from excitation. Hence, what is more important, the direction at excitation or the change of direction due to refraction?

Long waves: You show long waves travel long - as may be verified with the ratio of horizontal and vertical group velocities. Jiang et al. (2019) show similar effects as well as Ehard et al. (2017). This needs to be included in the discussion. Are these long-travelling waves the "paramount" waves oriented against the wind?

In principle, you would expect this. However, please note that this refers to the intrinsic and not the ground-based horizontal group velocities. Thus, a long mountain wave oriented perfectly against the wind does not propagate far, while a much shorter mountain wave at favourable angle could travel much further. We agree, however, with the reviewer that this is a point worth of investigation and have included another figure (Figure 9 in the revision) plus discussion. The results are mixed: there is a maximum of short horizontal wavelength mountain waves - otherwise we do not find a general correlation. Thus, the reason is more likely the details in excitation than the phase-front tilt and could be specific for New Zealand or a more general feature where mountain wave excitation is most effective for such ridges perpendicular to the wind.

Mountain-wave directions: In the appendix you show that ground-based (apparent) group velocity is perpendicular to the wavenumber vector respectively parallel to the phase lines (or the mountain ridge). Can this detail be used to interpret the wave propagation? What was your intention to show Fig. A1 when you do not refer to it in the main text?

The main take-home message of this figure is that ground-based horizontal group velocity is parallel to the phase fronts. We have used this fact, for instance, in section 2.3 in order to identify directly from the temperature perturbations which part of the wave field is potentially due to trailing mountain waves from New Zealand and which parts of the wave field likely have different sources. At this point we referenced the appendix, but will now include also the reference to the figure.

The second take-home message is: Waves at larger angles to the winds propagate further. This is important for all the angle discussions. We have added a further reference to the appendix, there.

225 Degree: What is the reason for the major wave orientation seen in Fig. 9? It is not apparent in Jiang et al. (2019), but is also present in Ehard et al. (2017). They argue it is a refraction effect. Please, discuss this issue.

This is the point of Figure 9, in particular of the left column. The modified introductory sentences should (see above) clarify this. If the distribution forms a straight line from origin to outer diameter at the same angle that means refraction can be neglected (most of mountain and low-reaching rays). Where that forms a curved shape, refraction is important (high-terminated).

Appendix: This part of the paper has to be rewritten because it contains a number of mistakes. For example, equation (A1) is wrong because phase velocity is the ratio of frequency and wavenumber and it is NOT parallel to the wavenumber vector \((k, l)\). In the text, you write in line 595 that the phase and group velocity are equal but you do not give a dispersion relation. For mid-frequency waves with

it is definitely NOT. While eq. (A2,A3) is formally correct for such waves, it might be easily extended for arbitrary wavenumbers \((k, l)\) and winds \((u, v)\). Also figure A1 needs revision: there should be intrinsic (flow-relative) group velocity instead of ”horizontal phase speed vector” because the vector addition is fo the group velocity. Further, I suggest to extend the consideration with a decomposition of the group velocity in a component parallel and perpendicular to the wavenumber.

In reply to this review we quote Fritts and Alexander (2003) from their review paper:

Note that the phase speed is not a vector quantity, although wave phase propagation has a direction given by the vector \((k, l, m)\).

This is the 3D propagation of the phase lines as indicated for instance by Andrews et al. (1987) in their Figure 4.19. For critical level considerations the horizontal phase speed is commonly used which is then defined as the phase speed in the direction of the horizontal wave vector and thus amounts to

\[
|\hat{c}_h| = \frac{\hat{\omega}}{|k_h|} = \frac{\hat{\omega}}{\sqrt{k_x^2 + l^2}} = \frac{N}{|m|}
\]
where the right hand side is based on the mid-frequency dispersion relation
\[
\tilde{\omega}^2 = \frac{N^2 k_h^2}{m^2} \tag{2}
\]
(Please note that we used the notations introduced in the paper here.)

This definition of the horizontal phase velocity is in accordance with textbooks (Andrews et al., 1987), equation 33 of Fritts and Alexander (2003) and for instance blocking diagrams as constructed by ?. It is also the basis of many gravity wave parametrization schemes which usually choose a 2D formulation with main horizontal axis in the direction of the horizontal wave vector for simplification.

The group velocity, in contrast, is a vector and defined as
\[
\tilde{c}_g = \left( \frac{\partial \tilde{\omega}}{\partial k}, \frac{\partial \tilde{\omega}}{\partial l}, \frac{\partial \tilde{\omega}}{\partial m} \right) \tag{3}
\]

We can now apply the derivative, for instance for \(k\), on both the left and right hand side of the dispersion relation
\[
\frac{\partial \tilde{\omega}^2}{\partial k} = 2 \tilde{\omega} \frac{\partial \tilde{\omega}}{\partial k} ; \quad \frac{\partial \tilde{\omega}^2}{\partial k} = 2 N^2 k_h m^2 = 2 N^2 k_h^2 \frac{k}{m^2} k \Rightarrow \frac{\partial \tilde{\omega}}{\partial k} = \frac{\tilde{\omega} k}{k_h^2} \tag{4}
\]
Calculating the derivatives for \(l\) and \(m\) analogously we thus gain
\[
\tilde{c}_g = \left( \frac{\tilde{\omega} k}{k_h^2 k_h}, \frac{\tilde{\omega} l}{k_h^2 k_h}, \frac{\tilde{\omega}}{m} \right) \tag{5}
\]

Which leads finally to the equality between horizontal phase speed and horizontal group velocity in accordance with the picture of Andrews et al. (1987). One can do the analogous calculation for low frequency waves and finds the same equality of horizontal phase speed and group velocity.

Furthermore, our Figure is in good agreement to the one presented by Sato et al. (2012), only that we emphasise the orientation of the horizontal phase fronts as we directly interpret structures in temperature residuals.

The choice of the direction of \(u\) was made without loss of generality (similar as to the choice of Andrews et al. (1987) to place the horizontal wavevector in the \(x\) direction and of Sato et al. (2012)) and the inferred behaviour is still valid for other choices of the wind direction. Inferring this with arbitrary wind directions would not add to the take-home message but substantially increase the mathematical complexity and we hence prefer the simpler equations.

We have included the definition of horizontal phase speed with reference to Fritts and Alexander (2003) and provided the mid-frequency version of the dispersion relation in the text.
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