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We thank the reviewers  for  the time and effort  that  they invested into  the  review of  our
manuscript,  and  for  their  helpful  comments  and  suggestions.  The  description  of  the
modifications considered in the manuscript can be found below. To address each point, we
copied  in  red  the  last  comment  from the  Referee  and  described  our  changes  in  black.
Additionally, we added a screen-shot of the modified manuscript for some of the comments. In
the screen-shots are marked in red the text that has been deleted and in blue the text that has
been added in the latest version of the manuscript.

Comment 1 
new comment: I didn’t meant to have a detailed explication/equation on how the adiabatic
liquid water content is calculated. Lines 170- 178 are not needed (but thanks for clarifying!).
Just mentioning that the liquid water content profile is assumed to be an adiabatic profile is
fine. Are you scaling the profile with the LWP of the MWR? This information could be added
after the sentence in line 167.
What is not clear to me is how reff can be calculated by Frisch et al (2002) in case of mixed-
phase clouds. Since Z is dominated by the ice you do not have a Z for the liquid cloud
droplets only. Please comment and also add further information in the manuscript.
Response: Lines 170-178 were deleted from the manuscript.  It was also specified that the
profile was scaled with the LWP that comes from the MWR in line 167.
Regarding the calculation of reff, we agree that the reflectivity which is used to calculate the
liquid droplet effective radius might be influenced by ice crystals. During PS106, most liquid
droplets in mixed-phase clouds were observed in clouds with cloud top temperatures >-10°C
(see Figure below). Bühl et al.  (2016) showed that for mixed-phase clouds with cloud top
temperatures >-10°C the reflectivity at heights were likely only ice crystals were present was
usually below -40dBZ (see Fig. 7 in Bühl et al. (2016)). During PS106, the vast majority of the
cloud  radar  reflectivity  at  the  heights  where  liquid  layers  were  observed  in  mixed-phase
clouds was around -20dBZ. Therefore, we are confident that the reflectivity, which was used
to  derive  the  cloud  droplet  effective  radius,  was  actually  dominated  by  the  liquid  cloud
droplets rather than ice crystals. To avoid an influence of the ice crystals on the reflectivity,
which  is  used  to  derive  the  cloud  droplet  effective  radius,  a  cloud  radar  Doppler  peak
separation, as e.g. proposed by Kalesse et al. (2019) and Radenz et al. (2019), would be
necessary. These techniques are, however, not yet operational.



Additional information has been added to the manuscript regarding the derivation of liquid
effective radius as seen below.

Figure 1. 2D histogram depicting the frequency of occurrence of the 
radar reflectivity factor [dBZ]at different cloud top temperature [°C] 
for mixed-phase cloud cases during PS106.





Comment 2
new comment: Please expicitely mention in the manuscript what you did with the cloud
properties, e.g. averaged 2 bins vertically and linear interpolation in time. You just mention
which grid you use in the RTM but not how you adjust the cloud properties accordingly.
Response: The text has been edited as follows in Section 2.3:

Comment 3
new comment: I am sorry. This question was misleading. What I was hinting at: single-layer
clouds can be devided into liquid, ice, mixed-phase. Why is there another category
precipitation for single-layer clouds? To me it is not clear why single-layer clouds which are
precipitating can not be classified as well.
In the figure caption you mention “mixed-phase clouds of type 1 or 2” but only the first one
is shown.
Response: The reason to have the precipitation category is to treat those cases with extra
caution.  The  cloud  products  and  flux  observations  can  have  larger  uncertainties  under
precipitation events. This has been clarified in the paper with the following text:



We apologize since the wrong figure was accidentally chosen when compiling the manuscript.
The label of Figure 5 has been corrected.

Comment 4
new comment: I would have liked to seen a least a short critical discussion in the manuscript
about how realistic these assumptions on the uncertainties in the input parameters are and
which  uncertainties  might  be  there  in  addition  which  have  not  been  considered.  As  I
mentioned,  there  are  other  uncertainties  (using  hourly  model  data  not  capturing  the  full
temporal variability of water vapor and temperature, the assumption of Ts=T10m,…) I think
that it is really important to remind the reader of those ones as well.

Response:  We  agree  that  neglecting  aerosols,  extrapolating  hourly  data  to  1  minute
resolution, assuming near-surface temperature as skin temperature, and using model data for
water vapour and temperature atmospheric profiles can lead to additional uncertainties. We
emphasised these points even further with the following text in the manuscript (section 3.2).   

‘It  is  worth  clarifying  that  additional  uncertainties  come  from neglecting  the  presence  of
aerosols, the assumption of near-surface temperature as skin temperature, the extrapolation
of hourly data into 1-min resolution, the assumption that the spatial interpolation from 0.25°
latitude by 0.25° longitude (i.e., ERA5 data set) or 1° latitude by 1° longitude (i.e., CERES
SYN1deg  products)  can  capture  the  atmospheric  and  surface  conditions  and  variability
experienced during PS106. While it was attempted to quantify some of these uncertainties, a
careful and more specific analysis should be extended in a different experimental setup.’ 



Comment 5
new comment: I think that this information, i.e. the further analyses you did to better
understand the bias (i.e. varying input, testing with radiosonde,...) and the conclusion that the
pyrgeometer measurements are likely influenced e.g. by the shipborne instrumentaion are of
high relevance. This should definitely be included in more detail  in the manuscript and in
particular when you present and discuss the results of Fig.12. Just mentioning it as a aside in
the conclusion points 2 and 3 is not sufficient.
Response: We agree with the comment. We have edited the following text in Section 3.4.1.

‘Several simulations were conducted using only the Vaisala RS92-SGP radiosondes launched
every 6 hours from Polarstern (Schmithüsen, 2017a, b), and a (Schmithüsen, 2017a, b), and
also sensitivity analyses were made by varying the atmospheric temperature and humidity to
try to match the observations of the LWD flux (not shown). However, the negative bias found
for both T-CARS and CERES SYN1deg fluxes might also be caused by a positive bias of the
ship-borne pyrgeometer  observations,  e.g.,  due to  the  influence of  the  exhaust  plume of
Polarstern or  nearby  instrumentation  causing  a  fluctuation  of  temperature  nearby  the
pyrgeometer.  As  there  was  only  one  pyrgeometer  measurement  aboard  Polarstern,  it  is
impossible  to  further  investigate  this  hypothesis.  However,  for  future  campaigns,  it  is
recommended  here  to  operate  two  pyrgeometers  installed  in  different  locations  of  the
research vessel to exclude such influences.’ 



Comment 6
new comment: The reason for this second peak should also be included in the manuscript,
i.e. when discussing of Fig. 12.
Response: We agree with this point.  Bellow is presented the additional  description to the
second peak. Additionally, is shown the difference between the previous version of the paper
and the current one.  

‘The second peak centred around -50.0 Wm-2 in Fig. 12d is most likely due to momentary
obstructions on the observations that were not captured by the initial screening that affected
about 5 data points of CERES SYN1deg simulations. It is also possible that part of the bias
might be due to the presence of aerosols. However, since the behaviour for pristine and clear-
sky conditions is similar, this cause is not the leading the bias for the second peak. In general,
the biases of both T-CARS and CERES SYN1deg are both within the uncertainty limit of ±20
Wm-2 indicating that radiative closure is determined for both data sets.’ 


