
We would like to thank the referee for the constructive comments. Below are referee comments in 
bold, followed by our reply. 
 
 
The authors present a new technique that enables depolarization measurements from 
a Halo Doppler lidar. The new product falls at 1565nm, an unexplored wavelength until 
now. Consequently, the scientific impact is rather high, while possible spread of the 
technique may increase the information from the Halo systems operating worldwide. 
The manuscript is also written in a clear way. My main criticism lies in the cloud calibration 
method that has been selected for the analysis as it poses many risks that 
are not properly addressed in the manuscript. I would recommend this manuscript for 
publication after some revisions. 
 
————–General Comments————– 
 
Lines 128-141: Cloud calibration has the following risks: 
 
1) The co polar signal can be saturated, especially for low clouds. Then, the ratio in the 
cloud base is not reliable anymore. 2) Vertical filtering/smoothing usually generates 
artifacts near the cloud base, especially for sharp low clouds. Are the profiles that were 
used for calibration smoothed? If yes, what kind of filter has been applied 3) There is 
always the multiple scattering issue that is discussed in the manuscript. Reducing the 
FOV by e.g. reducing the field stop radius if possible can reduce multiple scattering 
effects. 4) The measurements are not simultaneous! For aerosol variability 7 seconds 
are not important but for clouds a lot can change. This could negatively affect the 
ratios. Some information is provided in lines 136-138. What time scales are applied in 
the high time resolution data. 
How did the authors deal with these issues? 
 
We agree that cloud calibration has risks, and we have expanded the discussion in the manuscript 
based on the referee’s comments. To answer the comments above: 

1) Indeed, co polar signal can get saturated. We have observed this for XR devices, but not for 
the less powerful Stream Line versions used here. Saturation can be easily seen as non-
linearity in a scatterplot of co and cross polar SNR, if co-polar SNR covers a wide range of 
signal strengths. It could also be seen as broadening of the distribution in Fig. 3. For the 
devices we have investigated, standard deviation less than 0.01 for Fig. 3 distribution is 
typical when no saturation occurs. 

2) As signal from cloud base is strong, no vertical smoothing is needed. We use the original 30 
m range resolution. 

3) Unfortunately, we cannot change the optical path of the instrument. However, the 
instrument telescope design has a matched FOV and divergence of 33 µrad and 
consequently the multiple scattering effects are relatively small as seen in Fig. 2b: at cloud 
base the ratio of cross to co SNR is 0.0102 and at the next gate inside cloud 0.0116. Only at 
the third in-cloud range gate the ratio of cross to co SNR increases to 0.0224. The increase 
by 0.0014 in 30 m is small compared e.g. to the system considered by Donovan et al. 
(2015), where in-cloud multiple scattering increases  from 0 to 0.05 in approx. 50 m. 

4) Yes, the integration time is a compromise between aerosol and cloud measurements we have 
to make. The same time resolution is maintained through the campaign. We try to minimise 
the effects of relatively poor time resolution by choosing cases, where cloud base remains at 
the same altitude (within lidar resolution) for some tens of minutes. Non-simultaneous 



measurements broaden the distribution in Fig. 3. This uncertainty is propagated into the final 
uncertainty in the depolarization ratio as indicated in Equations 2 and 3. 

 
We have modified lines 130-141 as: 
 
“Spherical cloud droplets do not polarize the directly back-scattered radiation (e.g. Liou and 
Schotland, 1971) and thus non-zero * at liquid cloud base is an indication of incomplete extinction 
(or bleed-through) in the lidar internal polarizer. However, measurement of * at cloud base can be 
biased by signal saturation or changes in cloud properties between co- and cross-polar 
measurement. Furthermore, multiple scattering results in increasing depolarization signal inside a 
liquid cloud (e.g. Liou and Schotland, 1971). This increase in in-cloud * is clearly seen in Fig. 2c: 
at cloud base * is 0.0102 and at the next gate 30 m deeper inside the cloud * has increased to 
0.0116.  
 
The magnitude of the multiple scattering effect on depolarization ratio depends on both cloud and 
lidar properties (e.g. Donovan et al., 2015). In Halo Stream Line lidars the instrument telescope 
design has a matched FOV and divergence of 33 µrad (Table 1) and consequently the effect is 
small: in Fig. 2c * increases by 0.0014 in 30 m. For instance, for the system modelled by Donovan 
et al. (2015) in-cloud multiple scattering increases depolarization ratio from 0 to 0.05 in approx. 50 
m. Nevertheless, to minimize the effect of multiple scattering we only consider * at the cloud base 
for the determination of the average bleed-through and use measurements in several clouds. 
 
For low-level clouds, we have observed saturation of the co-polar signal in the more powerful 
Stream Line XR instruments. Signal saturation at liquid cloud base is readily identified as non-
linear relationship between co- and cross-polar SNR. For the measurement cases analysed here, we 
did not observe indications of saturation. Furthermore, we note that * at cloud-base should be 
determined with the highest possible time resolution to ensure that both co- and cross-polar 
measurements represent the same part of the cloud. In practice, integration time is kept constant 
during a measurement campaign, and was set as a compromise between temporal resolution and 
signal strength. We mitigate the effect of poor time resolution by choosing cases, where cloud base 
remains at the same altitude (within lidar resolution) for some tens of minutes and thus one can 
assume temporal homogeneity. No vertical smoothing is applied in calculating *, as signal at cloud 
base is strong compared to aerosol signal. Finally, it should be noted that, especially in higher 
latitudes, it is not always trivial to find purely liquid phase clouds. Typically, mixed-phase clouds 
can be distinguished by the depolarizing features of ice crystals. I.e., in the histogram of * at 
cloud-base a secondary peak with higher * than liquid clouds would occur, which was not the case 
for our study.” 
 
 
Concerning the calibration, as stated above, using the same detector for both co and 
cross signals has the benefit that the ratio of the co and cross attenuated backscatter 
profiles gives the volume linear depolarization ratio (VLDR) directly. However, it seems 
that the authors use the SNR instead of the signals. In that case, to my understanding, 
the ratio of the 2 SNR is no longer the VLDR. Why not use the attenuated backscatter 
ratio directly for the volume linear depolarization ratio calculation? 
 
For Halo, the primary parameters that are provided by the firmware are radial velocity and SNR, 
which is processed by the firmware into attenuated backscatter as the third output parameter.  
 
For a coherent Doppler lidar attenuated backscatter is obtained as 



(z) = ( )
( )

         (1), 
where z is range from instrument, A incorporates system-specific constants (e.g. beam energy and 
receiver bandwidth) and Tf(z) is telescope focus function, which includes range correction (Frehlich 
and Kavaya,1991; Pentikäinen et al., 2020). Now, Tf(z) is equal for both polarities and thus the ratio 
of SNR is equal to the ratio of attenuated backscatter. Using the SNR ratio instead of attenuated 
backscatter we do not need to calculate attenuated backscatter from the cross-polar SNR and the 
processing chain can be kept a little simpler. 
 
Unfortunately, SNR from the firmware often has a small bias (Manninen et al., 2016). To correct 
for this bias, we use the SNR post-processing method by Vakkari et al. (2019). The post-processing 
ensures that both co- and cross-polar SNR have well-defined noise level, i.e. SNR is zero if there is 
no aerosol or cloud signal. This is readily verified with the fully scanning system with 
measurements pointing down. 
 
We have modified lines 112-115 to clarify this: 
 
“Halo Stream Line lidars provide three parameters along the beam direction: radial Doppler 
velocity, signal-to-noise ratio (SNR), and attenuated backscatter ( ), which is calculated from SNR 
taking into account the telescope focus. For a coherent Doppler lidar attenuated backscatter is 
obtained as 

(z) = ( )
( )

,          (1) 

where z is range from instrument, A incorporates system-specific constants and Tf(z) is telescope 
focus function, which includes range correction (Frehlich and Kavaya,1991; Pentikäinen et al., 
2020). 
 
A background check to determine range-resolved background noise level is performed 
automatically once per hour. The raw signal from atmospheric measurement is then divided by this 
noise level in the firmware and returned as SNR (see Vakkari et al., 2019). We post-processed SNR 
according to Vakkari et al. (2019), which ensures that both co- and cross-polar SNR have an 
unbiased noise level, i.e. SNR is 0 when there is no signal (c.f. Manninen et al., 2016). Furthermore, 
the post-processing is essential to be able to further reduce the instrumental noise floor by averaging 
the SNR (Vakkari et al., 2019). After post-processing SNR,  is calculated with Eq. 1.” 
 
 
There is always the case that depolarizing effects are introduced by the receiver and 
by the laser (depending on the emission purity) and the emission optics, but these can 
be accounted for with the GHK formalism introduced by Freudenthaler et al 2016. 
The polarizer bleed through can be calculated in the laboratory. In addition, such values 
are usually provided by the manufacturers. Then, this effect can be taken into account 
into the K parameter of the GHK formalism (see Freudenthaler et al. 2016). 
 
We agree that the GHK formalism (Freudenthaler et al., 2016) is an excellent tool for calibrating 
depolarization ratio and we use it for the PollyXT measurements. However, GHK formalism 
requires access to the optical path of the instrument, which we do not have for the Halo instruments. 
For instance, we cannot extract the polarizer for laboratory tests or add a calibrator in the optical 
path. Furthermore, the information from the lidar manufacturer on the polarizer performance is not 
quantitative, merely an acknowledgement that it is not perfect. Therefore, we obtain the 
depolarization ratio from the Halo with the highest quality possible, but knowing that it is not yet 
mature for meeting the ACTRIS standard for depolarization measurements. Nevertheless, this was 



not the focus of the manuscript as here we present a first assessment of the depolarization 
capabilities of such Doppler lidar system far from being used as quality-assured standard ACTRIS 
output. 
 
We have clarified the limitations of Halo construction on lines 128-129: 
 
“The construction of Halo Stream Line lidars does not include a calibrator for depolarization 
channel, unlike PollyXT lidars for instance (Engelmann et al., 2016). Furthermore, the user cannot 
change the optical path to include a calibrator or check the depolarizing effects of the individual 
components. Therefore, we are limited to evaluating the Halo depolarization ratio at liquid cloud 
base.” 
 
Finally, is the molecular atmosphere observable with HALO? If yes, the VLDR ratio 
in the molecular region should agree with the theoretical molecular VLDR at 1565nm 
with the respect to the FWHM around the mainline that is collected by the detector (see 
Behrend et al. 2002). Is it possible to perform such a test? The GHK correction is then 
applied to correct any offsets. 
 
Molecular return cannot be observed with Halo, as stated on lines 120-122. Operating at low pulse 
energy, even aerosol layers observable with PollyXT are often too weak for Halo. This is seen e.g. 
in Fig. 5a, where attenuated backscatter from Halo is not available above 5.7 km, although PollyXT 
indicates aerosol layers up to 7 km. 
 
 
————–Comments————– 
Lines 54: It has been recently shown (Gialitaki et al 2020) that soot aggregates can 
assume the near spherical shape. In their study they present the depolarization ratio 
values that are expected per wavelength. 
 
Thank you for pointing out this reference. We have added a sentence on line 55: 
 
“Recently, Gialitaki et al. (2020) modelled smoke as near-spherical submicron particles and found 
good agreement with the observed spectral dependency of depolarization ratio.” 
 
Line 91: Strong H2O absorption takes place in the spectral region near 1565nm. Does 
this specific wavelength fall in a low absorption region? Are there any H2O vertical 
extinction corrections required? 
 
According to HITRAN (https://hitran.iao.ru/, last access 17 February 2021) transmittance at 1565 
nm is more than 0.9999. I.e. there is no absorption by H2O at this wavelength. 
 
Lines 95-96: A single channel has been used for the depolarization measurements. 
The benefit of this setup is that it does not require a calibration factor. However, is is 
difficult to achieve similar order of magnitude co and cross polarized signals. This can 
result to non linear amplification in the detection since the detector might not operate 
optimally for such a demanding dynamic range. In 2 channel setups a neutral density 
filter is used in front of the co polarized channel to bring its naturally higher intensity 
to the crossed polarized levels. Have the authors checked for effects in their setup 
(e.g. saturation and/or clipping in the co signal or increased noise due to a weak cross 
signal). 



 
We have observed saturation in the co signal for cloud base, but only in the more powerful Stream 
Line XR instruments, which is now mentioned on lines 130-141. For aerosols, we have not 
observed signal saturation and do not expect it to occur, given that saturation is rare even for the 
much stronger cloud return.  
 
For low depolarization ratio aerosol, the noise level in the cross signal is substantial, but can be 
reduced by longer averaging time to some extent. In any case, the cross signal noise level is taken 
into account when calculating the uncertainty in the depolarization ratio. 
 
Lines 112-115: The authors should provide more information and references on how 
the SNR is calculated. Is it the raw signal divided by a constant noise level? Is the 
noise vertically resolved? 
 
SNR is provided by the firmware, which is not open software. Our best understanding of the SNR 
calculation in the firmware is presented in Vakkari et al. (2019). In short, the raw signal is divided 
by range-resolved noise level, which is obtained from the previous (hourly) background check by 
the firmware. Additionally, both raw signals (atmospheric return and background check) seem to be 
scaled by scalars in the firmware (Vakkari et al., 2019).  
 
The post-processing improves the accuracy of the noise level from the background check and 
corrects any bias in the scaling factors. We have added this information on lines 113-114: 
 
“A background check to determine range-resolved background noise level is performed 
automatically once per hour. The raw signal from atmospheric measurement is then divided by this 
noise level in the firmware and returned as SNR (see Vakkari et al., 2019).” 
 
Line 115 ’by averaging the SNR’: Is the SNR averaged or the signal in order to reduce 
noise and increase the SNR? 
 
SNR is averaged as we do not have raw signal, which would not be scaled by the noise level. We 
hope that the modifications to lines 112-115 make this clearer (please see our response to the 
second general comment above). 
 
Lines 117-120: A US standard atmosphere model is preferred here. This can introduce 
uncertainties in the retrievals The use of a dedicated radiosonde or a meteorological 
model is a much safer approach. Did the author compare the retrievals using the US 
standard atmosphere with a radiosonde? 
 
Here, we have used the US standard atmosphere to estimate the molecular contribution to the signal 
to show that it cannot be observed. We agree that using radiosondes or numerical weather 
prediction (NWP) models to estimate the profile of number density is more accurate, particularly at 
shorter wavelengths, and we have also checked the values at 1565 nm in the cases presented here 
using NWP profiles. However, in the text, we think it is clearer to provide a single value, noting that 
it is from a representative atmosphere. 
 
We have reformatted lines 117-122 to make this more apparent: 
 
“Given the long wavelength and low pulse energy, no contribution from molecular scattering is 
observed in the signal. At 1565 nm the molecular backscatter coefficient is about 1.9 x 10-8 m-1 sr-1 



at mean sea level, using mean values for the atmospheric number density taken from the U.S. 
Standard Atmosphere, 1976 (COESA 1976). The two-way atmospheric transmittance at 1565 nm is 
still 0.9994 at 2 km altitude above a lidar situated at mean sea level. Hence, the measured 
depolarization ratio can be safely assumed to represent the particle linear depolarization ratio.” 
 
Figure 2: A figure with the SNR (or signal) with the same vertical scale as the VLDR 
plot is missing here. The vertical scale of the left part of figure 2 makes it difficult to 
compare the two plots. 
 
We have added a third panel in Fig. 2 with the same vertical scale as depolarization ratio. 
 

 

Figure 1: Profiles at Limassol, Cyprus, on 2 May 2017 at 12:08 UTC. (a) Co- and cross-polar SNR. A liquid cloud at approx. 
800 m a.g.l. results in full attenuation of signal. Below cloud layer aerosol signal is visible. Above 1 km variability in SNR is 
due to instrumental noise only. (b) The same as panel (a), but limited to lowest 1 km a.g.l.. (c) Ratio of cross-polar SNR to co-
polar SNR up to 1 km a.g.l. calculated from profiles in panel (a). Error bars represent uncertainty due to instrumental noise 
estimated from SNR at > 1 km a.g.l. in panel (a). 

 
General figure comment: Please specify whether the depolarization ratio is the particle 
linear depolarization ratio or the volume linear depolarization ratio. 
 
We have updated figure captions with this information. We have also defined the raw ratio of Halo 
cross-SNR to co-SNR as * in Figures 2 and 3 and in the text to avoid confusion with the Halo 
depolarization ratio after bleed-through correction. 
 
 
 
————–Recommendations————– 
 
In order to optimize the VLDR retrievals a GHK correction can be applied. Optimally, 
the authors should measure the purity of their emission and also perform a Delta 90 
calibration with a rotator or a rotating linear polarizer in front of their receiver box, if 
possible, to measure any diattenuation and/or retardation effects coming from the receiver. 
Then they can apply the measured properties to calculate the GHK parameters 
and then, obtain the corrected VLDR profile from the signal ratio. 
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We agree that it would be best to perform the 90°-calibration. Unfortunately, with a system that 
uses a single lens for sending and receiving pulses (see lines 106-107 in the manuscript) we cannot 
place a polarizer in front of the receiver, and we are left with the cloud base measurements as the 
only option for time being. 
 
 
Section 3.4 It would be interesting to take also into account the modeled wavelength 
dependence of such aerosols, at least for dust. The latest version of the OPAC database 
(Koepke et al. 2015) includes non spherical dust particles in three modes (ultra fine, 
coagulation, and coarse). The wavelength dependence is different depending on the 
size mode. This could be taken into account in the discussion here. Similar databases 
like MOPSMAP (Gasteiger et al. 2018) could be also taken into account. 
 
We have added a new figure in Section 4 including spectral dependency of depolarization ratio 
modelled by MOPSMAP (Gasteiger and Wiegner, 2018) for desert dust aerosol and an Aeronet 
inversion up to 1640 nm by Toledano et al. (2019). Here, we would like to keep the manuscript 
focused on measurements and decided to leave more detailed model comparison for future studies. 
 
The new figure and related discussion added on line 309 are:  
 
“Spectral dependency of depolarization ratio modelled with MOPSMAP (Gasteiger and Wiegner, 
2018) for desert dust aerosol from OPAC database (Koepke et al., 2015) agrees reasonably well 
with the Saharan dust case on 21 April 2017 in this study (Fig. 17). On the other hand, the sun 
photometer based retrieval by Toledano et al. (2019) for long-range transported Saharan dust over 
Barbados indicates a little lower depolarization ratio of 0.19 at 1640 nm compared to this study at 
1565 nm (Fig. 17). The lower depolarization ratio at 1640 nm over Barbados is reasonable 
considering the much longer transport compared to this study.” 
 

 

Figure 2: Particle linear depolarization ratio as function of wavelength for dust observations in Table 2. Additionally, 
spectral dependency modelled with MOPSMAP based on OPAC database for desert dust (Koepke et al., 2015; Gasteiger and 
Wiegner, 2018) and Aeronet inversion by Toledano et al. (2019) are included. 
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