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1 Loss kinetic isotope effect range

The isotopic fractionation is described by the kinetic isotope effect (KIE), which is defined as

KIE =
k12
k13

, (1)

where k12 is the reaction rate constant of 12CH4 and k13 is the reaction rate constant of 13CH4. The
KIEs used in MOZART are presented in Table S1. These values are derived from the literature, which
are summarised in this section.

The stratospheric loss KIE is calculated by weighting the contribution of Cl and O(1D) to strato-
spheric methane loss by the ratio given in Saunois et al. (2016), and the soil loss is modelled as negative
emissions with isotopic fractionation calculated similarly to Lassey et al. (2007).

Table S1: The one standard deviation range of KIEs examined in the MOZART model.

Minimum Maximum Default value

13CKIEOH 1.0037 1.0041 1.0039
13CKIESTRAT 1.035 1.044 1.0402

13CKIECl 1.0635 1.0665 1.065
13CKIEsoil 1.0185 1.0235 1.021

1.1 Reaction of CH4 and OH

The range of literature values for the reaction of CH4 and OH are presented in Table S2. Rust and
Stevens (1980) had experimental difficulties and recorded a large range of values (1.0003 to 1.0078)
and Davidson et al. (1987) was superseded by Cantrell et al. (1990). This leaves only Saueressig
et al. (2001) and Cantrell et al. (1990). In this work, the two standard deviation range is taken as
13CKIEOH=1.0035-1.0043, from the accepted value of Saueressig et al. (2001).

Table S2: Literature values reported for the kinetic isotope effect of CH4 and OH.

Reference KIE Two standard deviations

Experimental Saueressig et al. (2001) 1.0039 0.0004
Cantrell et al. (1990) 1.0054 0.0009
Davidson et al. (1987) 1.010 0.007

Rust and Stevens (1980) 1.0036 0.0026
Theoretical Gupta et al. (1997) 1.010

Melissas and Truhlar (1993) 1.005
Lasaga and Gibbs (1991) 1.007
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1.2 Reaction of CH4 and O(1D)

There are very few studies of the KIE of the reaction of CH4 and O(1D): Saueressig et al. (2001) report
a value of 1.013, whereas Davidson et al. (1987) report a value of 1.001 from a single experiment. In
this work, we take only the accepted value from Saueressig et al. (2001), which the authors report as
having a negligible uncertainty.

1.3 Reaction of CH4 and Cl

Table S3 shows the literature range of values for 13CKIECl. There is good agreement between the
experimental literature values. The full range of the two standard deviation uncertainty of these
experimental studies was taken, to give a range of 1.062 to 1.068.

Table S3: Literature values reported for the kinetic isotope effect of CH4 and Cl.

Reference KIE Two standard deviations

Experimental Tyler et al. (2000) 1.0621 0.0001
Crowley et al. (1999) 1.066 0.002

Saueressig et al. (1995) 1.066 0.002
Theoretical Roberto-Neto et al. (1998) 1.06

Gupta et al. (1997) 1.034
Tanaka et al. (1997) 1.026

1.4 Loss of CH4 by soil

The literature values of 13CKIEsoil are shown in Table S4. There is good agreement between these
studies and so the full range of values are used, giving a two standard deviation range of 1.016 to
1.026.

Table S4: Literature values reported for the kinetic isotope effect of CH4 and soil.

Reference KIE Two standard deviations

Snover and Quay (2000) 1.0173 0.0020
1.0181 0.0008

Reeburgh et al. (1997) 1.023
1.026

Tyler et al. (1994) 1.022 0.008
King et al. (1989) 1.026

1.016

2 Freshwater emissions dataset

In this work, the Global Lakes and Wetlands Database (GLWD) (Lehner and Döll, 2004) was used
to create a global emissions dataset of freshwater bodies. The methane emissions from a freshwater
body was weighted according to its percentage of the global freshwater area, to give a global total
of 120 Tg yr−1 (Saunois et al., 2016). The Earth was split into three latitude bands: tropical (less
than 30 ° N and S), mid-latitudes (30-50 ° N and S), and high-latitudes (more than 50 ° N and S),
and weighted according to Saunois et al. (2016) to account for the different climatic conditions: 49
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% tropical, 33 % mid-latitudes, and 18 % high-latitudes. The emissions map is time-invariant due
to a lack of observational evidence (Natchimuthu et al., 2016; Wik, Thornton, Bastviken, Uhlbäck
and Crill, 2016), but it is possible that freshwater emissions have a large seasonal cycle due to the
dependency on temperature (Wilkinson et al., 2015). The resulting freshwater emissions distribution
can be seen in Fig. S1, and the NetCDF file (along with the code used to create it) is available to be
downloaded at https://doi.org/10.17605/OSF.IO/Q9F8P (Stell, 2020).

There are several improvements that could be made to the freshwater emissions dataset. The first
is to use a power law to describe the relationship between the freshwater body area and methane
emissions (e.g. Bastviken et al. (2004); Wik, Varner, Anthony, MacIntyre and Bastviken (2016)). This
relationship means that the many small water bodies missing from GLWD are important (Holgerson
and Raymond, 2016), and ideally lakes from the higher resolution GLObal WAter BOdies database
(GLOWABO) (Verpoorter et al., 2014) should be included. Additionally, more careful consideration
of which bodies to include might be beneficial, for example, the Caspian Sea is somewhat saline
and so could be reduced or removed from the map (e.g. Liu and Boone (1991); Pattnaik et al.
(2000)). Lake depth is also a key variable in predicting methane emissions from ebullition (Bastviken
et al., 2004). Lake depths for the largest lakes are included in Kourzeneva et al. (2012), so there is
potential to combine all available databases to extract as much information as possible. Variables
such as temperature, water body type, and altitude would also ideally be included. The suggested
improvements to the freshwater emission dataset are not required for this work, as the map is latitude-
band weighted, so the hemispheric distribution is correct. As this work only uses hemispheric data,
this will not majorly impact the results.
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Figure S1: The global distribution of freshwater methane emissions used in this work. Total methane
emissions are 120 Tg yr−1 (Saunois et al., 2016), which is distributed according to the freshwater area
in three latitude bands as described in the text.

3 Emulator Validation

3.1 Relation between emulator errors and inputs

Differences between the emulator prediction and the true model should not correlate with the input
values. If correlations are present, this indicates that either some emulator parameters are not optimal
or non-stationarity (Bastos and O’Hagan, 2009). In Fig. S2, Fig. S3, Fig. S4, and Fig. S5, the
difference between the mean of the prediction for the emulators and the true model value for the
validation dataset are plotted against each input parameter value in a separate panel. There is no
correlation between any emulator and any input parameter.
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Figure S2: The difference between the southern hemisphere mole fraction emulator and the true value
in the MOZART model is plotted against each input parameter.
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Figure S3: The difference between the northern hemisphere mole fraction emulator and the true value
in the MOZART model is plotted against each input parameter.
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Figure S4: The difference between the southern hemisphere δ13C-CH4 emulator and the true value in
the MOZART model is plotted against each input parameter.
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Figure S5: The difference between the northern hemisphere δ13C-CH4 emulator and the true value in
the MOZART model is plotted against each input parameter.

3.2 Relation between emulator errors and outputs

Standardised residuals between the emulator and the true model simulation in the validation dataset
should also be normally distributed. These residuals are calculated by

ε =
yem − ymzt

σem
, (2)

where yem is the emulator prediction for one month, ymzt is the corresponding MOZART output,
and σem is the emulator calculated error for that month. These residuals are compared to a normal
distribution in Fig. S6. The residuals are close to normally distributed, with the largest difference for
the mole fraction emulators in the middle of the time series. Here the emulator error is larger than that
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seen in the residuals. This is because the emulator estimated error is time-invariant (as the emulator
error only depends on the difference between the inputs), but the model output range is smaller in the
middle of the time series due to the design of the trend parameters. The trend parameters conserve
the total magnitude of the source or sink over the time series. Therefore, all the possible trend values
have the same magnitude in the centre of the time series, so there is a smaller output range here.
This effect is not seen in the δ13C-CH4 emulators due to the longer time between input changes and
δ13C-CH4 response.
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Figure S6: Quantile-quantile plots of the standardised emulator residuals for each hemispheric emulator
(each row) at the beginning, middle, and end of the time series (each column). The black line, y=x, is
plotted as a visual guide and represents the ideal case that the distribution of the residuals is perfectly
Gaussian.
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3.3 Auto-correlation functions

Figure S7 shows the mean auto-correlation functions for the MOZART simulations and the emulator
predictions. This figure shows that the emulators are able to replicate the MOZART time correlation
structure.
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Figure S7: A comparison of the average auto-correlation function: MOZART is shown as the orange
bars, and the emulators are shown as the black bars. Each panel shows a different output: (a)
the southern hemisphere mole fraction, (b) the northern hemisphere mole fraction, (c) the southern
hemisphere δ13C-CH4, and (d) the northern hemisphere δ13C-CH4.
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4 NOAA sites used

Table S5 lists all the station locations, where NOAA (Dlugokencky et al., 1994) and INSTAAR (Miller
et al., 2002) take measurements, that were used to construct the MOZART monthly median hemi-
spheric outputs emulated in this work. Only grid cells containing stations measuring the methane mole
fraction or δ13C-CH4 were included in the hemispheric median for the mole fraction or δ13C-CH4, re-
spectively.

Table S5: All NOAA stations used in this work, along with their latitude, longitude, altitude, and the
type of measurement. The units of the altitude data is metres above sea level (masl).

Station Latitude / ° N Longitude / ° W Altitude / masl Mole fraction δ13C-CH4

Alert, Nunavut, Canada 82 297 195 x x
Terceira Island, Azores, Portugal 39 333 24 x

Baring Head Station, New Zealand -41 175 90 x
Tudor Hill, Bermuda, UK 32 295 60 x
Cold Bay, Alaska, USA 55 197 32 x

Cape Grim, Tasmania, Australia -41 145 164 x x
Crozet Island, France -46 52 202 x
Easter Island, Chile -27 251 57 x

Mariana Islands, Guam 13 145 7 x
Halley Station, Antarctica, UK -76 334 35 x

Storhofdi, Vestmannaeyjar, Iceland 63 340 127 x
Izana, Tenerife, Canary Islands 28 344 2378 x
Key Biscayne, Florida, USA 26 280 6 x

Cape Kumukahi, Hawaii, USA 20 205 9 x x
Mace Head, County Galway, Ireland 53 350 26 x x

Sand Island, Midway, USA 28 183 8 x
Mauna Loa, Hawaii, USA 20 204 3419 x x

Niwot Ridge, Colorado, USA 40 254 3526 x
Palmer Station, Antarctica, USA -65 296 15 x

Ragged Point, Barbados 13 301 20 x
Shemya Island, Alaska, USA 53 174 28 x
Tutuila, American Samoa -14 189 53 x x

South Pole, Antarctica, USA -90 335 2817 x x
Summit, Greenland 73 322 3215 x

Syowa Station, Antarctica, Japan -70 40 16 x
Tae-ahn Peninsula, Republic of Korea 37 126 21 x

Ushuaia, Argentina -55 292 32 x
Mt. Waliguan, People’s Republic of China 36 101 3815 x

Ny-Alesund, Svalbard, Norway 79 12 479 x

5 The number of simulations required to build a useful Gaus-
sian process

The accuracy of the emulators trained with different numbers of simulations was calculated by leave
one out cross validation, where each simulation is removed from the training dataset and the emulator
predicts the removed simulation. The residuals between the emulator prediction and the training
simulation are combined as the temporal average of the root-mean-squared error and are shown in
Fig. S8. This figure shows that additional simulations give a diminishing accuracy increase. For many
applications, emulators with an error not much smaller than the MOZART invariant parameter error
are satisfactory, as the invariant parameter error is an underestimate of the total MOZART error.
Therefore, little more than 90 simulations are required.

In general, the number of training simulations required scales linearly with the number of input
parameters. However, in a case where a few parameters dominate the output sensitivity, i.e. the
problem is of lower dimensionality than it appears, and the relationship between the inputs and output
is close to linear, it is possible to train an accurate emulator with fewer simulations than the linear
scaling predicts (O’Hagan, 2006). This is demonstrated in the MOZART emulators, and means that
Gaussian process emulation could be possible for many complex atmospheric models with a higher
spatial resolution than demonstrated in this work.
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Figure S8: A plot showing how the root-mean-squared error (RMSE) between the emulator and
MOZART changes for different numbers of training runs in the emulator. Each measurement type
is shown in a separate panel: (a) the mole fraction, with the southern hemisphere in black and the
northern hemisphere in green; and (b) δ13C-CH4, with the southern hemisphere in orange and the
northern hemisphere in blue.

6 The Monte-Carlo calculation of the sensitivity indices

A (N , 2k) matrix from a Sobol sequence (Sobol’, 1967; Antonov and Saleev, 1979) was generated,
where N is the number of model simulations (1 680 000) and k is the number of input parameters (28).
This was split into two (N , k) matrices: A and B. A third matrix Ci, was constructed by replacing the
ith column of B with the ith column of A. The three matrices are input to the emulators to generate
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N model outputs each: yA, yB , and yCi . Using these matrices, the first order sensitivity indices can
be calculated by

Si =

1
N

N∑
j=1

yj
Ay

j
Ci

− f20

1
N

N∑
j=1

(yj
A)2 − f20

, (3)

where

f20 =

 1

N

N∑
j=1

yj
A

2

. (4)

The total effect indices can be calculated by

STi = 1 −

1
N

N∑
j=1

yj
By

j
Ci

− f20

1
N

N∑
j=1

(yj
A)2 − f20

. (5)

As suggested in Saltelli et al. (2000), this work uses both yA and yB instead of just yA to calculate f20
and the denominators in Eq. 3 and Eq. 5 (the variance in the output). This improves the accuracy of
f20 and the variance in the output, and hence Si and STi , for a fixed N . Uncertainty in these indices
was calculated using bootstrap resampling, with 10 000 resamples.
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