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Abstract. In February 2016, the descent of the westerly phase of the quasi-biennial oscillation (QBO) was unprecedentedly 

disrupted by the development of easterly winds. Previous studies have shown that extratropical Rossby waves propagating into 

the deep Tropics were the major cause of the 2015–16 QBO disruption. However, a large portion of the negative momentum 

forcing associated with the disruption still stems from equatorial planetary and small-scale gravity waves, which calls for 10 

detailed analyses by separating each wave mode compared with climatological QBO cases. Here, the contributions of resolved 

equatorial planetary waves [Kelvin, Rossby, mixed-Rossby gravity (MRG), and inertia-gravity (IG) waves] and small-scale 

convective gravity waves (CGWs) obtained from an offline CGW parameterization to the 2015–16 QBO disruption are 

investigated using MERRA-2 global reanalysis data from October 2015 to February 2016. In October and November 2015, 

anomalously strong negative forcing by MRG and IG waves weakened the QBO jet at 0°–5°S near 40 hPa, leading to Rossby 15 

wave breaking at the QBO jet core in the southern hemisphere. From December 2015 to January 2016, exceptionally strong 

Rossby waves propagating horizontally (vertically) continuously decelerated the southern (northern) flank of the jet. In 

February 2016, when the westward CGW momentum flux at the source level was much stronger than its climatology, CGWs 

began to exert considerable negative forcing at 40–50 hPa near the equator, in addition to the Rossby waves. The enhancement 

of the negative wave forcing in the Tropics stems mostly from strong wave activity in the troposphere associated with increased 20 

convective activity and the strong westerlies (or weaker easterlies) in the troposphere, except that the MRG wave forcing is 

more likely associated with increased barotropic instability in the lower stratosphere. 

1 Introduction 

The quasi-biennial oscillation (QBO) is the dominant source of variability in the equatorial stratosphere, characterized by 

alternating easterly and westerly winds with a period of around 28 months (Baldwin et al., 2001). Based on the classical theory, 25 

the QBO is generated by momentum deposition by vertically propagating equatorial planetary and gravity waves (Lindzen and 

Holton, 1968; Holton and Lindzen, 1972). The impact of the QBO is not limited to the tropical stratosphere; the QBO 

modulates the strength of tropospheric convection (Collimore et al., 2003; Liess and Geller, 2012; Lee et al., 2019), Madden–

Julian Oscillation (Yoo and Son, 2016; Marshall et al., 2017), and the tropical cyclone tracks (Ho et al., 2009). In addition, the 
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QBO affects not only the subtropical jet and the subsequent changes in the growth and life cycle of the synoptic-to-planetary 30 

scale waves in the troposphere (Garfinkel and Hartmann, 2011), but also the intensity of the stratospheric polar vortex (Holton 

and Tan, 1980; Anstey and Shepherd, 2014), which is strongly tied to the surface temperature and pressure distribution 

(Baldwin and Dunkerton, 2001). The meridional circulation induced by the QBO also changes the transport of chemical species 

such as ozone (Randel and Wu, 1996), water vapor (Giorgetta and Bengtsson, 1999), methane (Patra et al., 2003), etc. 

Therefore, understanding the QBO is important for improving short- and long-range forecasts due to its quasi-periodical nature 35 

and global impact (Boer and Hamilton, 2008; Scaife et al., 2014).  

In February 2016, sudden development of easterly winds in the middle of the westerly phase of the QBO (40 hPa) 

interrupted the normal descent of the westerly phase, which was the first such occurrence since QBO observations started in 

1953 (Osprey et al., 2016; Newman et al., 2016). This phenomenon is called the 2015–16 QBO disruption. None of the seasonal 

forecast models predicted the QBO disruption (Osprey et al., 2016), while reproducing the QBO disruption was possible only 40 

by a JAGUAR (Japanese Atmospheric General circulation model for Upper Atmosphere Research; Watanabe and Miyahara, 

2009) model initialized in January 2016 (Watanabe et al., 2018). A series of studies have shown that the major cause of the 

QBO disruption was strong equatorward-propagating Rossby waves from the extratropics. Those studies suggested that 

extratropical Rossby wave generation was enhanced due to a strong El Niño (Osprey et al., 2016; Coy et al., 2017) and low 

Arctic sea-ice concentration (Hirota et al., 2018). Furthermore, anomalous westerlies in the subtropical lower stratosphere, 45 

possibly caused by El Niño and the seasonal timing (Barton and McCormack, 2017), enabled the Rossby wave flux to refract 

toward the equatorial stratosphere.  

However, there have been several cases in which the QBO disruption did not occur despite the presence of westerly winds 

in the subtropical lower stratosphere and strong Rossby wave flux propagating into the equator from the Northern Hemisphere 

(NH) extratropics (e.g., cases in 2010/11). This is consistent with the fact that the extratropical Rossby waves generally 50 

decelerate the edge of the QBO jet, not the jet core (O’Sullivan, 1997). Thus, it is unclear how the Rossby waves decelerate 

the QBO jet core during the 2015–16 QBO disruption. Regarding this question, Lin et al. (2019) have shown that strong 

extratropical waves in a confined longitude region could make a local critical layer for the Rossby waves to break in the middle 

of the QBO jet. They also argued that high-frequency waves, mainly the mixed-Rossby gravity (MRG) waves, slowed down 

the background wind, which facilitates the formation of a local critical layer. This result suggests that negative momentum 55 

forcing by equatorial waves is the prerequisite for the extratropical Rossby wave breaking, which motivates the current study 

to investigate the role of each equatorial waves to the QBO disruption from early to later stages. 

Coy et al. (2016) showed that about half of the negative momentum forcing required for the QBO disruption in February 

2016 can be explained by the horizontal component of Eliassen–Palm flux (EPF) divergence (EPD), which is largely attributed 

to the Rossby waves that propagate from the extratropics. They mentioned that further analyses on the vertical component of 60 

the EPD are necessary given that the vertical EPF in the tropical region significantly increased during the disruption. Barton 
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and McCormack (2017) also recognized the non-negligible contribution of the vertical EPD, but no systematic analysis on the 

equatorial wave forcing has been undertaken since then. 

In the present study, we examine the contributions of equatorial planetary waves, including equatorial Kelvin, Rossby, 

MRG, and inertia-gravity (IG) waves, and small-scale convective gravity waves (CGWs), to the 2015–16 QBO disruption by 65 

employing the separation method of equatorial wave modes of Kim and Chun (2015) and the offline CGW parameterization 

by Kang et al. (2017) using the Modern-Era Retrospective Analysis for Research and Applications version 2 (MERRA-2) 

reanalysis data (Gelaro et al., 2017) on native model levels. This is the first study to classify the equatorial waves in detail and 

investigate each wave’s role in the QBO disruption. Note that if the EPD is calculated without separating each wave mode, the 

importance of the westward-propagating waves might be obscured by the eastward-propagating waves, given that Kelvin wave 70 

activity was enhanced during the 2015–16 QBO disruption (Kumar et al., 2018; Li et al. 2020). The second new aspect of this 

study is to investigate the role of small-scale CGWs. Generally, small-scale CGWs have been recognized as an important 

driver of the easterly QBO (Kawatani et al., 2010; Evan et al., 2012; Kim and Chun, 2015), but this has not been examined 

comprehensively in terms of the QBO disruption, except by Coy et al. (2016), who analyzed the role of the parameterized 

gravity wave drag (GWD) provided by MERRA-2, and by Watanabe et al. (2018), who simulated the QBO disruption with 75 

JAGUAR model resolving IG waves of horizontal wavelength longer than ~200 km. However, the parameterized GWD data 

provided by MERRA-2 are the combination of the orographic and non-orographic GWDs, where the non-orographic GW 

parameterization assumes a latitudinally dependent GW source momentum flux without considering GW sources explicitly; 

thus, understanding the linkage between the convective source and the wave forcing was somewhat difficult. In particular, the 

QBO disruption took place during a strong El Niño phase, implying that CGW activity could be much stronger than the 80 

climatology. To overcome the simplicity of the non-orographic GW parametrization in MERRA-2 and the inevitable restriction 

on the horizontal resolution, in this study, we provide a realistic estimate of small-scale wave drag due to CGWs (𝜆ℎ < 100–

200 km, where 𝜆ℎ is the horizontal wavelength) by using an offline, convectively coupled GW parameterization (Kang et al., 

2017). The magnitude of the CGW momentum flux is constrained by observational data from the super-pressure balloons 

(SPBs) in the tropical region (Jewtoukoff et al., 2013), which is the only tropical in-situ observation covering small-scale GWs 85 

(𝜆ℎ < 100 km). 

The aim of this paper is to provide a comprehensive picture of the 2015–16 QBO disruption, examining the contribution 

of all equatorial planetary and gravity waves. We first examine the extent to which each equatorial wave contributes to the 

momentum budget during the QBO disruption. After determining how much wave forcing was anomalous compared to the 

climatology, we investigate the possible cause of the anomalous wave forcing during the QBO disruption. Section 2 of the 90 

paper describes the data and methods used in this study. Section 3 presents the main results, including quantitative estimates 

of momentum forcing by equatorial waves and the sources of each wave. Section 4 provides a summary of our findings 

followed by concluding remarks. 
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2 Data and Methods 

2.1 Data 95 

In this study, we use output from MERRA-2 for 37 years (from 1980 to 2016) provided on a 0.625° longitude by 0.5° 

latitude regular grid at 3-h intervals. We employ native model-level data for accuracy in estimating both resolved and 

parameterized wave forcing, especially for the equatorial waves having relatively short vertical wavelengths (e.g., MRG waves; 

Richter et al., 2014). The model-top pressure is 0.01 hPa with 72 layers in total including 14 layers from 100 to 10 hPa. We 

utilize zonal wind, meridional wind, temperature, geopotential height, air temperature tendency due to moist processes 100 

(DTDTMST), large-scale rainfall, and convective rainfall. In addition to MERRA-2, output from the European Centre for 

Medium-Range Weather Forecasts (ECMWF) interim reanalysis (ERA-I; Dee et al., 2011) with a horizontal resolution of 0.75° 

at 6-h intervals from 2015 to 2016 is used to examine the sensitivity of resolved wave forcing on the reanalysis datasets. The 

3-hourly precipitation data from Tropical Rainfall Measuring Mission (TRMM) 3B42 version 7 (Huffman et al., 2014) for 19 

years (1998–2016) with a horizontal resolution of 0.25° are also used to confirm the precipitation variability in MERRA-2. 105 

Here, we define a westerly QBO (WQBO) phase when the zonal wind anomaly from the monthly climatology divided by 

its standard deviation exceeds +0.5 both at 30 hPa and 50 hPa for at least 4 months during the 6 months from October to March, 

the month when the QBO disruption develops. Based on this definition, 10 winters among 37 years are selected: 1980–81, 

1982–83, 1985–86, 1987–88, 1990–91, 1999–2000, 2006–2007, 2008–09, 2010–11, 2013–14. The average of those 10 winters 

will be referred to WQBO climatology hereafter. 110 

2.2 Transformed Eulerian-mean (TEM) momentum equation 

We use the transformed Eulerian-mean (TEM) zonal momentum equation in log-pressure coordinates (Andrews et al., 

1987) to examine the zonal wind acceleration, resolved wave forcing, and the vertical advection:  

 

𝜕𝑢
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Here, 𝑎, 𝑢, and 𝜌0 are the radius of the Earth, zonal wind, and air density, respectively. The overbar and prime indicate the 

zonal average and the perturbation from it, respectively. The EPF, expressed as 𝐹 ≡ (0, 𝐹𝜙, 𝐹𝑧), is composed of meridional  

[𝐹𝜙 = 𝜌0𝑎 cos 𝜙 (−𝑢′𝑣′ + 𝑢̅𝑧𝑣′𝜃′ 𝜃̅𝑧⁄ )] and vertical [𝐹𝑧 = 𝜌0𝑎 cos 𝜙(𝑓𝑣′𝜃′ 𝜃̅𝑧⁄ − 𝑢′𝑤′)] components, and its divergence 

(EPD) is calculated as follows: 120 
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In Eq. (1), 𝑓  is the modified Coriolis parameter defined by 𝑓 = 𝑓 − 1 (𝑎 cos 𝜙)⁄ 𝜕 𝜕𝜙⁄ (𝑢̅ cos 𝜙) where 𝑓  is the Coriolis 

parameter, and 𝑣̅∗ and 𝑤̅∗ are the residual meridional and vertical velocities defined by 𝑣̅∗ = 𝑣̅ − 𝜌0
−1(𝜌0𝑣′𝜃′ 𝜃̅𝑧⁄ )𝑧 and 𝑤̅∗ =125 

𝑤̅ + (𝑎 cos 𝜙)−1(cos 𝜙 𝑣′𝜃′ 𝜃̅𝑧⁄ )
𝜙

, respectively. 𝑋̅  in Eq. (1) represents forcing by processes other than EPD, including 

parameterized GWD. Although MERRA-2 provides GWD, it is not coupled with the variation of the convection. Therefore, 

we calculated physically based and convection-dependent GW parameterization offline (Kang et al., 2017; 2018), which will 

be described in Sect. 2.4. 

2.3 Classification of the equatorial wave modes 130 

We separate equatorial waves into Kelvin, Rossby, MRG, and IG waves using the method proposed by Kim and Chun 

(2015) with MERRA-2 reanalysis data. Here, we briefly describe the way to separate each wave component, while the details 

can be found in Section 4 of Kim and Chun (2015). First, all the perturbation variables constituting the EPF are divided into 

symmetric and anti-symmetric components with respect to the equator for a 90-day segment after applying sine and cosine 

windows at the first and last 30 days, respectively. Second, a two-dimensional Fourier transform is performed on the 135 

perturbation variables with respect to longitude and time to obtain their zonal wavenumber–frequency (𝑘 − 𝜔) spectra at each 

latitude and height from 30°N to 30°S and 100 hPa to 5 hPa. Kelvin waves are confined to the spectral range of 0 < 𝑘 ≤ 20 

and 𝜔 < 0.75 cycle per day (cpd) in the symmetric spectrum in the latitude range where |𝐹𝑧1| < |𝐹𝑧2|. Here, 𝐹𝑧1 and 𝐹𝑧2 

represent the first and second terms of the vertical component of EPF (𝐹𝑧), respectively. MRG are confined to the range |𝑘| ≤ 

20 and 0.1 ≤ 𝜔 ≤ 0.5 cpd in the anti-symmetric spectrum within the latitude range where 𝐹𝑧1 × 𝐹𝑧2 < 0. The spectral ranges 140 

that are not classified as Kelvin or MRG waves, are defined as Rossby waves for the ranges |𝑘| ≤ 20 and 𝜔 ≤ 0.4 cpd, and IG 

waves otherwise. Finally, EPF and EPD calculated at a given 𝑘 and 𝜔 are summed over the spectral range of each wave mode 

using Parseval’s relation (Horinouchi et al., 2003). Note that the westward waves (intrinsic frequency < 0) propagate in the 

same direction as the EPF vectors, whereas the eastward waves (intrinsic frequency >0) propagate in the opposite direction of 

the EPF vectors (Andrews et al., 1983). Therefore, given the dominant upward propagation in the stratosphere, EPF vectors 145 

for the Rossby, MRG, westward IG waves are directed upward, whereas those for the Kelvin waves and eastward IG waves 

are directed downward. 

In the troposphere, the abovementioned method is not suitable for classifying each wave mode (Kim and Chun, 2015), 

because the source of the stratospheric equatorial waves, such as convection, contaminates the 𝐹𝑧1 and 𝐹𝑧2. Therefore, we 

instead apply very simple criteria to separate the wave spectrum below 100 hPa as follows: In the frequency range of 𝜔 ≤ 0.4 150 

cpd, the perturbation variables in the ranges of 0 < 𝑘 ≤ 20 and -20 ≤ 𝑘 < 0 are defined as low-frequency eastward (𝐿𝑒) and 

westward (𝐿𝑤) waves, respectively, which approximately represent Kelvin and Rossby waves, respectively. The variables in 

the spectral ranges of (i) 𝑘 > 20 or (ii) 0 < 𝑘 ≤ 20 and 𝜔 > 0.4 cpd and those of (i) 𝑘 < -20 or (ii) -20 ≤ 𝑘 < 0 and 𝜔 > 0.4 
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cpd are defined as high-frequency eastward (𝐻𝑒) and westward (𝐻𝑤) waves, respectively, which approximately represent 

eastward and westward IG waves, respectively. This separation method in the troposphere enables us to identify the source 155 

location of the anomalously strong waves observed in the stratosphere.  

2.4 Offline CGW parameterization  

We apply the offline CGW parameterization using MERRA-2 data focusing on small-scale waves (𝜆ℎ < 100 km and 𝜆𝑧 < 

40 km, where 𝜆𝑧 is the vertical wavelength), which is similar to the work of Kang et al. (2017, 2018) using NCEP Climate 

Forecast System Reanalysis (CFSR; Saha et al. 2010) data. The offline CGW parameterization calculates GW momentum flux 160 

induced by convective heating rate at the source level (cloud top) as a function of phase velocity; the GW momentum flux and 

drag from the cloud top to the stratosphere are calculated based on columnar wave propagation by using Lindzen’s saturation 

theory (Lindzen, 1981). The parameterization requires convective heating rate and convective cloud-top and -bottom heights 

in addition to standard variables such as wind, temperature, and geopotential height as input data. MERRA-2 provides only 

cloud-top height without convective heating rate, so we tried to extract convection-induced heating rate from the MERRA-2 165 

output field DTDTMST; this field contains all process that contributes to latent heating by moist convection, not exclusively 

by cumulus convection (Bosilovich et al., 2016). To reconcile this limitation, we select cases that satisfy several criteria to 

represent clouds which can generate convective GWs. First, we only considered DTDTMST profiles in which column-

maximum height is higher than 850 hPa. Second, we estimated the convective cloud-top and -bottom heights as the locations 

where DTDTMST falls to 20% and 5%, respectively, from its maximum. Here, the convective cloud top should not exceed 170 

cloud-top height provided by MERRA-2. Although the percentage of 20% seems large, we decided to use the value considering 

the large tail in the upper part of the DTDTMST profile (Fig. S1). Note that the cloud-top height is provided by MERRA-2, 

but we chose instead to estimate it from the DTDTMST profile because the cloud-top heights in MERRA-2 are sometimes too 

high due to stratiform clouds, such as anvil clouds, which do not represent the top height of the convection properly. Third, 

when (i) the convective cloud top height is lower than 700 hPa, (ii) the convective cloud bottom height is higher than 7 km, or 175 

(iii) the convective cloud depth is shallower than 1 km, the profiles are eliminated. The DTDTMST profiles selected using the 

aforementioned procedure will be referred to as convective heating profiles hereafter; they are generally similar to the 

convection-induced heating profiles estimated from satellite observations (GPM Science Team, 2017; Lang and Tao, 2018) 

(Fig. S1). Note that the magnitude of the CGW momentum flux is constrained by the observed GW momentum flux from 

SPBs in the tropical region (Jewtoukoff et al., 2013). Because spatio-temporal variations in convective activity and background 180 

flows are considered in the parameterization, it is valuable to investigate the variations in the magnitude and the spectral shape 

of the CGW momentum flux during the QBO disruption. 
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3. Results  

3.1 General characteristics of zonal wind and equatorial waves  185 

Figure 1 shows zonal-mean zonal wind in a latitude–height cross section from October 2015 to February 2016, monthly 

climatology from October to February, and the zonal-mean zonal wind profile averaged over 5°N–5°S during the disruption, 

compared with its monthly climatology. In October 2015, WQBO is very deep compared to the climatology. The WQBO starts 

to split into two maxima as early as November 2015, and the westerly wind becomes anomalously weak at 40–50 hPa by more 

than 1𝜎, where 𝜎 is the standard deviation of the zonal-mean zonal wind, in December 2015. In January 2016, the zonal wind 190 

at 40 hPa continuously decelerates, and then changes into easterly in February. From January 2016, the zonal wind at the 

altitude above 30 hPa exhibits a strong westerly wind greater than the climatology by more than 1𝜎, indicating that the WQBO 

is anomalously deep. In the upper troposphere (100–150 hPa), easterly anomalies are shown in November 2015, but from 

January 2016, westerly anomalies appear. 

Figure 2 shows latitude–height cross sections of the EPF and EPD for each type of wave in February 2016. Note that the 195 

parameterized CGW momentum flux (𝜌0𝑢′𝑤′) is multiplied by (− cos 𝜙) to display the vertical EPF vectors of CGWs, and 

each of the wave forcings and vectors in Fig. 2 is scaled differently in order to mainly focus on their morphology. The EPD 

more negative than climatology by more than 1𝜎 is stippled, which represents anomalously strong negative wave forcing. The 

parameterized CGWs (P-CGWs in Fig. 2a) generally exert a positive or negative drag on the zonal wind in regions of positive 

or negative wind shear, respectively, with the strongest negative forcing at 7–20 hPa between 5°N and 10°S. The negative 200 

CGW forcing at 40–50 hPa between 10°N and 10°S is anomalously strong. In 20°N–5°S, westward-propagating P-CGWs are 

dominant, which can be inferred from the direction of vertical EPF vectors. Kelvin waves (Fig. 2b) exert positive wave forcing 

in the positive shear zone, strengthening the bottom side of the westerly jet. Therefore, Kelvin waves may help to maintain 

two westerly jets (5–30 hPa and 50–80 hPa) with a developing easterly jet in between. MRG waves (Fig. 2c) show anomalously 

strong negative forcing at 50–80 hPa, 30–40 hPa, and 15–20 hPa, concentrated at the equator. They seem to be generated in 205 

the altitude range (60–90 hPa and 30–40 hPa) in which the EPD has positive values at 5°–10°N/S. As will be shown later, the 

effect of the MRG waves is to flatten the meridional profile of the westerly jet, possibly making the jet more sensitive to 

erosion by other waves, such as Rossby waves. IG waves (Fig. 2d) near the equator (10°N–10°S) exhibit a negative forcing 

from 70 hPa to 5 hPa with a maximum forcing at 8–20 hPa, while the anomalously strong negative IG wave forcing is mainly 

located at 50–70 hPa and 8–20 hPa. The negative Rossby wave forcing (Fig. 2e) is anomalously stronger than the climatology 210 

at 30–50 hPa between 20°N and 25°S, which is attributed to the waves that propagate from the NH extratropics. The same 

figure during the whole QBO disruption period from October 2015 to February 2016 is shown in Fig. S2 in the online 

supplemental material. 

Figure 3 shows time–height cross sections of the zonal wind, zonal wind tendency, vertical advection [the second term 

on the right-hand side of Eq. (1)], required wave forcing, and forcing due to each type of wave averaged over 5°N–5°S from 215 
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July 2015 to June 2016; and their monthly climatology from July to June. The required wave forcing term (REQ) is calculated 

as a residual by subtracting the advection terms from the zonal wind tendency in the TEM equation. In Fig. 3a, both the zonal-

mean zonal wind during the disruption and the climatology propagate downward with time, but the WQBO is much deeper 

during the disruption than in the climatology. This feature is clearly seen in the difference plot of the zonal-mean zonal wind 

(Fig. 3b), showing a strong westerly anomaly in the upper stratosphere. The westerly wind decelerates at 40 hPa from October 220 

2015, changes into easterly in February 2016, and starts to propagate downward as an easterly QBO phase afterward. The 

deceleration of the westerly wind at 40 hPa is also revealed in the zonal-wind tendency (Fig. 3a), as the negative wind tendency 

at 40 hPa becomes anomalously strong in October 2015.  

To investigate whether vertical advection contributes to the anomalous zonal wind tendency near 40 hPa, the vertical 

advection term (ADVz) in the TEM equation is shown in Fig. 3d. Climatologically, the sign of the equatorial wave forcing is 225 

the same as that of the vertical wind shear. Therefore, positive 𝑤̅∗ makes the sign of ADVz opposite to that of the vertical wind 

shear (Eq. 1), acting to oppose zonal wind tendency (Dunkerton, 1991). From November to December 2015 at 40 hPa, however, 

ADVz has the same negative sign as the zonal wind tendency because both 𝑤̅∗ and vertical wind shear are positive (not shown), 

while the wave forcing is negative regardless of the positive wind shear. Therefore, ADVz acts to accelerate the easterly 

development by 17% and 2% of the zonal-wind tendency, respectively, with values of -0.3 and -0.1 m s-1 mon-1 in November 230 

and December 2015, respectively. This implies that ADVz also contributes to the QBO disruption in the early stages.  

The climatology of REQ (Fig. 3e) has negative (positive) values in the regions of negative (positive) vertical wind shear, 

but a sudden increase in negative REQ emerges at 40 hPa in October 2015 without negative vertical wind shear. The estimated 

wave forcing by P-CGWs (Fig. 3f) resembles REQ, especially at the upper stratosphere, where strong negative wind shear 

exists, and in the altitude range between 40 and 70 hPa after the intrusion of easterly wind. This indicates that the P-CGWs 235 

largely contribute to the QBO disruption after the negative wind shear appears near the 40 hPa (i.e., after February 2016). 

Kelvin wave forcing (Fig. 3g) during the disruption is much greater than the climatology near the altitude of 30 and 60 hPa 

due to the positive wind shear. The wave forcing could be stronger because of the strong vertical wave flux propagating from 

the troposphere, which is identified by the enhanced vertical EPF for the Kelvin waves at 70 hPa (Fig. S3). The positive forcing 

near 30 and 60 hPa from January to March 2016 accelerates the upper and lower jets, respectively, thereby the upper and lower 240 

parts of the QBO jet are not dissipated totally, maintaining the separated jet during the disruption (Fig. 2). Acceleration in the 

upper and lower parts of the separated QBO jet is also shown by the momentum forcing by P-CGWs (Fig. 3f). The contribution 

of CGWs to the enhanced jet in the current study may explain why the westerly winds simulated by Watanabe et al. (2018) are 

relatively weak compared to those in MERRA-2 near 20 hPa and 70 hPa, without non-orographic GW parameterization.  

MRG wave forcing (Fig. 3h) is generally stronger during the disruption than in the climatology. In addition, there is a 245 

sudden increase in the negative MRG forcing at 40 hPa from October to November 2015, which is similar to the pattern seen 

in REQ at this time and location. This suggests that the MRG waves influence the early stage of the QBO disruption by slowing 

down the QBO jet. IG waves (Fig. 3i) exert a strong negative forcing in November 2015 contributing to the enhancement of 
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negative REQ near 40 hPa, together with the MRG wave forcing. Rossby wave forcing (Fig. 3j) near 40 hPa is stronger than 

the climatology consistently from November 2015 to March 2016, which is considered as a major cause of the QBO disruption. 250 

To summarize, in October 2015, the negative forcing by MRG waves is anomalously strong compared to the climatology 

at 40 hPa between 5°N and 5°S, and becomes stronger in November 2015 together with IG waves when the Rossby waves 

start to break at the southern hemispheric (SH) part of the QBO (see Fig. 5). Therefore, MRG and IG wave forcing may 

precondition the zonal mean flow near the QBO jet core to be easily disrupted by the Rossby waves. From December 2015 to 

February 2016, the Rossby wave forcing is dominant among the equatorial waves, while the negative CGW forcing contributes 255 

significantly to the disruption in February 2016 when negative vertical wind shear appears near 40 hPa. Figure S4 is the same 

figure with Fig. 3 but using ERA-I data. We found that the time evolution of each wave forcing in ERA-I is similar to that in 

MERRA-2, although the magnitudes of the REQ and wave forcing (vertical advection) in ERA-I is generally stronger (weaker) 

than that in MERRA-2. 

3.2 Quantitative contributions of the equatorial waves 260 

Figure 4 shows the time series of zonal wind, zonal wind tendency, and wave forcing by each type of wave from July 

2015 to June 2016 at 40 hPa. The monthly averaged momentum forcing by each type of wave and its contribution to the total 

negative wave forcing (percentage) are given in Table 1. The zonal wind (Fig. 4a) changes into easterly in February 2016, 

whereas the zonal wind tendency (Fig. 4c) changes into negative value in October 2015, as shown in Fig. 3. The negative zonal 

wind tendency in October 2015 is induced by both MRG (-0.43 m s-1 mon-1) and IG waves (-0.46 m s-1 mon-1), with 265 

contributions of 39% and 41%, respectively, while Rossby wave forcing is -0.22 m s-1 mon-1, with a relatively small 

contribution of 20% (Fig. 4b). In November 2015, negative wave forcing by Rossby, MRG, and IG waves increase with 

contributions of 45%, 27%, and 28%, respectively, which are 2.4, 2.5, and 1.6 times stronger than the climatology, respectively. 

Afterward, Rossby waves mainly provide negative forcing which induces easterly accelerations in December 2015 and January 

2016, with the contributions of 70% and 91% of the total negative forcing, respectively. They are 3.2 and 4.3 times larger than 270 

the climatology, respectively. In February 2016, Rossby waves, parameterized CGWs, MRG waves, and IG waves at 40 hPa 

contribute to the total negative wave forcing by 61%, 20%, 12%, and 7%, respectively. The CGWs dominate the negative 

forcing with a percentage of 60% in March 2016. When the average is taken over 5°–10°S, however, Rossby waves dominate 

from October 2015 (Fig. S5). This implies that the Rossby wave forcing was strong enough to decelerate the edge of the QBO 

jet (5°–10°S), while it presumably extends to the jet core (0°–5°S; Fig. 5) due to the weakening of the QBO jet by the MRG 275 

(Fig. 7) and IG (Fig. 11) wave forcing near the equator. 

Coy et al. (2017) showed that the positive peak of GWD in July 2015 is 4.5 m s-1 mon-1 and the negative GWD in February 

2016 is -0.5 m s-1 mon-1 (see their Fig. 2). In the current study, the positive peak of CGW drag (CGWD) in July 2015 is 3.75 

m s-1 mon-1 and the negative CGWD in February 2016 is -1.0 m s-1 mon-1. There are two potential reasons for this discrepancy. 

First, the GWD reported by Coy et al. (2017) is provided by MERRA-2, which is based on non-orographic GWD 280 
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parameterization that does not consider GW sources explicitly. The CGWD in the current study is obtained from the physically-

based CGWD parameterization, which takes into account the GW variability according to the convective activity. Second, 

there are some differences in analysis, such as latitude range for averaging [10°N–10°S for Coy et al., (2017) but 5°N–5°S for 

the present study] and the vertical grids [pressure level for Coy et al., (2017) but model level for the present study]. When we 

set the average latitude as 10°N–10°S, the CGWD in February 2016 is about -0.7 m s-1 mon-1, which is still greater than GWD 285 

reported by Coy et al. (2017). This implies that the negative momentum forcing by CGWs is stronger than that by GWs from 

a fixed source during the disruption. 

Fig. 4c shows the meridional and vertical components of the Rossby wave forcing at 40 hPa. The magnitude of the 

meridional component is larger than that of the vertical component, and becomes dominant in December, January, and 

February when the negative wave forcing prevails. This demonstrates the importance of meridional propagation from 290 

extratropics, as also reported from the previous studies (e.g., Coy et al., 2016; Osprey et al. 2016). However, the vertical 

component is not negligible given that the maximum contribution of the vertical component to the total Rossby wave forcing 

reaches 26%, which is 18% of the total negative wave forcing, in December 2015 (Table 1). The strong vertical EPD in the 

stratosphere (40 hPa) does not necessarily indicate the wave propagation from the equatorial region. Hence, the origination of 

the vertical Rossby wave forcing will be analyzed in the following subsection. 295 

3.3 Contributions of Rossby waves and MRG waves 

In this subsection, we focus on the Rossby and MRG waves and their sources. Figure 5 shows the evolution of the EPF 

and EPD for the Rossby waves (left), and their meridional (middle) and vertical (right) components, separately, from 

November 2015 to February 2016. The vertical profiles of meridional EPF (EPF-y) at 10°N and 10°S are included, and 

meridional distribution of the vertical EPF (EPF-z) at 70 hPa are plotted at the bottom of each month in red lines. In the vertical 300 

profiles and meridional distribution plots, climatological monthly means are included with black lines with ±1 𝜎 values 

indicated in gray shading. In November 2015 (Fig. 5a), the Rossby waves start to break at the southern flank of the QBO 

westerly jet near 50 hPa, which is anomalously strong compared to the climatology. They most likely propagate from the NH, 

given that EPF-y at 10°N is directed southward with a magnitude greater than the climatology by more than 1𝜎. The EPF-y at 

10°S is directed northward at the altitude below 70 hPa, and it is slightly stronger than the climatology; however, this EPF 305 

hardly propagates into the QBO jet. In December 2015 (Fig. 5b), anomalously strong negative EPD near 40 hPa in the SH 

extends northward to 10°N, with the strong EPF-y at 10°N propagating toward SH. The negative EPD in the SH part of the 

QBO jet at 40 hPa is mainly explained by its meridional component, which presumably originates from the EPF-y at 10°N 

between 70 and 30 hPa. On the other hand, the negative EPD in the NH part of the QBO jet at 40 hPa is mainly explained by 

its vertical component considering the anomalously strong vertical EPD there. The strong vertical EPD seems to originate from 310 

the EPF-z at 70 hPa between 0° and 15°N. In January 2016 (Fig. 5c) when the Rossby wave forcing is the strongest, the overall 

feature is similar to December 2015 although with somewhat different aspects: (i) negative EPD at 40 hPa exhibits a significant 
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peak in 0°–5°S, (ii) EPF-y at 10°N has an additional peak at 40 hPa, and the (iii) EPF-z at 70 hPa in the SH becomes much 

stronger than the climatology. In February 2016 (Fig. 5d), the anomalously strong negative EPD is more concentrated at 40 

hPa with a larger contribution from the meridional EPD at 0°–25°N, while the vertical EPF at 70 hPa is less pronounced 315 

compared to January. To sum up, the Rossby wave forcing and the associated wave flux are anomalously strong from 

November 2015 to February 2016, and both the meridional and vertical components are significantly stronger than the 

climatology. The meridional EPD, most likely caused by waves propagating southward at 10°N, largely contributes to the 

deceleration of the QBO jet in the SH. The vertical EPD, presumably caused by waves propagating vertically at 70 hPa between 

0° and 15°N, largely contributes to the deceleration of the QBO jet in the NH.  320 

To investigate whether the anomalously strong EPF-z at 70 hPa in Fig. 5 originates in the equatorial region, Fig. 6 shows 

the EPF and EPD for the 𝐿𝑤 waves, which are westward-propagating low-frequency waves, in the troposphere and for the 

Rossby waves in the lower stratosphere. Here, we focus on January and February 2016 when EPF-z is strong and moderate, 

respectively. Note that the EPF in Fig. 6 is the same as in Fig. 2, except that it is divided by air density for better visualization. 

In January 2016 (Fig. 6a), there are three potential source regions of the Rossby waves: (i) 5°N–10°S at 120–400 hPa 325 

(equatorial source), (ii) 15°–25°S at 200–350 hPa (SH source), and (iii) 20°–25°N and 250–450 hPa (NH source), considering 

that the positive EPD region is a source region of the westward-propagating waves. First, from the equatorial source, wave 

activity propagates upward and northward up to ~120 hPa. There, it seems to merge with the wave activity from the NH 

sources, while part of it propagates upward to the NH stratosphere near 0°–15°N. Second, some of the waves from the SH 

source propagate to the SH stratosphere after depositing a large amount of negative momentum between 100 and 70 hPa, and 330 

others propagate to the NH stratosphere. Third, the wave activity from the NH source does not seem to propagate upward. In 

addition to the three source regions, there might be other source regions at the midlatitude, so the propagation from the 

midlatitudes in both hemispheres also needs to be considered. It is shown that the wave activity from the NH (SH) midlatitude 

propagates into the equatorial stratosphere at the altitude range above 100 hPa (200 hPa). The behaviour in February 2016 

shows a similar pattern to that in January 2016, except for an additional positive EPD region at 15°–25°N and 110–150 hPa. 335 

In summary, the strong EPF-z for Rossby waves at 70 hPa is attributed to both the equatorially generated waves and the waves 

propagating from the NH and the SH. 

Figure 7 shows the EPF and EPD for the MRG waves in October, November, and December 2015, and February 2016, 

when MRG waves significantly contribute to the negative EPD. The vertical profiles of EPF-y at 10°N and 10°S are plotted 

on the right and left side of each panel, and the meridional distribution of the EPF-z at 70 hPa is plotted at the bottom of each 340 

panel. In Fig. 7, we will focus on the altitude near 40 hPa, where the wave forcing is directly related to the QBO disruption, 

although strong negative wave forcing also exists in the upper stratosphere. In October 2015 (Fig. 7a), all the wave forcing is 

similar to the climatology except for the MRG waves (Fig. S2); the negative MRG wave forcing is stronger than the 

climatology by more than 1𝜎 at 50 hPa in 0°–5°S (indicated by the magenta dots). Given the dominant upward propagation in 

the lower to middle stratosphere, the MRG waves exerting negative forcing near 50 hPa in 0°–5°S seem to propagate from 60–345 
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80 hPa and 5°–10°S where the positive EPD exists. While the increase in the meridional EPF at 5°–10°S near 70 hPa is 

somewhat unclear in the EPF-y at 10°S, it is clear in the EPF-y at 7°S and 5°S showing a noticeable increase toward the equator 

compared to the climatology (not shown). The increase in the vertical EPF at 60–80 hPa is evident in the EPF-z at 70 hPa, 

which is greater than the climatology by more than 1𝜎 in 10°S–0°. It is worthwhile to note that there exists positive EPD over 

5°–10°N at 70 hPa as well, implying that 5°–10°N and 60–80 hPa might be another source region for MRG wave generation. 350 

However, the increases in the EPF-z at 70 hPa and EPF-y at 5°–10°N are less significant compared to the climatology. In 

November 2015 (Fig. 7b), a pattern similar to that in October 2015 appears, but with an increase in the magnitude of the 

negative EPD at 40–60 hPa within 5°N/S and the EPF-y at 10°S in 50–80 hPa. The strong EPD at 0°–10°S and 40–60 hPa 

originates most likely from the strong EPF-y at 10°S in 60–80 hPa and EPF-z at 70 hPa in 5°–15°S. In December 2015 (Fig. 

7c) and February 2016 (Fig. 7d), strong negative EPD, equatorward EPF-y at 10°S, and upward EPF-z at 70 hPa are still 355 

evident. 

According to this analysis, we conclude that MRG waves decelerate the QBO jet core at the onset of the QBO disruption, 

given that the negative zonal wind tendency from October to November 2015 is partly attributed to the anomalously strong 

MRG wave forcing. The positive EPD at 60–80 hPa between 5°S and 15°S by MRG is much greater than the climatology both 

for the meridional and vertical components. From 60–80 hPa and 5°–15°S, the waves propagate equatorward and upward 360 

reaching 40–50 hPa near the equator (Figs. 7a–b), implying that the region of 60–90 hPa, 5°–15°S (boxed region in Fig. 8) is 

a possible location where the MRG waves are mainly excited.  

Coy et al. (2017) have investigated whether baroclinic instability leads to the easterly wind development in February 

2016, although they did not investigate the possibility of the wave generation/amplification by baroclinic instability for the 

period before February 2016. As MRG waves contribute significantly to the negative EPD from October to November 2015 365 

(Figs. 3, 4 and 7), it is worth examining whether baroclinic instability is a likely source of MRG waves (Andrews and McIntyre, 

1976; Garcia and Richter, 2019) in October and November 2015, which is evaluated using the meridional gradient of the 

potential vorticity (Andrews et al., 1987): 

 

 𝑞̅𝜙 = 2Ω cos 𝜙 − [
(𝑢cos 𝜙)𝜙

𝑎 cos 𝜙
]

𝜙
−

𝑎

𝜌0
(

𝜌0𝑓2

𝑁2 𝑢̅𝑧)
𝑧
,                                                                              (3) 370 

 

where Ω is the Earth’s rotation and 𝑁 is the buoyancy frequency. The negative regions of 𝑞̅𝜙 suggest a possibility of baroclinic 

instability, because the positive and negative 𝑞̅𝜙  values in a neighboring region satisfy the necessary condition for the 

instability (Gill, 1982). 

Figure 8 presents the monthly-mean 𝑞̅𝜙 (Figs. 8a–b) and the number of grids where the daily-mean 𝑞̅𝜙 is negative (Figs. 375 

8c–d) in October and November 2015. The monthly-mean 𝑞̅𝜙 in the boxed region has small positive values in October 2015 

(Fig. 8a) and November 2015 (Fig. 8b). In Figs. 8c–d, however, 22 and 25 days during October and November, respectively, 
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have negative 𝑞̅𝜙 values by at least one point within the boxed region, which satisfy a necessary condition for baroclinic 

instability, dominated by the barotropic instability (not shown). The number of negative 𝑞̅𝜙 days are much larger than the 

climatology (11 and 19 days with standard deviations of 11 and 7 days in October and November, respectively; not shown). 380 

This suggests that baroclinic instability at the boxed region is a possible source for generating the anomalously strong MRG 

waves. The MRG waves generated by the baroclinic instability in the narrow westerly jets accelerate the zonal wind off the 

equator and decelerate the zonal wind near the equator, reducing the curvature and thus the instability, which indicates that the 

MRG waves respond to the QBO wind system (Garcia and Richter, 2019). However, as the deceleration of the jet core is 

important in the QBO disruption, such behavior may play an important role in preconditioning the background wind. It should 385 

be noted that the baroclinic instability does not seem to be an exclusive source of the MRG waves because there exist precedent 

WQBO cases having considerable negative 𝑞̅𝜙 without significant enhancement in the wave generation (e.g., 2010, 1987, and 

1982). Therefore, further studies on the source of the MRG waves should be done in the future. It is also interesting that 𝑞̅𝜙 

shows large negative values at the upper stratosphere (~5 hPa) where the zonal wind curvature is large in association with 

strong westerly jet (Hamilton, 1984). Nevertheless, it is unlikely that the MRG waves generated at 5 hPa affects the QBO 390 

disruption as the upward propagating MRG waves (i.e., vertical EPF >0) are dominant in the stratosphere, and the strong 

easterlies between 5 to 10 hPa inhibit the propagation of the MRG waves. 

We found in the previous figures (Figs. 5 and 6) that the increased Rossby wave forcing in the stratosphere partly 

originates from the equatorial troposphere. Therefore, in Fig. 9, we examine the zonal-mean precipitation in the equatorial 

troposphere to identify convective activity using MERRA-2 data. Overall, the zonal-mean precipitation from November 2015 395 

to February 2016 is stronger than the climatology in 5°N–5°S. It is greater than the climatology by more than 1𝜎 from 

November to December 2015 (Figs. 9a–b). In February 2016 (Fig. 9d), the precipitation is much stronger than the climatology 

between 5°N and 10°S by more than 3𝜎. The maximum precipitation is slightly shifted southward in December–January–

February (DJF), following the location of the inter-tropical convergence zone (ITCZ). 

We further check whether the precipitation spectrum related to each equatorial wave type is enhanced during the 400 

disruption. Figure 10 illustrates the power spectrum of the precipitation data of MERRA-2 divided by background spectrum 

averaged over 10°N–10°S for both the symmetric and anti-symmetric components. The background spectrum is obtained by 

applying 1-2-1 smoothing to the base-10 logarithm of the raw spectrum (separately for the symmetric and antisymmetric 

spectrum) in wavenumber and frequency 40 and 10 times, respectively, and applying based-10 exponential again to the 

smoothed spectrum (Chao et al., 2009). If the raw spectrum divided by the background spectrum is greater than 1.4, it is 405 

considered statistically significant at the 95% level for 41 degrees of freedom (i.e., corresponding to the number of the latitude 

grid cells from 10°N to 10°S) (Wheeler and Kiladis, 1999).  

The area where the precipitation spectrum is greater than the climatology by more than 1𝜎, which is denoted by a stippled 

pattern, widens from November 2015 to February 2016, indicating that not only the mean value but also the variability of the 

convection significantly increases during the disruption. The spectra related to Rossby waves in the symmetric spectrum (𝑘 = 410 
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-10–0, 𝜔 = 0–0.15 cpd) are statistically significant throughout the period, suggesting that the convective activity in the 

troposphere is the probable source for Rossby waves. However, the waves in the low-frequency spectra have less possibility 

to propagate upward into the stratosphere due to their slow vertical-group velocity (Yang et al., 2011). In November 2015 (Fig. 

10a) and December 2015 (Fig. 10b), the spectra related to MRG waves in the anti-symmetric component (𝑘 = -9 and 𝜔 = 0.12; 

𝑘 = -5 and 𝜔 = 0.28) are statistically significant and their amplitude is stronger than the climatology by more than 1𝜎. However, 415 

they are less likely to be the primary source of the anomalously negative MRG wave forcing in the stratosphere, given that the 

EPF-z for MRG waves greater than the climatology only appears at altitude above 70 hPa (Fig. 7). It is also interesting that 

the peaks related to Kelvin waves (𝑘 = 0–10 and 𝜔 = 0–0.25) are increasing from November 2015 (Fig. 10a) to February 2016 

(Fig. 10d), consistent with the increasing EPF-z at 70 hPa (see Fig. S3) and the resultant EPD (Fig. 2) during the disruption. 

To validate the realism of the MERRA-2 precipitation data, we additionally calculate the space-time spectra of 420 

precipitation provided by TRMM in Fig. S6. The key features are present in TRMM, but its amplitude is larger than that of 

MERRA-2, possibly attributed to the finer resolution. Note that TRMM data are available in a shorter period (1998–2016) 

than the MERRA-2 data (1980–2016), so only five years are included as WQBO climatology in Fig. S6. As in the MERRA-2 

data, there exists significant increase in the precipitation of TRMM during January and February 2016 (Fig. S6) compared to 

the climatology. 425 

3.4 Contribution of inertia-gravity waves 

Figure 11 shows EPF vectors and EPD for the IG waves, together with the meridional distribution of EPF-z at 70 hPa, 

from November 2015 to February 2016. In this figure, the vertical cross section of EPF-y is not shown because EPF-z 

dominates the total EPF. EPF-z here is the net EPF of eastward and westward IG waves, so the positive EPF-z indicates 

stronger westward EPF than the eastward one, given the dominant upward propagation in the stratosphere. Anomalously strong 430 

negative wave forcing exists at 10–20 hPa near the equator throughout the period. In November 2015 (Fig. 11a), negative wave 

forcing is anomalously strong at 40–80 hPa near the equator (0°–5°S), influencing the deceleration and the downward shift of 

the WQBO jet core in the following months. The strong negative forcing is likely attributable to the strong vertical EPF at 70 

hPa, which is greater than the climatology by more than 1𝜎. In December 2015 (Fig. 11b) and January 2016 (Fig. 11c), it is 

shown that the negative wave forcing at 40–80 hPa near the equator and the westward EPF-z at 70 hPa in 10°N–10°S are 435 

anomalously strong, as in November 2015. In February 2016, negative wave forcing exists at 40 hPa and 0°–5°S without 

significance, while the negative wave forcing near the top of the lower jet is significant. From November 2015 to February 

2016, the strong westward IG wave forcing is mainly induced by the vertical EPF penetrating into the stratosphere from the 

troposphere. Then why do the westward IG waves at 70 hPa show a noticeable increase during the disruption? 

To answer this question, we show the vertical EPF for 𝐻𝑒 + 𝐻𝑤 waves [(i) |𝑘| > 20 for all 𝜔 or (ii) |𝑘| ≤ 20 for 𝜔 > 0.4 440 

cpd] (approximately for IG waves) at the source level from November 2015 to February 2016 in Fig. 12, where the source 

level is set to 140 hPa based on the changes in the sign of EPD (not shown). The eastward and westward waves have similar 
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magnitudes in November 2015. However, the westward-propagating waves start to dominate the vertical EPF from December 

2015. In January and February 2016, the vertical EPF at 140 hPa is greater than the climatology by more than 1𝜎 at 10°N–

10°S. The stronger westward EPF-z at 140 hPa from December 2015 to February 2016 suggests that the preference for 445 

westward propagating waves at 70 hPa stems from the source level except in November 2015. 

Figure 13 illustrates the power spectral density of the precipitation in a phase-speed spectrum of the 𝐻𝑒 + 𝐻𝑤 waves from 

November 2015 to February 2016 along with the climatology. The precipitation spectrum is classified as eastward- (westward-) 

propagating waves when the phase-speed is larger (smaller) than the zonal wind at the source level. The double-sided arrows 

represent the zonal wind range between the source level (140 hPa) and 70 hPa in each month, indicating the phase-speed range 450 

of the critical-level filtering. In November 2015 (Fig. 13a), the zonal wind at the source level is near zero, so the precipitation 

spectrum has a similar amplitude between the eastward and westward waves. However, the eastward waves are almost filtered 

out due to the positive vertical wind shear between 140 and 70 hPa (see Fig. 1). This feature is different from the climatology, 

which has stronger westward waves than eastward waves at the source level. As most of the pronounced westward waves are 

filtered out due to the negative vertical wind shear (see Fig. 1), the remaining spectrum at 70 hPa in November 2015 has more 455 

westward waves than the climatology. In December 2015 (Fig. 13b), the wave characteristics at the source level during the 

disruption agree well with the climatology—that is, stronger westward waves than eastward waves and a similar magnitude of 

westerly winds at the source level. However, both a larger magnitude of the precipitation spectrum and the narrower critical-

level filtering range for the westward waves result in stronger westward momentum flux at 70 hPa during the disruption than 

the climatology. From January 2016 (Fig. 13c), (i) the westerly anomaly at the source level, (ii) strong precipitation spectrum, 460 

and (iii) decreased critical-level filtering of the westward waves induce a stronger westward momentum flux at 70 hPa. The 

presence of stronger westerlies at the source level than the climatology during the disruption becomes apparent in February 

2016, leading to the strongest westward momentum flux at the source level. Figure 13 suggests that strong westward IG waves 

at 70 hPa during the disruption are largely attributed to the reduced critical-level filtering of westward waves in November 

2015, while in December 2015, those are attributed to both enhanced convection and the decreased critical-level filtering. In 465 

January and February 2016, westerly anomaly at the source level and the reduced filtering of westward waves plays an 

important role in the increased westward IG wave forcing, along with stronger convection.  

Kawatani et al. (2019) showed stronger westward wave forcing between 40 hPa and 70 hPa during El Niño than during 

La Niña in their Model for Interdisciplinary Research on Climate-Atmospheric General Circulation Model (MIROC-AGCM) 

simulation. They explained that larger westward forcing is due to the strong westward EPF in the UTLS, which is attributed 470 

to the enhanced convective activity with -10 < 𝑐 < 10 m s-1 (where 𝑐 is the phase speed) and less critical-level filtering of the 

IG waves during El Niño than during La Niña. This is consistent with our result, implying that the enhanced wave source (i.e., 

convection) and the propagation conditions favorable for westward IG waves in the current study are presumably associated 

with the strong El Niño condition. 
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3.5 Contribution of parameterized CGWs 475 

Figure 14 illustrates the zonal-mean zonal CGWD overlaid with zonal-mean zonal wind profile and the source-level CGW 

momentum flux averaged over 5°N–5°S in February 2016, when CGWD started to contribute to the QBO disruption, along 

with the climatology. Negative CGWD appears where the vertical wind shear is negative, with a maximum magnitude of -1.9 

m s-1 mon-1 at 47 hPa. Once a negative vertical wind shear develops, CGWs begin to exert negative forcing on the zonal wind, 

making the vertical wind shear stronger, which in turn leads to a greater negative CGWD. It is noticeable that the source-level 480 

CGW spectrum reveals much stronger momentum flux than the climatology and the difference from the climatology is larger 

for the westward momentum flux than the eastward momentum flux, resulting in a faster and more irreversible easterly 

development at 40 hPa. In addition to the source spectrum, the apparent positive wind shear in the upper troposphere during 

February 2016 enhances the propagation of westward waves into the stratosphere in comparison to the negative wind shear in 

the climatology.  485 

We would like to answer the following two questions: (1) Why is the source-level CGW momentum flux stronger in 

February 2016 than in the climatology? (2) Why is the increased amount of westward momentum flux larger than that of 

eastward momentum flux? Figure 15 illustrates the convective source spectrum and the wave-filtering and resonance factor 

(WFRF) spectrum, which are two important factors constituting source-level CGW momentum flux spectrum in the 

parameterization by Kang et al. (2017). The magnitude of convective source spectrum is proportional to the square of the 490 

convective heating rate, having a peak where the phase speed equals to the moving speed of convection (𝑐𝑞ℎ). WFRF includes 

two main effects: (i) critical-level filtering within the convective forcing region and (ii) the amplification of the response due 

to the matching of the vertical wavelength of the GW and the vertical configuration of convective heating. As the convective 

heating is deeper, WFRF integrated over all phase speeds becomes larger and its peak is shifted to the higher phase speed 

(Song and Chun, 2005). The magnitude of the convective source spectrum (Fig. 15a) is much stronger than the climatology 495 

and WFRF (Fig. 15b) shows a stronger magnitude throughout all phase speeds, both of which lead to the exceptionally strong 

momentum flux of CGWs. Stronger magnitude of WFRF is due to a higher static stability and deeper convection that are 

possibly triggered by El Niño, in which there is a warm troposphere and cool stratosphere (Domeisen et al., 2019; Kawatani 

et al., 2019; Richter et al., 2020). The zonal wind at the cloud top (white line) exhibits a weaker easterly compared to the 

climatology (gray line): zonal winds at the cloud top averaged over 5°N–5°S are -3.4 and -4.4 m s-1 for the disruption and the 500 

climatology, respectively. On the other hand, the difference in 𝑐𝑞ℎ (gray line) is negligible. Thus, the westerly wind anomaly 

at the cloud top is responsible for the westward CGWs that are increased more than the eastward CGWs at the source level 

during the disruption.  

4. Summary and Conclusion 

In this study, we have investigated the contribution of each equatorial planetary wave mode and parameterized 505 

convectively-excited gravity waves, CGWs, to the 2015–16 QBO disruption by utilizing the equatorial wave separation method 
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of Kim and Chun (2015) and the offline CGW parameterization by Kang et al. (2017) using MERRA-2 model-level data. The 

main results, represented in schematic form in Fig. 16, are as follows:  

• From October to November 2015, anomalously strong negative forcing by MRG waves mainly decelerated the QBO 

jet at 0°-5°S near 40–50 hPa. From November 2015, IG wave forcing became anomalously strong at the altitudes 510 

below 50 hPa, when the Rossby waves propagating from the NH began to break at the southern flank of the westerly 

jet (0°-10°S) at 30–60 hPa. The anomalous MRG waves were possibly generated by the increased frequency of 

barotropic instability in the lower stratosphere. IG wave forcing was attributed to (i) stronger convection in the 

equatorial troposphere, (ii) stronger westerly (or weaker easterly) winds leading to an enhanced westward 

momentum flux at the source level, and (iii) the reduced critical-level filtering of the westward waves arising from 515 

weaker negative wind shear in the UTLS compared to the climatology. 

• From December 2015, Rossby-wave breaking extends from the SH to the equator. The deceleration of the QBO jet 

in the NH was mainly induced by the vertically propagating Rossby waves penetrating into the stratosphere. They 

likely originated in the NH and SH extratropics as well as in the tropics, generated by the convection in the equatorial 

troposphere. The deceleration of the QBO jet in the SH is mainly induced by Rossby waves propagating laterally 520 

from the NH extratropics. In January 2016, Rossby wave forcing was the strongest among all equatorial waves.  

• In February 2016, the QBO jet at 40 hPa was continuously decelerated by the Rossby waves, propagating both 

vertically and latitudinally. At the same time, the estimation of the CGW forcing suggests that CGWs provided 

negative forcing on the QBO jet at 40–50 hPa near the equator, contributing to 20% of the total negative wave forcing. 

The enhancement in the negative CGWD is partly explained by excessively strong westward momentum flux at the 525 

source level, which was attributed to the westerly wind anomaly at the source level and the reduced critical-level 

filtering of the westward waves in the upper troposphere. 

• Meanwhile, the Kelvin waves and CGWs helped confine the development of the easterlies to the region near 40 hPa 

by strengthening the westerly jets near 20–30 hPa and 60–80 hPa from January 2016. 

In previous studies, laterally propagating Rossby waves from the midlatitudes have been considered as the primary cause 530 

of the QBO disruption, although Lin et al. (2019) emphasized the role of local equatorial wave forcing in preconditioning the 

Rossby wave breaking. In the present study, we found that anomalously strong negative MRG and IG wave forcing in the early 

stage of the QBO disruption played a significant role in preconditioning the QBO jet core. Figure 17 shows scatter plots 

demonstrating how the wave flux or wave forcing was anomalously strong compared to the climatology. The negative EPDs 

for the MRG and IG waves in 2015 were the strongest among those in other WQBO cases (Fig. 17a), where the EPDs for the 535 

MRG waves and IG waves are averaged for October–November and November–December, respectively. We also found that 

Rossby waves propagating upward from the equatorial troposphere significantly contribute to the QBO jet in the NH, which 

helped to interrupt the westerly jet along with the equatorward propagating Rossby waves. Both the meridional and vertical 

EPF of the Rossby waves propagating into the equatorial stratosphere averaged for January–February in 2016 were stronger 
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than those in any other years of WQBO phases (Fig. 17b). The contribution of the parameterized CGWs to the QBO disruption, 540 

which had been considered small, was found to be substantial when a physically based CGW parameterization was used; the 

negative CGWD in February 2016 was the largest among CGWD values in February with WQBO phases at 30–50 hPa (Fig. 

17c). The strongest CGWD at 30–50 hPa is not surprising given that 2016 is the only year when the negative vertical wind 

shear occurs near 40 hPa due to sudden easterly development. However, it is surprising that the westward CGW momentum 

flux at the source level in February 2016 was much stronger than in any of the February with WQBO phases (Fig. 16c). This 545 

suggests that the variability of the GWs according to the convective activity leads to an enhancement in the negative CGWD 

at 40 hPa. 

The current results are based on the MERRA-2 data, and some uncertainties might be included in association with 

reanalysis data. Therefore, we checked whether the behavior of the equatorial waves in MERRA-2 also appears in ERA-I 

during the QBO disruption period (Fig. S3). The equatorial wave forcing in ERA-I showed similar time evolution to that in 550 

MERRA-2, despite somewhat larger wave forcing in ERA-I. In addition, the tropical precipitation in MERRA-2, which 

increased during the QBO disruption, was found to be evident in the observed precipitation (TRMM; Fig. S6). One additional 

point to mention about the uncertainties in our results is on the cloud top and bottom heights used for the CGW parameterization. 

Although we tried to make vertical profiles of the convective heating rate comparable to those estimated from the satellite 

observations (Sect. 2.4), CGW momentum flux spectrum is very sensitive to the cloud-top and -bottom heights (Song and 555 

Chun, 2005; Kang et al., 2017) that are derived from the threshold percentage of the convective heating profiles. Considering 

the importance of cloud-top and -bottom heights, their realistic estimation needs to be further investigated in the future.  

Although not discussed in the results section, a QBO westerly phase that does not rapidly propagate downward and 

maintains westerly winds throughout a deep layer might provide a favorable condition for the QBO disruption. Hitchcock et 

al. (2018) mentioned that westerly QBO should be deep enough to develop easterly winds away from the top and bottom shear 560 

regions of the jet. In addition, Osprey et al. (2016) reported enhanced tropical upwelling during the disruption. In our analysis, 

it is found that not only the mean upwelling (𝑤̅∗) in the whole stratosphere was strengthened but also upwelling in the upper 

stratosphere was stronger than the climatology (c.f. strong positive ADVz at the top of the QBO in Fig. 3), which made a deep 

and stalled QBO jet susceptible to the continuous deceleration by wave forcing. Therefore, it would be interesting to investigate 

the vertical upwelling and its importance during the disruption period. 565 

In this study, we found that the 2015–16 QBO disruption occurred when the following conditions were met: (i) negative 

equatorial wave (MRG, IG) forcing in the early stages and (ii) strong vertical and horizontal components of Rossby waves 

with strong small-scale CGWs in the later stages. The enhancement in the convective activity as well as anomalous wind 

profile, possibly attributed to a strong El Niño, leads to anomalously strong negative equatorial wave forcing. However, it is 

still puzzling why the equatorial wave activity in 2015/16 is stronger than those in other El Niño periods, which requires further 570 

investigation. Because more frequent occurrences of the QBO disruption are expected in a warmer climate (Osprey et al., 2016; 
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Hirota et al., 2018), understanding the 2015–16 QBO disruption would eventually lead to an improvement of the long-range 

forecast in the future. 
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Table 1. Momentum forcing at 40 hPa by each wave (m s-1 mon-1) and its percentage to the total negative wave forcing 

(parenthesis) averaged over 5°N–5°S from October 2015 to March 2016 and for the climatology. The percentage is calculated 

when a wave forcing is negative during the QBO disruption. 

2015-16 Oct 2015 Nov 2015 Dec 2015 Jan 2016 Feb 2016 Mar 2016 

MRG -0.4 (39%) -0.6 (27%) -0.6 (17%) -0.1 (1%) -0.6 (12%) -0.5 (10%) 

IG -0.5 (41%) -0.6 (28%) -0.5 (13%) -0.4 (8%) -0.3 (7%) -0.4 (7%) 

Rossby -0.2 (20%) -0.9 (45%) -2.6 (70%) -4.4 (91%) -3.0 (61%) -1.3 (23%) 

CGW 0.8  0.6  0.3  0.5  -1.0 (20%) -3.3 (60%) 

Kelvin 0.9 0.6 0.7 1.1 0.7 0.5 

Rossby-Y -0.3 (30%) -0.7 (34%) -1.9 (52%) -3.8 (78%) -2.7 (55%) -1.4 (25%) 

Rossby-Z 0.03  -0.2 (11%) -0.7 (18%) -0.6 (13%) -0.3 (6%) 0.1  

Climatology Oct Nov Dec Jan Feb Mar 

MRG -0.3 -0.2 -0.2 -0.2 -0.1 -0.1 

IG -0.2 -0.4 -0.4 -0.4 -0.3 -0.4 

Rossby -0.3 -0.4 -0.8 -1.0 -1.1 -0.8 

CGW 1.0 0.6 0.5 0.5 0.5 0.5 

Kelvin 1.6 1.2 1.0 1.0 1.0 0.9 

Rossby-Y -0.2 -0.3 -0.6 -0.8 -0.9 -0.6 

Rossby-Z -0.1 -0.1 -0.2 -0.2 -0.2 -0.2 
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Figure 1. (Top) Latitude–height cross sections of the zonal-mean zonal wind from October 2015 to February 2016, (middle) 

their climatology in each month from October to February, and (bottom) those averaged between 5°N and 5°S. Red lines 

represent the QBO disruption and black lines represent the climatology with ± 1 standard deviation (gray shading). 750 
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Figure 2. Latitude–height cross sections of the EPF (vectors) and EPD (shading) for the (a) parameterized CGWs (P-CGWs, 755 

multiplied by 2) and resolved equatorial waves, including (b) Kelvin (multiplied by 2), (c) MRG (multiplied by 4), (d) inertia-

gravity (IG, multiplied by 4), and (e) Rossby waves, superimposed on the zonal-mean zonal wind (contour) in February 2016. 

Positive (negative) zonal winds are plotted with solid (dashed) lines with a contour interval of 2 m s-1, and thick contour lines 

denote a zero zonal wind speed. The magenta stippled pattern represents a region where the EPD is algebraically smaller (more 

negative) than the climatology by more than its standard deviation. The arrow on the upper right corner denotes the reference 760 

vector. 
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 Figure 3. Time–height cross sections of the (a) zonal-mean zonal wind (U), (b) zonal wind anomaly from the climatology (U-Uclim), (c) zonal 

wind tendency (𝝏𝑼 𝝏𝒕⁄ ), (d) vertical advection (ADVz), (e) required wave forcing (REQ) in the TEM equation, and EPD for the (f) P-CGWs, (g) 

Kelvin, (h), MRG, (i) IG, and (j) Rossby waves (left) from July 2015 to June 2016 and (right) their climatology from July to June, overlaid with 765 

the zonal-mean zonal wind (black contour lines). Positive (negative) zonal winds are plotted with solid (dashed) lines with a contour interval of 5 

m s-1, and thick contour lines denote a zero zonal wind speed. 
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Figure 4. Time series of the (a) zonal-mean zonal wind (solid) and zonal wind tendency (dotted), (b) wave forcing by the 

Kelvin waves (orange), MRG waves (pink), Rossby waves (blue), IG waves (light green), and CGWs (red), and (c) meridional 770 

(dot-dashed) and vertical components (dotted) of the Rossby wave forcing, averaged over 5°N–5°S at 40 hPa from July 2015 

to June 2016. 
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Figure 5. Latitude–height cross sections of the (1st column) EP flux (vectors) and EP flux divergence (EPD, shading) for the 

Rossby waves, (2nd column) their meridional component, and (3rd column) their vertical component in (a) November 2015, (b) 775 

December 2015, (c) January 2016, and (d) February 2016. The panel on the left (right) side of the meridional component 

represents the meridional EP fluxes at 10°S (10°N) and the panel under the vertical component represents the vertical EP flux 

at 70 hPa [red lines for each month and black lines for their monthly climatology with ±1 standard deviation (gray shading)]. 

Positive (negative) zonal winds are plotted with solid (dashed) lines with a contour interval of 2 m s-1, and thick contour lines 

denote a zero zonal wind speed. The magenta stippled pattern represents a region where the EPD is smaller than the climatology 780 

by more than its standard deviation. 
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Figure 6. Latitude–height cross sections of the EP flux (vectors) and EP flux divergence (shading) for the Rossby waves and 790 

in (a) January 2016 and (b) February 2016. Note that below 100 hPa, the 𝑳𝒘 waves (𝝎 ≤ 0.4 cpd and -20 ≤ 𝒌 < 0) are assumed 

to be the Rossby waves. Black boxes denote the three-potential source regions.  
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Figure 7. Latitude–height cross sections of the EP flux (vectors) and EP flux divergence (EPD, shading) for the MRG waves, 

in (a) October 2015, (b) November 2015, (c) January 2016, and (d) February 2016. The panel on the left (right) side of the 795 

EPD represents the meridional EP fluxes at 10°S (10°N) and the panel under the EPD represents the vertical EP flux at 70 hPa 

[red lines for each month and black lines for their monthly climatology with ±1 standard deviation (gray shading)]. Positive 

(negative) zonal winds are plotted with solid (dashed) lines with a contour interval of 2 m s-1, and thick contour lines denote a 

zero zonal wind speed. The magenta stippled pattern represents a region where the EPD is smaller than the climatology by 

more than its standard deviation. Here, EPF and EPD are multiplied by 8 and 4, respectively. 800 
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Figure 8. Latitude–height cross sections of the monthly-mean baroclinic instability (shading) superimposed on the zonal-mean 

zonal wind (contour) in (a) October 2015 and (b) November 2015. Positive (negative) zonal winds are plotted with solid 

(dashed) lines with a contour interval of 2 m s-1, and thick contour lines denote a zero-zonal wind speed. Daily time series of 

the number of grids where daily-mean 𝒒̅𝝓 is negative in the boxed region (5°–15°S, 60–90 hPa) in (c) October 2015 and (d) 805 

November 2015.  
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Figure 9. Zonal-mean precipitation of MERRA-2 in (a) November 2015, (b) December 2015, (c) January 2016, and (b) 

February 2016 (red) and their monthly climatology (black) with ± 1 standard deviation (gray shading). 815 
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Figure 10. Power spectral density of the MERRA-2 precipitation divided by the background spectrum (see text for details) as function of zonal 

wavenumber and frequency for (left) symmetric and (right) antisymmetric components averaged over 10°N–10°S in (a) November 2015, (b) 820 

December 2015, (c) January 2016, and (d) February 2016. When the ratio between the raw power and the background power is larger than 1.4, it 

is considered a statistically significant spectrum at 95% level. The blue-stippled pattern denotes a spectrum where the power is stronger than the 

climatology by more than its standard deviation. Thick solid lines denote theoretical dispersion lines of each equatorial waves for the equivalent 

depth of 𝒉 = 8, 40, 240 m, although only 𝒉 = 8 m line is shown for IG waves.  
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 825 

Figure 11. Latitude–height cross sections of the EP flux (vectors) and EP flux divergence (shading) for the IG waves 

(multiplied by 4) with the (bottom) vertical EP flux for the IG waves at 70 hPa in (a) November 2015, (b) December 2015, (c) 

January 2016, and (d) February 2016 (red) and their monthly climatology (black) with ±1 standard deviation (gray shading). 

Positive (negative) zonal winds are plotted with solid (dashed) lines with a contour interval of 2 m s-1, and thick contour lines 

denote a zero zonal wind speed. The magenta stippled pattern represents a region where the EPD is smaller than the climatology 830 

by more than its standard deviation. Here, EPF and EPD are multiplied by 8 and 4, respectively. 
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Figure 12. Vertical EP flux at 140 hPa for the 𝑯𝒆 + 𝑯𝒘 waves [(i) |𝒌| > 20 and 𝝎 > 𝟎 cpd or (ii) |𝒌| ≤ 20 and 𝝎 > 0.4 cpd; 

approximately for the IG waves] in (a) November 2015, (b) December 2015, (c) January 2016, and (d) February 2016 (red) 

and their monthly climatology (black) along with ± 1 standard deviation (gray shading). 840 
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 845 

 

Figure 13. Phase-speed spectra of the precipitation in the spectral range of the 𝑯𝒆 + 𝑯𝒘 waves [(i) |𝒌| > 20 and 𝝎 > 0 cpd 

or (ii) |𝒌| ≤ 20 and 𝝎 > 0.4 cpd; approximately for the IG waves] averaged over 10°N–10°S in (a) November 2015, (b) 

December 2015, (c) January 2016, and (d) February 2016, and their monthly climatology (black) along with ±1 standard 

deviation (gray shading). Note that the power is multiplied by a negative sign when the phase speed is smaller than the zonal-850 

mean zonal wind at 140 hPa (i.e., source level). Double-sided arrows represent zonal wind ranges from 140 hPa to 70 hPa for 

the QBO disruption period (red) and the climatology (black).  
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Figure 14. (Top) The zonal-mean zonal wind profile and the zonal-mean CGWD profile averaged over 5°N–5°S in February 

2016 (red solid and red dashed, respectively) and those for the climatology (black solid and black dashed, respectively) with 

± 1-standard deviation (dark-gray and light-gray shading, respectively). (Bottom) Phase-speed spectra of the zonal-mean zonal 860 

CGW momentum flux at the source level averaged over 5°N–5°S in February 2016 (red) and the climatology (black) with ± 

1-standard deviation (gray shading).  
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Figure 15. Latitudinal distributions of (left) zonal-mean convective source spectrum and (right) wave-filtering and resonance 

factor (WFRF) spectrum in (top) February 2016 and (bottom) the climatology. White and gray dashed lines in the convective 

source spectrum denote zonal-mean zonal wind (𝑼) and the moving-speed of convection (𝒄𝒒𝒉), respectively. 870 
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Figure 16. Schematic of the zonal wind evolution (black contour) and the anomalous wave forcing (arrow) during the QBO disruption in October 

2015–November 2015 (left), December 2015–January 2016 (middle), and February 2016 (right). The “J” denotes a westerly jet.  875 
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Figure 17. Scatter plots of the (a) EP flux divergence (EPD) for the MRG waves (x-axis) and that for the IG waves (y-axis) at 0°–5°S, averaged for 880 

October–December in 40–60 hPa and November–December in 30–70 hPa, respectively, (b) meridional EPF (multiplied by -1) at 10°N and 30–50 

hPa (x-axis) and vertical EPF at 70 hPa in 10°N–10°S (y-axis) for the Rossby waves averaged for January–February, and (c) westward CGW 

momentum flux at the source level (x-axis) and the zonal-mean zonal CGWD (y-axis) in 30–50 hPa at 5°N–5°S averaged for February. Red dots 

denote the disruption year (2015–16) and dark-blue dots denote the other years with WQBO phases. 
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