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Dear referees, dear editor Geraint Vaughan,

we would like to thank the referees for the constructive and elaborated comments and suggestions to our
manuscript. We have taken the remarks into account and hope that we have responded satisfactorily to
the suggestions. The referee’s comments are given in blue italic typeface, our responses are given in
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manuscript with marked changes.
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Leonie Bernet (on behalf of all co-authors)
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1 Author’s response to referee #1

1.1 General comments

The paper is a detailed study of the IWV data (and trends) gathered by all available IWV measurement
devices available in Switzerland, and extended with the most state-of-the-art reanalysis output available
(ERA5 and MERRA-2). The use of a trend analysis model that account for possible biases (inhomogeneit-
ies) due to instrument changes is really a strong point of this study. At some places, the study does lack
some interpretation of the findings (see my specific comments), and | identified three remaining caveats
the study should deal with before publication:

Thank you for your feedback, we have followed your suggestions to improve the manuscript.

In the analysis of equations (9), (10), and (11), it is assumed that the relative humidity is constant, as is
quite often the case when assessing the impact of the Claussius-Clapeyron relationship. However, in the
study of Wang et al. (2016), already referred to in the manuscript, but not in this section, it is shown that
the relative humidity varies with temperature. As you might have relative humidity measurements available
(in any case you might use the reanalyses output), it would be good to confront your approach with the
one described in Wang et al. (2016). In the conclusions section (lines 505-509), you also highlight this
weakness in your approach. | think that adding the variation of relative humidity with temperature as an
extra piece of information to understand the variation of IWV with temperature in Switzerland should be
considered.

We thank the referee for this input and agree that analysing the variation in relative humidity can provide
valuable information. We therefore added a figure showing RH trends from ERA5 (Fig. 15 in new manu-
script). The text and interpretation were adapted accordingly.

Description of new Fig. 15:

ERAS5 ¢, is decreasing in winter, whereas ERA5 IWV winter trends are increasing. These conflict-
ing results indicate that the assumption of constant relative humidity might not be valid in winter.
This is confirmed by the ERA5 RH trends (Fig. 15), which are around zero for whole Switzerland
in all seasons but slightly positive in winter. Even though these positive winter RH trends are not
significantly different from zero, they raise the question whether it is justified to assume RH to be
constant.

Conclusions:

Another reason for observed inconsistencies between temperature and IWV changes might be changes
in relative humidity (RH). Our temperature—IWV relation assumes that the relative humidity remains
constant. However, we found positive RH trends in winter using lower tropospheric ERA5 data.
Even though the RH trends are not significant, they might partly explain the disagreement between
observed winter temperature and IWV changes. Wang et al. (2016) states that RH may not be con-
stant because of limited moisture avallablllty over land surfaces. Heweverthisisnotalwaysthecase;
. Some studies found even a
decrease of relative humidity with increasing temperature at midlatitudes (O’Gorman and Muller, 2010) or
in the subtropics (Dessler et al., 2008). Further analyses with additional data sets would be required
to provide more insights into possible RH trends in Switzerland.




Another major point | want to raise here, is the comparison of trends (especially in section 6.1) between
GNSS sites that have a different length of time series. The length of the time series is only considered in
the size of the markers in Fig. 8, but will interfere with other effects that have considered to compare the
frends (e.g. the altitude of the station, in Fig. 9, to name only one). Due to the inter-annual variability of
IWV, the starting/end date of the time period has an impact on the trend value. Therefore, | would urge
for a detailed analysis of the impact of the length of the time series on the resulting IWV trends, by e.g.
constructing an alternative Fig. 8 with trends calculated from a common time period and/or constructing a
figure like Fig. 9, in which the trend is assessed against the starting year of the GNSS time series.

The length of the time series can indeed affect the trend and its uncertainty in multiple ways.

1. The longer the time series is, the more information is available. However, the information content of the
data is often overestimated because the data might not be truly independent. Any variability in the data
which is not accounted for by the trend model can lead to autocorrelations in the fit residuals. These are,
however, taken into account by the trend analysis tool used. Even if the length of our time series appears
to be short, the impact of this shortness and the information loss via autocorrelations is included in the
uncertainty estimates provided.

2. Also, systematic short-term variability can mimic trends which are not there in the true atmosphere. For
example, an unaccounted annual cycle will give rise to an artificial trend if the length of the time series is
different from an integer multiple of a full year. However, the trend model we use includes the annual cycle
and three of its overtones. Thus, these effects should not cause any artefact.

3. Another possible cause of the dependence of the trend from the start and end date of the time series
might be that the trend is not linear. Since our trend model assumes a linear trend, our resulting trends
might indeed depend on the start and end date of the time series. We therefore indicate the length of the
time series in Table 1 and show the different lengths by the marker size in Figure 8. To make these different
trend lengths also visible in the altitude dependent Figure (Fig. 10 in new manuscript), we added trend
length dependent marker sizes also in this figure. Further, we added GNSS trends to the reanalysis maps
(Figures 11 and 12 in new manuscript), showing only GNSS trends with longest time series (18 and 19
years). Finally we would like to mention that Fig. 8 (Fig. 9 in new manuscript) shows for the majority of the
Swiss GNSS stations positive trends of IWV in spite of different start and end times of the IWV series. This
is also an important result of our study.

The section 4.1.1 is definitely not my favorite section. It leans on Fig. 5, in which the trend uncertainty
bars should be added. This might be tricky, since, as far as | understand, those monthly trends were
computed based on only one value a year, so based on about 20 points (20 years) only. Besides this small
amount of points, the length of the time series is very short in climatological sense (where time periods
of 30 years are the standard). As a matter of fact, there are some interesting studies that calculate the
number of years that is needed to derive a statistically significant trend in IWV (e.g. Alshawaf, F., Zus, F,
Balidakis, K., Deng, Z., Hoseini, M., Dick, G., and Wickert, J.: On the statistical significance of climatic
trends estimated from GPS tropospheric time series. Journal of Geophysical Research: Atmospheres,
123. https://doi. org/10. 1029/2018JD028703, 2018). So, the main question is: how significant are
the trend value differences between the different months? The discussion in lines 309-316 also seems to
indicate that the found “seasonal” trend differences (and the shape presented) is not a consistent feature.

The uncertainties are indeed missing in Fig. 5 (Fig. 6 in new manuscript). We therefore added the
maximum trend uncertainty to the figure. The error bar represents the month with largest uncertainty


https://doi.org/10.1029/2018JD028703

for each data set, even though some months have smaller uncertainties. Significant trends (usually with
smaller uncertainties) are thus marked by filled dots. Please also note that the uncertainty of monthly
means from TROWARA and GNSS has been adapted, because we assessed that the monthly uncertainty
used is too small for a total uncertainty of GNSS or radiometer measurements. We therefore decided to
add a systematic uncertainty based on results from Ning et al. (2016). The updated uncertainties result
in slightly different trends, but the effect is small and the more realistic uncertainties justify the change.
The manuscript has been changed as shown below, and the Figures have been adapted to the new trend
values. We thank the referee for the constructive criticism, and we think that the reviewed uncertainty
estimates and the changes in Fig. 5 (Fig. 6 in new manuscript) improved this section.

Concerning the length of the time series, please note that the length of the time series is considered in
the uncertainty of the trend estimate. A special characteristic of the trend tool we use is the consideration
of the full data error covariance matrix instead of the mere error bars of the data. The trend uncertainty
is estimated using generalized Gaussian error propagation in a sense that the dependence of the model
parameters (trend, amplitudes of the components of the annual cycle) on the uncertainties of the ingoing
data are calculated. The autocorrelated error components are estimated from the autocorrelation of the
fit residuals. The necessary length of the time series depends on the included sources of variability. The
more drivers of variability (e.g. overtones of annual cycle) are included in the trend model, the smaller
the autocorrelated parts of the fit residual will be, and the better is the reliability of even a quite short time
series. This is true as long as the number of data points is large enough to allow the fit of the related
increasing number of model parameters, which is the case for our time series.

The significance of the trend differences between different months can be estimated as follows: The es-
timated error variances of the trends of both months under consideration are added to give the sum of the
estimated variances. The square root of this is the estimated standard deviation of the difference. The
trend difference can then be divided by this standard deviation. If this quotient is larger than 2, assuming
Gaussian error statistics, the significance is approximately 5% (95% confidence limit). In our case, this
test shows that only the difference between MERRA-2 trends in November and December is significantly
different at 95% confidence interval. For the higher summer trends and the trend peak in October, we can
be confident at 68% (10) that they differ from the trends of the other months (for TROWARA and reanalysis
data). We therefore added a sentence to indicate this.

Beyond this, we would like to stress that we do not claim that our trend estimates have any validity outside



the time period analysed. We do not endorse extrapolation. We restrict our analysis to descriptive statistics
of the data available.

1.2 Specific comments

Page 1, lines 20-21: rephrase ‘it builds the link between temperature and precipitation”, building the link
sounds awkward

Modified.

Page 2, line 42: specify in which wavelength range the satellites that are restricted to oceans only operate.

The text was adapted as follows.

Page 2, line 47: drop “probably” in the sentence “Radiosondes probably provide the longest time series,

b

Modified.

Page 5, lines 147-148: it is a pity that you use the Bevis approximation to estimate Tm from Ts, while you
could have used the ERA5 vertical profiles of temperature and specific humidity to calculate them. You
might comment on the applicability of the Bevis approximation for Switzerland.

We agree that alternatives to the Bevis approximation exist. However, we prefer not to use the ERA5 ver-
tical profiles in order to keep the GNSS IWV data independent from ERAS5. This is especially important
because we compare the GNSS data with ERA5 data for validation.

Further, Alshawaf et al. (2017) showed that the use of reanalyses temperature and pressure data can
lead to a bias in IWV compared to the use of surface measurements, especially in mountainous regions in
Germany. We therefore follow their recommendation to use the Bevis approximation derived from surface
temperature. We think that for the current study, the required additional effort by changing the retrieval
would be larger than the benefit. Nevertheless, we will consider using a more advanced approach to de-
termine the mean temperature at the GNSS stations in future.



Page 8, lines 237-238: explain what the impact of an antenna and receiver change might have on the data
variability. | understand that these changes might cause a jump in the mean of a time series, but it is less
clear to me how they might cause a higher/smaller data variability. Please comment on this.

We agree that a receiver or antenna change is not directly linked to the data variability. The antenna was
enhanced from GPS only to GPS and GLONASS, which might improve the tropospheric values. It is never-
theless questionable if this can effect the data variability. We therefore adapted the statement as followed.

The anomalies are less variable from 2007 to 2012, but it is not clear whether this is related to the
antenna update in 2007.

Page 8, lines 239-240 and Fig. 2b: which differences are you referring here to? GNSS — ERA5 or ERA5 —
GNSS. Please specify.

As indicated in the caption of Fig. 2, we compute the relative difference with ERA5-GNSS/GNSS. We ad-
apted the text for clarification.

Furthermore, the relative difference to ERA5 ((ERA5 - GNSS)/GNSS) reveals a data jump [...]

Page 9, lines 264-and following: when comparing the IWV trends of TROWARA with the GNSS IWV trends,
please mention if these trends are calculated for the same time periods, and if not, what the impact of the
time period on the calculated trend is.

The GNSS trends are estimated for a shorter time period than TROWARA and the reanalyis trends. We
now mention this in the manuscript, referring to Table 1. As discussed in the general comment, the trend
length might have an effect on the trend estimate, but is considered in the trend uncertainties. Note also,
that for TROWARA, starting in 2000 instead of 1995 has quasi no effect on the trend estimate.

Reanalysis IWV at Bern increases significantly by 3.7 % per decade for MERRA-2 and by 2.3 % per decade
for ERAS data, both for the period from 1995 to 2018. |...]

The larger GNSS trend uncertainties compared to TROWARA and reanalysis trends are mainly due
to the bias correction, which adds some uncertainty to the trend estimates. Further, all GNSS trends
result from a shorter time period than TROWARA and reanalysis trends (see Table 1), which also
increases the trend uncertainty and may lead to some trend differences.

Page 10, lines 291-292: to which GNSS stations with deviating trend values, due to instrumental issues
are you referring here to? | guess not to Payerne, since the radiosonde measurements give trend values
close to the GNSS IWV trends, no? Please specify the GNSS stations here.

We were mainly refering to the EXWI trend, but we agree that the sentence is not clear in this summary
and we removed it.




Page 10, line 307-308: | don’t understand this argument: strictly speaking, a (constant) bias between
datasets will not have an impact on the trend difference between those datasets. Please explain.

As mentioned in the last paragraph of section 4, the larger difference between MERRA-2 and TROWARA
data in winter mainly occurs in the last decade, after 2008. This suggests, that TROWARA observed more
IWV in winter than MERRA-2 in the last decade, whereas this feature was less visible in the years before.
It is therefore not a constant bias and can be reflected in different winter trends. We adapted the text as
follows.

This larger disagreement between TROWARA and reanalysis trends in December and January is consist-
ent with the larger winter biases of TROWARA starting in 2008 in Fig. 3c (Fig. 4c in new manuscript).

Page 12, line 345: this argument can be easily checked: do the same analysis for the reanalysis grids
neighboring the used reanalysis grids at Bern. Please do so.

As suggested, we investigated additionally monthly reanalysis trends for the used reanalysis grids. Indeed,
they differ only slightly from the trends at the Bern grid, and are therefore not a main argument to explain
differences between reanalysis and GNSS trends. We therefore removed these argument in the text and
thank the referee for the remark.

Page 12, lines 346-following: as mentioned as a general comment: in this discussion, | was asking myself
what the impact was on the constant RH approximation on the results of this analysis.

We modified Fig. 5 (Fig. 6 in new manuscript) showing monthly trends around Bern, and added also RH
trends from ERAS to the figure. The text and interpretation have been adapted accordingly.

This discrepancy can be related to changes in RH, which was assumed to be constant (Eq. (9)).
Indeed, our trends of ERA5 RH for the Bern grid (Fig. 6¢) show that RH was not constant in those
months, especially in winter but also in May and June. Even though the RH trends are not signific-
antly different from zero, these results suggest that assuming RH to be constant may not be valid
during all seasons, especially in winter. This makes the attribution of IWV trends to changes in
temperature more challenging.

Page 12, line 365: here, but also at other places in the manuscript: please use the word “bias” only if you
mention your reference. It is not clear from this sentence here if GNSS is biased low w.r.t. FTIR or if FTIR
is biased low w.r.t. GNSS.

Modified as followed.




Monthly means of coincident GNSS data have a mean dry bias of —0.26 + 0.3mm compared to FTIR
(GNSS¢oincident — FTIR) (Fig. 7c¢). Further, monthly means of fully sampled GNSS have a bias of 1.05 4+ 0.61 mm
compared to FTIR (GNSS —FTIR), which corresponds to a bias of 34 % (using the mean of the fully sampled
GNSS as reference).

Page 12, lines 371-377: as the IWV amounts at Jungfraujoch are very low, there might be another argument

for the GNSS dry bias w.r.t. FTIR: as pointed out by Wang et al. (2007), under dry conditions, the GPS is
less sensitive to low IWV values as other devices (reference: Wang, J., Zhang, L., Dai, A., Van Hove, T., and
Van Baelen, J.: A near-global, 2-hourly data set of atmospheric precipitable water from ground-based GPS
measurements, J. Geophys. Res., 112, D11107, doi:10.1029/2006JD007529, 2007). Please comment.

We thank the referee for this indication. We checked the mentioned reference and also the COST report
(Bock et al., 2020, p. 343) and added the comparison with Schneider et al. (2010) to the manuscript.

[...] the remaining bias of —0.26mm when using coincident GNSS measurements indicates that GNSS
measures slightly less IWV than FTIR. This is consistent with results from Schneider et al. (2010),
who report that GNSS at the high altitude Izana Observatory (Tenerife) systematically underes-
timates IWV in dry conditions (< 3.5mm). Fhris+esultiscensistentwith-previous—studiesthatreported
negative-GNSS-biases-compared-te Further, a dry bias has also been observed in previous studies

that compared Jungfraujoch GNSS data with Precision Filter Radiometer (PFR) data (Guerova et al.,
2003; Haefele et al., 2004; Morland et al., 2006; Nyeki et al., 2005).

Page 13: the word “astonishingly” is not very scientific

Modified.

From this point of view the achieved results are astenishingly good and a possible offset is not relevant for
trend analyses as long as it is constant over the whole trend period.

Page 13, line 387: what is the trend estimate of the GNSS time series that coincides with the FTIR time
series?
The trend of GNSS data that coincides with FTIR measurements is 0.05mm per decade, which is similar

to the FTIR trend (0.04mm per decade). We do not show this information in Fig. 7 to avoid overload, but
we adapted the text accordingly.

The difference between both trends might can partly be explained by the dry sampling bias of the FTIR
spectrometer, that measures only during clear-sky day conditions. Indeed, the absolute GNSS trend is
comparable with the FTIR trend when we use GNSS data coincident with FTIR measurements, with
0.05mm per decade (not shown).

Page 13, line 407: there’s a typo in “autumn”

Modified.



Page 14, lines 411-412: as already mentioned in the general comments: how many years do you need to
obtain “stable” trends?

As discussed in the general comment, it depends on the included sources of variability in the trend pro-
gramme. We have shown that the trend uncertainty does not only depend on the length of the time series,
but also on the number of change points in the time series. Our trend error estimates include the precision
of the data, bias uncertainty between measurement periods after antenna updates, and atmospheric pro-
cesses not accounted for by the trend model and thus showing up as auto-correlated fit residuals. They
do not include nonlinear atmospheric variability on timescales longer than our analysis period. The latter
are aliased into our linear trend. Thus our results should be understood as descriptive statistics only and
should not be used to extrapolate beyond our analysis period.

Page 15, lines 454-455: the large spatial variability between the different grids in es changes in Merra-2
is surprising, especially when comparing with ERAS5, which have a higher spatial resolution. What is the
explanation for this?

We assume that the large spatial variability in MERRA-2 ¢, changes is due to the poor representation of
the topography in the Alpine region, and thus lacking local dynamics, which results in underestimated tem-
perature (compared to ERA5). Further, we found that this underestimation is reduced starting at around
2017, which leads to a jump in the MERRA-2 time series resulting in a very strong trend. We assume that
this is related to a MERRA-2 model improvement in recent years (e.g. improved topography, changes in
assimilated data) and adapted the manuscript accordingly.

Page 16, lines 460-461: this statement can be easily verified: what is the winter temperature trend in the
1995-2018 interval?

A simple linear trend analysis of MeteoSwiss surface temperature data (doi: 10.18751/Climate/Timeseries/
CHTM/1.1) confirms this statement. Whereas the temperature trend is positive for long-term winter temper-
ature observations (e.g. starting in 1961), it is negative for the shorter study period from 1995 to 2018. We
therefore adapted the text as follows.


10.18751/Climate/Timeseries/CHTM/1.1
10.18751/Climate/Timeseries/CHTM/1.1

hidden the overall positive temperature trend when looking only at the relatively short period from 1995 to
2018 (MeteoSwiss, 2019).

Page 28, Fig. 4: The datasets that have the smallest trend uncertainties (the reanalyses) are actually the
ones of the course time evolution (monthly means), while GNSS data were available as hourly values, if |
remember it correctly. Please comment on the trend uncertainties obtained here in this perspective.

The GNSS data have indeed hourly resolution, but we use monthly means for the trend estimation. The ini-
tial resolution should therefore have little to no effect on the trend estimate. We think that the larger GNSS
uncertainties are mainly due to the bias correction, which adds some uncertainty to the trend estimate, and
due to the shorter time series. We added this explanation to the manuscript.

The larger GNSS trend uncertainties compared to TROWARA and reanalysis trends are mainly due
to the bias correction, which adds some uncertainty to the trend estimates. Further, all GNSS trends
result from a shorter time period (see Table 1) than TROWARA and reanalysis trends, which also
increases the trend uncertainty and may lead to some trend differences.
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2 Author’s response to referee #2

2.1 General comment

This manuscript investigates the consistency of monthly means and linear trends of IWV from ground-
based radiometry, FTIR, and GNSS data, and two modern reanalyses (ERA5 and MERRA-2) in Switzerland
for the period 1995 to 2018. This study is of special interest to the climate community because it confronts
several state of the art observational techniques and two of the currently best available reanalyses which
assimilate a huge amount of observations (mainly from satellite remote sensors). Though the investigation
is limited to the country of Switzerland, it shall shed some light on the uncertainties that generally impact
both types of climate data and propose a methodology that may be replicated to other regions of the world.
One specific source of uncertainty in trend analysis resides in the treatment of inhomogeneities in the data
due to changes in the observing systems. In this respect the approach described by the authors with the
GNSS data is original in the sense that it adjusts offsets (so-called jumps) in the time series that may be
due to antenna and station changes. Though the proposed approach is interesting | think the way this issue
is handled it is also the main weak point in the study.

Thank you for this positive feedback and the constructive criticism, to which we respond in the following
comments.

The approach of fitting simultaneously biases (or changes in the mean) and a linear trend is an ill- posed
problem which requires special care and validation because of collinearity. Indeed, it is well known that
these parameters are highly correlated, e.g. successive downward changes in the mean can be com-
pensated by an upward trend hence over-estimating (underestimating) an existing positive (negative) trend
in the series. Interpreting the trend parameter alone may thus lead to erroneous conclusions. Though
the authors notice in several places that the trends after bias correction increase, they do not consider it
as problematic, e.g. at NEUC the GNSS trend increases from 0.33 to 0.74 mm/decade when 3 jumps are
adjusted and at PAYE the trend increases from 0.32 to 1.14 mm/decade after bias correction (when 3 jumps
are fitted). It is noticeable that the uncorrected trends are in very good agreement with the ERAS trend at
Bern (0.34 mm/decade). Inspecting the station information table cited by the authors, reveals that 6 out of
the 7 stations listed in Table 2 are subject to 3 or more jumps. The trends at all these stations are relatively
high (above 0.58 mm/decade). One exception is station EXWI which did not undergo a bias correction and
which has the smallest trend (0.02 mm/decade). It may be pure coincidence, but this point needs to be
checked.

It is true that most bias corrected trends are larger than the uncorrected trends. On the one hand, this can
be due to positive biases in earlier years (or negative biases in later years), which leads to smaller trends
if the bias is not corrected.

On the other hand, from the perspective of the trend model, this behavior tells us that the trends in each
individual data block (after antenna updates) are larger than the overall (uncorrected) trend. The overall
uncorrected trend is then assumed to be too small, due to unconsidered biases between the data blocks.
If a large bias is allowed (large bias uncertainty), the total trend tends to be the average of the individual
trends of each data block. The algorithm then corrects the difference between the mean values of the
blocks because they are biased to each other. Conversely, if a small bias correction is allowed (smaller
bias uncertainty), the block differences contribute more to the trend estimate, and the intra-block trends
have less weight. We chose a realistic bias uncertainty of 5% (see Sect. 3.1.1), which restricts the bias
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correction to a realistic magnitude. The corrected trend is thus accounting for the biases between the data
blocks, without giving the individual block trends too much weight. Therefore, the fact that the corrected
trends are mostly larger than the uncorrected trends just means that the trends within the blocks are larger
than the overall (uncorrected) trend. The latter, however, can be falsified (too small) because of the biases.
The trend uncertainty of this corrected trend will be larger, which reflects the fact that the intra-block trends
are less reliable than the overall trend would be.

[...] The large dispersion in the GNSS trend estimates over Switzerland (Fig. 8) compared to the relative
flatness of the reanalysis trends (Fig. 10) is striking as well and may further support this problem.

The newly added uncorrected trends in Table 2 show that the dispersion of uncorrected trends is not smal-
ler than for the corrected trends. However, the trend values are often slightly larger, as discussed above.

| suggest that the authors further investigate the impact of the bias correction procedure on the GNSS
trends and possibly reduce it.

To better asses the bias correction, we added a section to the manuscript (Sect. 3.1) where the approach
is illustrated with an artificial time series. We think, this better illustrates the effectiveness of the approach
in correcting possible biases in a data set and justifies the use of the approach for the GNSS data.

Further, we assessed the monthly uncertainties that were used for GNSS trends as being too small (only
1.5%), and added a systematic uncertainty of 0.7 mm to all GNSS monthly uncertainties, leading to monthly
uncertainties of around 5% (see comment P7L200 below). This gives the algorithm some more liberty in
the bias fit, which leads to a slightly smaller bias correction at some stations (e.g. trend of 7% in Payerne
instead of 7.3% before). We think, this change is justified and the bias correction is improved.

One critical aspect here is with the position of the change points. A misplaced change point, or a change
point inserted in a series where there is no jump, is very likely to bias the trend estimate. So it is of prime
importance to detect and correct only the true change points. It is not clear from the manuscript how the
jumps are detected. Is it from the station position time series? The authors should be careful that though
some jumps in the position time series may have a coincident jump in the ZTD or IWV time series, this is
not always the case. The reason is that, e.g. in the case of an antenna change, a station height offset can
be due to both a PCO and a PCV change while a ZTD offset is mainly due to a PCV change (as long as
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the position is estimated simultaneously with ZTD). Only when change points are properly detected can the
method of estimating biases and trends together provide accurate trend estimates.

A changepoint was introduced as soon as an antenna has been replaced, even if it would not be visible
in the coordinate time series. In the trend programme, the bias due to a changepoint in the data is fitted
from the data itself. If we assume a jump even though the data do not show an offset (for example due
to a PCO change that does not lead to a change in ZTD), the bias fit from the data would detect no jump
and therefore not correct for it. A misplaced changepoint does thus not impact the trend itself. Only the
uncertainty of the trend would be increased. This has been verified with an artificial time series, where we
added a changepoint even though no jump in the data was observed. The trend estimate did not change,
only the uncertainty increased slightly in the corrected trend. Thus, the bias correction method is a practical
and objective tool for trend analysis of GNSS IWV series with possible jumps.

In order to provide proper insight into the impact of the correction, it would be useful to show the trends
estimated from corrected and uncorrected time series.

We agree that showing the uncorrected trends gives a better insight into the impact of the correction.
Therefore, we added the uncorrected trends for the GNSS stations around Bern in Table 2 and added the
statement shown below. However, the uncorrected trends may be falsified due to the missing consideration
of jumps after antenna updates. We therefore prefer showing only the corrected trends in the figures.

For your information, we provide the GNSS trend map with uncorrected trends here in the author’s response
(Fig. AR.1). We observe that most uncorrected GNSS trends are smaller, and have smaller uncertainties
than the corrected trends. This is consistent with the statement that we added to the manuscript and the
uncorrected trends added to Table 2. Uncorrected trends are significant at several stations. We think, how-
ever, that this is not reliable, because possible biases due to the instrumental updates are not considered,
trends might thus be falsified and uncertainties underestimated. This is confirmed by our example with the
artificial time series (Fig. 2), for which a false trend value with a small uncertainty is derived when the bias
correction is not applied. We therefore show only the corrected trends in the figures of the manuscript. We
think that the newly added uncorrected trends in Table 2 as well as the example cases (Figures 2 and 3 in
the new manuscript) are sufficient to give an idea of the impact of the correction.

I recommend thus that the GNSS offset correction be improved or at least carefully assessed and the
manuscript revised accordingly. The conclusions may change significantly.

We think that our additional analysis with an artificial data set made a careful assessment of the bias cor-
rection approach possible. We think that our changes and this additional section improved the manuscript
and thank the referee for this input.
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Uncorrected IWV trends from GNSS data
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Figure AR.1: Uncorrected trends of IWV in Switzerland for the different GNSS stations for (a) the whole
year and for the four seasons ((b) to (e)). The length of the GNSS time series is indicated by the size of
the markers. Stations with trends that are significantly different from zero at 95% confidence interval are
marked with a bold edge. Possible jumps in the time series due to GNSS antenna updates have not been
considered in these trend estimates. The trends and their significance are therefore assumed to be not
reliable. For the bias corrected trends, see Fig. 9 in the manuscript.

2.2 Minor comments

A number of additional specific comments are given below regarding other aspects of the work and the
manuscript.

P4199: could there be an effect of the changes of the TROWARA instrumentation in 2002 and 2004 on the
IWV data and IWV trend estimated with the radiometer? Is there a bias adjustment similar to that applied
to the GNSS data or any kind of recalibration?

Change points in TROWARA data due to instrumental changes before 2009 have been detected and cor-
rected by a careful comparison of the TROWARA time series with a co-located weather station (Morland
et al., 2009). No instrumental changes have been performed in recent years. We therefore presume that
the data is well homogenized and use no bias correction in the TROWARA trend estimates.

Section 2.3: why did the author use the outdated Thayer constants and Bevis formula for the ZTD to IWV

conversion? More elaborate and updated approaches are given in the COST GNSS4SWEC final report
(see e.g. Chapter 6, Section 6.4.2). Note that the older refractivity constants may be responsible for a small
bias in the GNSS IWV when comparing these data to other well calibrated observations (e.g. microwave
radiometer and FTIR) and that ZHD and Bevis Tm computed from surface Ts observations and Ps may
produce spurious diurnal and seasonal signals in the GNSS IWV estimates (due to spatial extrapolation
errors and inaccuracies in the Bevis formula).

We thank the referee for the suggestions of updated approaches for the ZTD to IWV conversation. We will
consider using these newer approaches in future studies. We agree that the use of old refractivity constants
may result in a bias in IWV, as shown in the mentioned GNSS4SWEC report (Bock et al., 2020). However,
a possible bias which is constant in time would not affect the trend estimates. We therefore think that the
approach used in our study is sufficient for the main purpose of our study, which is trend estimation.
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Concerning surface pressure as well as surface and mean temperature data, we prefer to stay independent
from reanalysis data, because we compare the GNSS data with reanalyses for validation. Also, the use
of reanalysis data for the determination of T,,, T, and p, can lead to a bias, especially in mountainous
areas, as shown by Alshawaf et al. (2017). We are aware of possible inaccuracies in the current approach
and will consider using more advanced approaches in future studies. However, we think that for the cur-
rent study, the required additional effort when reprocessing the whole data would be larger than the benefit.

P7L200: what does this standard deviation represent exactly? Is it the variability of the IWV data at the
nominal time sampling (in this case what is the sampling of the GNSS IWV data? 1 hour?) or is it a formal
error?

The standard deviation used represents the variability around the monthly mean. We adapted the text
to clarify this. The standard error depends indeed on the sampling. The time sampling of TROWARA
is of several seconds (see Sect. 2.1), the GNSS sampling is 1 hour (see Sect. 2.3). For both datasets
(TROWARA and GNSS), the standard error used for each monthly mean is around 1.5%. Within the
review process, we assessed that this monthly uncertainty is too small for a total uncertainty of GNSS or
radiometer measurements. We therefore decided to add a systematic uncertainty based on results from
Ning et al. (2016). These new uncertainties are around 8% for TROWARA and 5% for a typical GNSS
station. The updated uncertainties result in slightly different trends, but the effect is small and the more
realistic uncertainties justify the change. The manuscript has been changed as shown below, and the
Figures have been adapted to the new trend values.

For consistency, we also added the approximated value of FTIR uncertainties used. The FTIR uncertainties
are much larger due to the low number of measurements per month and the model fit to obtain monthly
means from the sparse data, as described in Sect. 2.2. We also add a sentence on the uncertainty used
for the newly computed RH trends (10%) and for temperature trends (around 2.5K).
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Why is the standard deviation of TROWARA 2 or 3 times smaller than the GNSS standard deviation? (is it
because of the time sampling?)

The larger trend uncertainty for the GNSS stations is not due to the assumed data uncertainty (which is
similar to TROWARA, see comment before), but rather due to the shorter time series and the bias fitting
which adds some uncertainty.

P8L221: explain how the jumps are detected (see also the general comments).

A changepoint was introduced whenever a site antenna was replaced. A changepoint is also introduced
when a jump would not be visible in the corresponding coordinate time series (especially station height).
We adapted the manuscript to make this clearer. In rare cases, jumps were also set up when coordinate
jumps were visible in the coordinate domain without an antenna change. Reasons for this are sometimes
difficult to find out, but e.g. tree cuts or new buildings very close to the station may result in a different
observation skyplot.

Fig. 2b: how does the corrected GNSS time series compare to the ERAS5 data? Are the biases reduced?

In the corrected GNSS time series, the jump in the ERA5-difference is reduced. We added this corrected
difference to ERA5 in Fig. 2b (Fig. 3b in new manuscript).

PIL269: compared to the TROWARA trends which are of similar magnitude, the GNSS trends are not
deemed significant because the standard deviation is 2 or 3 times larger. This prompts again for a clarific-
ation on the reason of the difference in standard deviation.

The larger uncertainties in GNSS trends are mainly due to the changepoints in the time series due to an-
tenna updates, which adds some uncertainty to the trend estimates. Further, GNSS time series are shorter,
which also slightly increases the uncertainty of the trend estimate. Both points explain the larger GNSS
trend uncertainties. We added this explanation to the manuscript

PIL271: this sentence is very speculative. Revise or remove.
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We agree that this formulation is too vague and removed it.

PIL274-275: The shorter time period of EXWI is suggested but WAB1 has a much shorter period. Revise
or remove.

We agree and removed this sentence.

P9L279-284: is the reliability of radiosonde data good enough to estimate trends? Similarly, the lidar trends
are probably biased because they include clear sky measurements only. Moreover, the time period for the
latter is much shorter. | think these results can hardly be inter-compared. Please remove.

The reliability of radiosonde data for long-term trend analyses has been improved substantially with the ho-
mogenzitation efforts within the GCOS Reference Upper Air Network (GRUAN) (e.g. Dirksen et al., 2014).
At Payerne, not all radiosonde profiles are GRUAN-certified, but Hicks-Jalali et al. (2020) showed that the
difference between the homogenized GRUAN profiles and the operational radiosonde profiles lie within the
GRUAN uncertainties, which justifies the use of the operational radiosonde data.

We agree that the short trend time period and a possible clear-sky bias of the lidar is a limitation of the study
by Hicks-Jalali et al. (2020). However, the use of lidar data for water vapour retrieval is a new and promising
technique, and we think that the comparison with the co-located GNSS data at Payerne is important. We
therefore suggest to keep this short comparison, but added their limitations in the text as followed.

P10L285-294: trend estimates computed for different periods must be compared with much care.

We agree that comparing trends of different periods has to be done with care. However, we think it is
important to set our results in the context of previous studies that used the same TROWARA data set. We
added a sentence to point out to the reader that care has to be taken.

P10L295: why would trends be larger in summer? Do you have any clue for this?

Absolute trends are largest in summer because more water vapour is available in summer. Relative trends
might be larger in summer due to increased evaporation with increasing temperature. Hocke et al. (2019)
showed that evaporation of surface water in Bern plays a major role in summer. Surface evaporation is
temperature dependent, which might explain larger IWV summer trends due to a warming climate. IWV
trends largest in summer have also been observed in China (Peng et al., 2017) or in Sweden (Nilsson
et al., 2008). Further, we have shown that summer trends are consistent with the temperature increase in
summer, as discussed in Sect. 4.2.
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Fig. 5: what is the benefit of using the mean GNSS trend here? how is this mean computed?

The arithmetic mean of trends from GNSS stations close to Bern is shown in Fig. 5 (Fig. 6 in new manu-
script). We decided not to show all individual GNSS trends to avoid an overload of the figure. The monthly
trends of the different GNSS stations close to Bern show a similar "shape" throughout the year. Therefore,
the arithmetic mean is a good representation of those GNSS trends. The Figure caption has been adapted
to clarify the mean computation.

Fig. 5: Add error bars on the monthly trend estimates to judge whether the variations are significant or not.

Error bars have been added to Fig. 5 (Fig. 6 in new manuscript). The error bars represent the month with
largest uncertainty for each data set. Some months have smaller uncertainties. Significant trends (usually
with smaller uncertainties) are thus marked by filled dots. A sentence about the significance of the monthly
trend differences has been added (see also general comment of referee 1).

Fig. 5: The GNSS trend for March is suspicious and needs to be checked.

This strong negative averaged March trend is mainly due to strong negative trends at the EXWI station.
However, also all the other stations around Bern show smaller March trends than reanalysis data. The
reason for this negative GNSS March trend is not clear.

P10L304: The fact that the GNSS stations are not located in the same reanalysis grid (ERA5 or MERRA-
27?) does not sound like a good explanation for the differences. Please revise or remove.

We investigated monthly reanalysis trends for the used reanalysis grids. Indeed, they differ only slightly
from the trends at the Bern grid point, and are therefore not a main argument to explain differences between
reanalysis and GNSS trends. As suggested, we removed this argument in the text and thank the referee
for the remark.

P11L315: mention that the temperature trends explain part of it and that they are further discussed in
section 4.2.
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We thank for this adequate remark and adapted the manuscript as followed.

Nevertheless, we showed that the IWV trend peak is consistent with November temperature trends,
suggesting that those trends are temperature driven (see Sect. 4.2 and Fig. 6).

P11L325-328: contains some inaccuracies. Suggested correction: “In case that the water vapour pressure
e is smaller than es, the available water is in vapour phase, whereas for e > or = es it condenses. With
increasing temperature, es increases, which leads for a given relative humidity (RH) to an increase of water
vapour e. Changes in es can therefore directly be compared to changes in the amount of water vapour
measured by e or IWV, assuming that the RH remains constant”

Thank you for this clarification, we adapted the text as followed.

In case that the water vapour pressure e is smaller than ey, the available water evaperates is in vapour
phase, whereas for e > ¢, it condenses wrt-treachesthe—eguiibrivm{e—-e. With increasing temperat-
ure, e, increases, which leads for a given relative humidity (RH) to an increase of ¢ watervapeurinthe
vapedrphase. Changes in ¢, can therefore directly be compared to changes in the amount of water vapour
assuming that RH remains constant [...]

P11L325-328: Give a reference to other studies concluding that RH remains nearly constant and be more
specific about the conditions for this to hold, namely is this result valid at regional scale?

The assumption of fixed RH has been presented by Méller (1963), and Held et al. (2000) discusses the
usefulness of this assumption to evaluate water vapour feedbacks. We added these references to the
manuscript. Note that following the suggestion of referee 1, we added a full analysis of ERA5 RH trends,
indicating that RH seems not to be constant in all seasons. The validity of the assumption is thus further
discussed in Sect. 6.2 and 7.

[...] assuming that RH remains constant (Méller, 1963; Held and Soden, 2000)

P12L347-355: | am not convinced of the impact of temperature inversions. Do you have further evidence
of this? Instead, the effect of moisture transport is a better explanation (e.g. also discussed by Parracho et
al., 2018).

We agree that this assumption would require further evidence, e.g. additional analyses. We have shown
that inconstant relative humidity can partly explain the observed discrepancies in winter monhts. Further,
we agree that moisture transport may be a more dominant factor. We think that those 2 aspects are suf-
ficient to explain the observed differences and therefore removed the assumption of winter temperature
inversions.
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P13L392: could the snow and icing problems effect the GNSS data used in this study?

As mentioned in Sect. 5, the old antenna (before 2016) at Jungfraujoch was never calibrated, because the
special heated radome construction to avoid icing made the calibration complicated. The authors in the
mentioned study (Nyeki et al., 2019) also refer to this problem, which is related with the snow and icing at
Jungfraujoch. We reformulated the sentence to make their intention clearer. We account for this antenna
change in the trend estimate by the bias correction.

P13L403: is it 3 or 4 stations?

Corrected, it is three stations.

P14L410: trends computed for different periods and regions must be compared with much care.

We agree that comparing GNSS IWV trends from different regions and periods can be problematic. How-
ever, we think that it is important to put our results in the context of other GNSS based trend results in
Europe. We therefore keep this comparison, but add a sentence about the problematic of comparing
trends of different lengths.

Fig. 13: these plots are weird. It seems that there is glitch in the data computation here. Please check
carefully. Otherwise, a proper explanation of the MERRA-2 results should be given.

We investigated the MERRA-2 lower tropospheric temperature data in more detail. From Fig. 13 (Fig. 14 in
new manuscript), it is evident that the unrealistic high MERRA-2 temperature trends occur mainly in grids
with complicated topography (Alps). In those grids, the topography is poorly represented, which leads to
lacking local dynamics and to biases in tropospheric temperature. We have seen that in all grids where the
MERRA-2 temperature trend is large, the temperature is substantially underestimated compared to ERAS5.
However, this underestimation is reduced for all grids starting at around 2017, which leads to a jump in the
MERRA-2 time series resulting in a very strong trend. We assume that this is related to a MERRA-2 model
improvement in recent years (e.g. improved topography, changes in assimilated data). We adapted the
manuscript accordingly.
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changes;but. However MERRA-2 shows large regional variability for changes in e; based-entoweriro-
pespherictemperature-changes: due to biases in lower tropospheric temperature data in the Alpine
region

Conclusions: The reanalysis grids probably miss regional variability in atmospheric stratification and con-
vection, as it was also observed for zonal means by Wentz et al. (2000). Further, a bias in MERRA-2
tropospheric temperature was observed for several Alpine grids after 2017. This reflects the prob-
lematic of using reanalysis data for trend estimates due to changes in observing systems or assim-
ilated data.

P15L444-445: | think it is not clear if it is the reanalyses results that are too smooth or the GNSS results
that are too noisy. Can you clarify/discuss this point?

The coarse resolution of the reanalysis grids is not capable to represent the topography correctly, especially
in mountainous regions. As shown for example by Bock et al. (2005) or Alshawaf et al. (2017), reanalysis
data can deviate substantially from GNSS data, especially in mountainous regions. If this bias is constant,
it should not affect the trend estimates. However, spatial small-scale variability that is captured by GNSS
stations and not by reanalyses might still lead to some differences in the trends. Further, it is evident that
ungridded point measurements are more variable than gridded reanalysis data. To clarify this point, we
adapted the text as followed.

However, the reanalyses do not resolve small scale variability, which can explain the differences to some
GNSS station trends. Further, the GNSS point measurements are generally more variable than the
gridded reanalyses data. Alshawaf et al. (2017) also observed larger differences in mountainous regions
between GNSS derived IWV #erds and reanalyses data in Germany.

P15L462-468: The uncertainty of the reanalyses is not directly addressed along in this work. So, drawing

doubt on these data in the final discussion sound rather awkward. This being said, it is true that the use
of reanalyses for trend analysis has been debated but the quoted references suggesting that ERA5 and
MERRA-2 are more accurate at estimating trends are too general to support such an assertion. Please
revise or remove this paragraph.

We agree that the discussion of the reanalysis limitations and uncertainties is misplaced. We therefore
moved it to the description of the reanalysis data sets in section 2.4. Further, we changed the formulation
to respond to your suggestion.

When using reanalysis data for trend estimates, one has to keep in mind their limitations. Due to
changes in observing systems of the assimilated data, the use of reanalyses for trend studies has been
debated (e.g. Bengtsson et al., 2004; Dee et al., 2011; Parracho et al., 2018; Sherwood et al., 2010).

data-ever-Switzerland: The recent reanalysis products contain some improvements in handling pos-
sible steps in assimilated data. For example, the bias correction of assimilated data in ERA5 has
been extended to more observation systems (Hersbach et al., 2018) and MERRA-2 reduced certain

21



Fig. 10 and 11: to ease the comparison with GNSS results, add the GNSS results onto the reanalysis
results. The plots may be resized.

As proposed we added GNSS trends on the reanalysis IWV trend maps (Figs. 11 and 12 in new manu-
script). We restricted the GNSS trends to stations with longest time series (18 or 19 years) to avoid the
direct comparions with much shorter time series.

Table 1: add the number of jumps that are inserted in the trend analysis.

The dates of change points have been added to Table 1.

3 Additional changes

In addition to the changes performed in response to the comments of the referees, we performed some
small text changes, which are marked in the difference file, small figure layout changes as well as the
following changes.

3.1 Modification of reference block in bias corrected trend estimation

During the tests with the artificial time series as described above, we found that the trend estimates can be
further improved by a small modification in the trend estimation approach. We therefore decided to apply
this change to our GNSS trend estimates and recalculated all our GNSS trends. The improvement consists
of using the longest data subset as reference block (null-bias), which leads to slightly better estimates of
the true trend. The reference block is the subset of the data for which no bias is assumed (null-bias).
The biases for the other subsets of the data are estimated with respect to this block. Initially, we used the
first subset (before the first change point) as reference block. However, this can lead to less good trend
estimates, especially if the first subset is short (e.g. only a few months). We therefore recalculated all our
GNSS trends, using always the longest subset as reference block in the covariance matrix. The new trend
estimates are slightly different but they lie within the initial uncertainties.

3.2 Monthly uncertainties for temperature and RH data

The monthly uncertainties used to estimate temperature and RH trends have not been described so far
and have been added to the methodology part.
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Abstract.

Vertically integrated water vapour IWV) is expected to increase globally in a warming climate. To determine whether
IWYV increases as expected on a regional scale, we present IWV trends in Switzerland from ground-based remote sensing
techniques and reanalysis models, considering data for the time period 1995 to 2018. We estimate IWV trends from a ground-
based microwave radiometer in Bern, from a Fourier Transform Infrared (FTIR) spectrometer at Jungfraujoch, from reanalysis
data (ERA5 and MERRA-2) and from Swiss ground-based Global Navigation Satellite System (GNSS) stations. Using a
straightforward trend method, we account for jumps in the GNSS data, which are highly sensitive to instrumental changes.
We found that IWV generally increased by 2 to 5 % per decade, with deviating trends at some GNSS stations. Trends were
significantly positive at 23-%-17 % of all GNSS stations, which often lie at higher altitudes (between 850 and +766-m-1650 m
above sea level). Our results further show that IWV in Bern scales to air temperature as expected (except in winter), but the
IW V-temperature relation based on reanalysis data in whole Switzerland is not everywhere clear. In addition to our positive
IWYV trends, we found that the radiometer in Bern agrees within 5 % with GNSS and reanalyses. At the high altitude station
Jungfraujoch, we found a mean difference of 0.26 mm (15 %) between the FTIR and coincident GNSS data, improving to
4% after an antenna update in 2016. In general, we showed that ground-based GNSS data are highly valuable for climate
monitoring, given that the data have been homogeneously reprocessed and that instrumental changes are accounted for. We
found a response of IWV to rising temperature in Switzerland, which is relevant for projected changes in local cloud and

precipitation processes.

1 Introduction

Atmospheric water vapour is a key component in the climate system. It is the most abundant greenhouse gas and responsible
for a strong positive feedback that enhances temperature increase induced by other greenhouse gases (e.g. IPCC, 2013; Stocker

et al., 2001). Furthermore, water vapour is involved in important tropospheric processes such as cloud formation —it-buids
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the-link-between—temperature-and precipitation, it influences size, composition and optical properties of aerosols and it is
responsible for atmospheric energy and heat transport via evaporation and condensation (Kédmpfer, 2013). Measuring changes
in atmospheric water vapour is thus important because they reflect externally forced temperature changes in the climate system
and can be an indicator for changes in involved processes such as cloud formation and precipitation. Concentrating hereby
on regional changes is of special interest, because water vapour is spatially variable and the relation between water vapour,
temperature and precipitation shows spatial dependencies.

Temperature and water vapour are closely linked as expected from the Clausius-Clapeyron relation. Several studies have
revealed spatial correlation between mass changes of vertically integrated water vapour (IWV) and changes in temperature,
especially over oceans (e.g. Wentz and Schabel, 2000; Trenberth et al., 2005; Wang et al., 2016). Nevertheless, it has also
been shown that water vapour scales not everywhere to temperature as expected and that large regional differences exist (e.g.
O’Gorman and Muller, 2010; Chen and Liu, 2016; Wang et al., 2016). Over continental areas, correlations between surface
temperature and IWV changes are smaller than over oceans, showing in some regions even opposite trends (Wagner et al.,
2006). Also, temperature climate feedbacks may have regional dependencies (Armour et al., 2013). Regional analyses of
changes in water vapour and the relation to temperature changes are thus required.

Most of the atmospheric water vapour resides in the troposphere. Measuring IWYV, vertically integrated over the whole atmo-
spheric column, is therefore representative for tropospheric water vapour. The IWV can be measured by different techniques.
Nadir sounding satellite techniques provide global data sets of IWV that have been used for global trend analyses in multi-
ple studies (e.g. Trenberth et al., 2005; Santer et al., 2007; Wentz et al., 2007; Mieruch et al., 2008; Hartmann et al., 2013;
Ho et al., 2018; Zhang et al., 2018). Most of these studies found global IWV trends between 1 and 2% per decade, with
large spatial differences. However, these satellite data sets have some limitations for regional IWV trend analyses. First, miss-
ing homogenization across multiple satellite platforms can make satellite trend studies difficult (Hartmann et al., 2013; John
etal., 2011). Second, many-satettite produets-visible and infrared satellite techniques are limited to clear-sky measurements.
Further, satellite products from passive mircowave sensors are restricted to oceans only, because the well-known ocean surface
emissivity makes retrievals generally easier over oceans than over land surfaces (Urban, 2013). Stable and long-term station
measurements from ground are therefore more appropriate for regional IWV trend analyses over land. From ground, IWV
can be measured by radiosondes (Ross and Elliot, 2001), sun photometers (Precision Filter Radiometers (PFR), Ingold et al.
(2000), Wehrli (2000)), Fourier transform infrared (FTIR) spectrometers (Sussmann et al., 2009; Schneider et al., 2012), or
microwave radiometers (Morland et al., 2009). Radiosondes probably-provide the longest time series, but the homogeneity of
the records can be problematic due to changes in instrumentation or observational routines (Ross and Elliot, 2001) and the tem-
poral sampling is sparse (usually twice a day). PFR and FTIR instruments measure during day and clear-sky conditions only,
whereas microwave radiometers can measure in almost all weather conditions during day and night with high temporal resolu-
tion. However, no dense measurement network exist for these techniques. Another technique that provides data in all weather
situations are ground-based receivers of the Global Navigation Satellite System (GNSS). The advantage of GNSS receivers is
the high spatial resolution due to dense networks. In the present study we combine the microwave and FTIR techniques at two

Swiss measurement stations with data from the ground-based GNSS network in Switzerland to analyse IWV trends.
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Several studies use GNSS measurements to derive global IWV trends over land (e.g. Chen and Liu, 2016; Wang et al.,
2016; Parracho et al., 2018). Chen and Liu (2016) report GNSS derived IWV trends at mid-latitudes of 1.46 % per decade, and
Parracho et al. (2018) found IWV trends in the northern hemisphere of approximately 2.6 % per decade based on GNSS and
reanalysis data. The high spatial resolution of some regional GNSS networks makes them a valuable data set for regional trend
analyses of IWV. For Europe, IWV trends based on GNSS data have been presented, for example, for Germany (Alshawaf
et al., 2017) and Scandinavia (Nilsson and Elgered, 2008), who observed large trend variability between different stations.

To the best of our knowledge, no regional analysis of IWV trends covering the whole area of Switzerland has been published
so far. Some studies presented IWV trends at single Swiss stations (Morland et al., 2009; Sussmann et al., 2009; Hocke et al.,
2011, 2016; Nyeki et al., 2019), but most of them cover shorter time periods than available today. Morland et al. (2009) and
Hocke et al. (2011, 2016) presented IWV trends at Bern using the same microwave radiometer that we use in the present study.
However, they use time series of maximal 13 years, whereas a time series of 24 years (1995-2018) is available now. Granted
that Switzerland experienced strong warming in the last decade, an update is of particular interest. Indeed, nine of the warmest
ten years in Switzerland (from 1864 to 2018) have occurred in the last two decades, and six of them lie in the last decade
(NCCS, 2018). A recent study by Nyeki et al. (2019) presents GNSS based trends for longer time series (until 2015), but they
concentrate only on four Swiss stations. In fact, none of the mentioned studies presents IWV trends in whole Switzerland.

Our study presents a complete trend analysis of IWV in Switzerland based on data from the Swiss GNSS station network, a
microwave radiometer located in Bern, an FTIR spectrometer located at Jungfraujoch and from reanalysis models. We present
IWYV trends for time series of 24 years (radiometer, FTIR and reanalyses) or 19 years (GNSS) and analyse how they are related
to observed changes in temperature. To avoid artificial trends, homogenized radiometer data have been used in the present
study (Morland et al., 2009; Hocke et al., 2011). For the GNSS data, possible jumps due to instrumental changes have been
considered in the trend analysis by using the feature of bias fitting in the trend programme of von Clarmann et al. (2010). The
goal of our study is to present trends of IWV in Switzerland, to detect potential regional differences and to verify if water

vapour increases as expected from the observed temperature rise.

2 Water vapour data sets

We compare IWV data from a microwave radiometer located in Bern and an FTIR spectrometer at Jungfraujoch with Swiss
GNSS ground stations and reanalysis data (ERA5 and MERRAZMERRA-2). Radiometer data are available from 1995 on-
wards. We therefore define our study period from January 1995 to December 2018, even though GNSS data are available only
after 2000 (see Table 1). IWV is often given as the total mass of water vapour per square metre (kg m~2). However, we provide
IWV data in mm, taking the density of water into account, which is often referred to as "total precipitable water vapour".
Evidently not all of the water vapour is actually precipitable. To avoid confusion, we prefer the term integrated water vapour

(IWV) and provide the amount in the more convenient unit of mm, where 1 mm corresponds to 1 kg m 2.
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2.1 Microwave radiometer

The Tropospheric Water Radiometer (TROWARA) is a microwave radiometer that has been retrieving IWV and integrated
liquid water (ILW) since November 1994 in Bern, Switzerland (46.95° N, 7.44° E, 575 m above sea level (a.s.l.)). It measures
the thermal emissiontines-of-water-vapour-at-microwave emission at the frequencies 21.39 GHz, 22.24 GHz and 31.5 GHz
with a time resolution of several seconds and an elevation angle of 40°. The measured signal is used to infer the atmospheric
opacity, using the Rayleigh-Jeans approximation of the radiative transfer equation as described in Mitzler and Morland (2009)
and Ingold et al. (1998).

The opacity linearly depends on the water content in the atmosphere, and can therefore be used to derive IWV and ILW
(Mitzler and Morland, 2009; Hocke et al., 2017):

i =a; + b IWV + ¢, ILW, (D

where 7; is the opacity of the i-th frequency channel of the radiometer. The coefficients a; and b; are statistically derived from
nearby radiosonde measurements and fine-tuned with clear-sky measurements (Métzler and Morland, 2009). The coefficient c;
is the Rayleigh mass absorption coefficient of liquid water.

The initial instrument setup and measurement principle is presented in Peter and Kampfer (1992). To improve the mea-
surement stability and data availability, the instrument was upgraded in 2002 and 2004 and a new radiometer model was
developed (Morland, 2002; Morland et al., 2006). Further, it was moved into an indoor laboratory in November 2002, which
made it possible to measure IWV even during light rain conditions (Morland, 2002). However, to maintain consistency with
the measurements before 2002, data observed during rainy conditions were excluded in the present study as soon as the ILW
exceeds 0.5 mm or rain is detected by the collocated weather station (Morland et al., 2009). We use hourly IWV data from the
STARTWAVE database (http://www.iapmw.unibe.ch/research/projects/STARTWAVE/) which were derived from the opacities
at 21.39 GHz and 31.5 GHz. TROWARA data before 2008 were harmonized (Morland et al., 2009) and data gaps before-2009
were filled with data derived from a collocated radiometer as described by Hocke et al. (2011) and Gerber (2009).

2.2 Fourier transform infrared spectrometer

A ground-based solar Fourier transform infrared (FTIR) spectrometer is located at the high altitude observatory Jungfraujoch in
Switzerland (46.55° N, 7.98° E, 3580 m a.s.l.). Water vapour information is retrieved from absorption in the solar spectrum at
three spectral intervals within 11.7 and 11.9 um. The optimized IWV retrieval for FTIR spectrometry is described by Sussmann
et al. (2009) and instrumental details are given in Zander et al. (2008). FTIR measurements at Jungfraujoch provide water
vapour data since 1984. For consistency with our study period, we use data only from 1995 to 2018. In this period, two
FTIR instruments were installed at Jungfraujoch, with overlapping measurements from 1995 to 2001. Sussmann et al. showed
that the bias between both instruments is negligible. We therefore compute monthly means of a merged time series including
both instruments. FTIR measurements are weather dependent (cloud-free conditions are required) and provide thus irregularly

sampled data at Jungfraujoch, with on average eight measurement days per month in our study period. This sparse sampling
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can be problematic when calculating monthly means. We therefore apply the resampling method proposed by Wilhelm et al.
(2019) when calculating monthly means of FTIR derived IWV. For this, the background IWV data are determined by fitting
a seasonal model to daily IWV means. The seasonal model is given by a mean IWVj, the first two seasonal harmonics with

periods 7,, = 365.25/n and the fit coefficients a,, and b,,:

2
IWV(t)=IWVy+ > (an-sin (;ﬁt) + bp-cos <2T7Tt)) 2)

n=1 n
This seasonal model is fitted to the 15th of each month using a window length of 2 years. Due to the sparsity of the FTIR
data, the model fit to each month provides a more robust estimate compared to the statistical monthly means, which might be
based on only one or two days of observations at the beginning or end of a month that are not necessarily representative as a
monthly mean. The measurement uncertainties of the obtained monthly mean values are derived from the covariance matrix
of the model fit. Further, we also tested a seasonal model with higher seasonal harmonics. However, due to the sparse FTIR

measurements it appeared not to be useful to improve the obtained monthly mean IWV estimates.
2.3 GNSS ground stations

The signal of GNSS satellites is delayed when passing through the atmosphere. This so called zenith total delay (ZTD) can
be used to infer information about the atmospheric water vapour content. Various studies explain the method to derive IWV
from the measured ZTD (e.g. Bevis et al., 1992; Hagemann et al., 2002; Guerova et al., 2003; Heise et al., 2009). We briefly
summarize the procedure that we used in our study. The ZTD can be written as the sum of the zenith hydrostatic delay (ZHD)

due to refraction by the dry atmosphere, and the zenith wet delay (ZWD) due to refraction by water vapour (Davis et al., 1985):

ZTD=ZHD + ZWD 3)

The ZHD (in metres) is calculated from the surface pressure at each GNSS station as proposed by Elgered et al. (1991):

_ -3 DPs
ZHD = (22768 £0.024) x 10 FOuH) 4

with surface pressure ps in hPa. The dependency of the gravitational acceleration on latitude and altitude is considered in the

function f (Saastamoinen, 1972):
A
fLH)=1-— 0.00266008(2%) —0.00028 H 5)

where ) is the station latitude in degrees and H is the station altitude in km. With the measured ZTD and the calculated ZHD,
we obtain the ZWD (Eq. 3), which can then be used to infer information about the IWV in mm. It is calculated according to
Bevis et al. (1992) with

1

PH>O

IWV =kZWD

(6)
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where pp,0 is the density of liquid water (pg,0 = 1000 kg m~3). The factor # is given by

k3
T77L

1
— =R, (= +k5)107° (7
K

with the constants k3 and k) as derived by Davis et al. (1985) from Thayer (1974) (ks = (3.776 +0.004) x 10° K2 hPa~!
and kb, = 17+ 10 K hPa~!). The required estimate of the mean atmospheric temperature 7T}, is linearly approximated from
the surface temperature T (damped with the daily mean) as proposed by Bevis et al. (1992) (T}, = 70.2 K+ 0.72T). The
pressure ps and the surface temperature 7 at the GNSS station are interpolated from pressure and temperature measurements
at the closest meteorological station, assuming hydrostatic equilibrium and an adiabatic lapse rate of 6.5 K km !,

We use hourly ZTD data from the Automated GNSS Network for Switzerland (AGNES), containing 41 antennas (at
31 locations), as well as data from a few stations that are part of the COGEAR network (https://mpg.igp.ethz.ch/research/
geomonitoring/cogear-gnss-monitoring.html) and from two additional stations in Bern. The AGNES network has been estab-
lished in 2001 (Schneider et al., 2000; Brockmann, 2001; Brockmann et al., 2001a, b) and it is maintained by the Swiss Federal
Office of topography (swisstopo). A monitor web page shows the current status of all stations (AGNES swisstopo). In 2008,
most of the antennas and receivers were enhanced from GPS only to GPS and GLONASS (Russian global navigation satellite
system). Since spring 2015, AGNES has been a multi-GNSS network (Brockmann et al., 2016), using data also from Galileo
(European global navigation satellite system) and BeiDou (Chinese navigation satellite system). All European GNSS data were
reprocessed in 2014 within the second EUREF (International Association of Geodesy Reference Frame Sub-Commission for
Europe) Permanent Network (EPN) reprocessing campaign as described in Pacione et al. (2017). In the present study, only the
reprocessed ZTD products of swisstopo are used (Brockmann, 2015).

The stations used in our study are shown in Fig. 1 and listed in Table 1. We only use stations that provide measurements
for more than 10 years. At some GNSS stations, a new antenna and receiver were installed at the same or nearby location,
replacing the older ones after an overlapping measurement period. An antenna change often leads to a small height difference,
which can lead to a jump in the ZTD time series. It is therefore important to decide how to handle such instrumental changes
for trend analyses. In case of antenna and receiver replacements, we merged these stations to a single time series by calculating
the mean value for overlapping periods. They are marked by "_M" (for "merged") in their station abbreviation (Table 1) and a
potential jump was considered in the trend estimation (see Sect. 3.1). At nine stations, new multi-GNSS receivers and antennas
were installed at an additional location near-by, but the old GPS-only receivers and antennas are still operating. Swisstopo
installed such twin stations to ensure a best possible long-term consistency. Simply replacing antennas at all stations would not
guarantee continuous time-series, even if the phase centers of the antennas are individually calibrated. Further, no calibrations
are available for the tracked satellite systems Galileo and BeiDou until today. In the case of twin stations, we only used the old,
continuous GPS-only station, because the stability is better suited for trend calculations than merged time series with potential

data jumps.



2.4 Reanalysis data

180 IWYV, relative humidity (RH) and temperature data from two reanalysis products are used in the present study, the ERAS
and the MERRA-2 reanalyses. The Modern-Era Retrospective Analysis for Research and Applications, version 2 (MERRA-
2) is an atmospheric reanalysis from NASA’s Global Modeling and Assimilation Office (GMAO), described in Gelaro et al.
(2017). The MERRA-2 product used in the present study for IWV data contains monthly means of vertically integrated values
of water vapour (GMAO, 2015a). The product used for temperature provides monthly mean profiles (GMAO, 2015b). Both

185 MERRA-2 products have a grid resolution of 0.5 ° latitude x 0.625 ° longitude. The ERAS reanalysis is the latest atmospheric
reanalysis from the European Centre for Medium Range Weather Forecasts (ECMWF) (Hersbach et al., 2018). In the present
study, we use an ERAS product providing integrated water vapour (Copernicus CDS, a) and another product providing RH and
temperature profiles (Copernicus CDS, b), both with a grid resolution of 0.25 ° latitude x 0.25 ° longitude (Copernicus Climate
Change Service (C3S), 2017). Reanalysis models assume a smooth topography, that can deviate from the real topography,

190 especially in mountainous regions (Bock et al., 2005; Bock and Parracho, 2019). For validation of reanalysis data with specific
station data (e.g. GNSS), the reanalysis IWV value would need to be corrected for altitude differences as for example proposed
by Bock et al. (2005) or Parracho et al. (2018). For linear trends, however, such a linear correction is not relevant. We therefore
use uncorrected reanalysis data, which might lead to some differences in IWV when comparing reanalysis IWV directly with
IWV measured from the radiometer or at a GNSS station.

195 When using reanalysis data for trend estimates, one has to keep in mind their limitations. Due to changes in observin

systems of the assimilated data, the use of reanalyses for trend studies has been debated (e.g. Bengtsson et al., 2004; Sherwood et al., 2010;

- The recent reanalysis products contain some improvements in handling possible steps in assimilated data. For example,

the bias correction of assimilated data in ERAS has been extended to more observation systems (Hersbach et al., 2018) and

MERRA-2 reduced certain biases in water cycle data (Gelaro et al., 2017). Nevertheless, future studies have to assess whether
200  these improvements affect the reliability of reanalysis data for trend estimates.

3 Methodology

We used a multilinear parametric trend model from von Clarmann et al. (2010) to fit monthly means of IWV to the following

regression function:

4
27t 2 27t 2
y(t):a"’b't"'; Cp - Sin iiﬁ +dy, - cos if:,w (8)

205 with the estimated IWV time series y(¢), the time vector of monthly means ¢, and the fit coefficients a to d. We account for
annual (/; = 12 months) and semi-annual (lo = 6 months) oscillations, as well as for two additional overtones of the annual
cycle (I3 = 4 months and /4, = 3 months). For the FTIR trends, the solar activity is additionally fitted by using F10.7 solar flux
data measured at a wavelength of 10.7 cm (National Research Council of Canada). Uncertainties of the time series y(t) are

considered in a full error covariance matrix Sy. As uneertaintiesmonthly uncertainties g4y, we use for TROWARA and GNSS
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with the standard deviation of the monthly mean ¢ and the number of measurements per month n)-. The systematic error o,
is estimated to be 1 mm for TROWARA and 0.7mm for GNSS data. FFiR-uneertainties These values are based on results

from Ning et al. (2016a), who assessed IWV uncertainties from a radiometer and GNSS observations in Sweden. Our monthl
uncertainties used for TROWARA and GNSS are on average 8 % for TROWARA and around 5 % for a typical GNSS station.
FTIR uncertainties (around 25 %) are based on the model fit of daily means as described in Sect. 2.2. For reanalysis data, we

use a monthly uncertainty of 10%. This value has been chosen, because it is slightly larger than the mean relative difference

of reanalysis data and TROWARA data at Bern (=5 %). Further, it corresponds to the variability proposed by Parracho et al.

(2018) for ERA-Interim and MERRA-2 that is due to model and assimilation differences. In addition to IWV trends, we

determine reanalysis trends of RH (ERAS) and temperature (ERAS and MERRA-2). We use monthly uncertainties of 10%
to estimate RH trends, whereas the standard error of each averaged temperature profile (below 500 hPa) is used as monthly
temperature uncertainties (around 2.5 K).

We generally express trends in percent per decade that are derived from the regression model output in mm per decade by
dividing it for each data set by its mean IWV value of the whole period. A trend is declared to be significantly different from

zero at 95 % confidence interval as soon as its absolute value exceeds twice its uncertainty.
3.1 Bias fitting in the trend model

The trend model is able to consider jumps in the time series, by assuming a bias for a given subset of the data. For this, a
fully correlated block is added to the part of Sy that corresponds to the biased subset. For each subset, the block in Sy is set
to the square of the estimated bias uncertainty of this block. This possibility of bias fitting in the trend estimation has been
presented in von Clarmann et al. (2010) and is mathematically explained in von Clarmann et al. (2001). The method has been
applied for example by Eckert et al. (2014) to consider a data jump after retrieval changes in a satellite product. It is also
described in Bernet et al. (2019), in which it has been applied on ozone data to consider data irregularities in a time series due

to instrumental anomalies.

The approach is illustrated with an exemplary case (Fig. 2). We used an artificial time series with a trend of 0.5 mm per
decade, and added three change points with a constant bias for each subset. The change points represent for example an
instrumental update, that leads to a constant bias in the following data. The biased time series has a trend of 1.19 & 0.06 mm
per decade, which is too large compared to the true trend of 0.5 £ 0.06 mm per decade. To improve the trend estimate, we
add a fully correlated block in S, for each biased subset, assuming a bias uncertainty of 5 %. We obtain a corrected trend of
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0.52 4+ 0.17 mm, which corresponds within its uncertainties to the true trend of the unbiased time series. This demonstrates
that the approach can reconstruct the true trend from a biased time series, with slightly increased trend uncertainties.

3.1.1 Bias fitting for GNSS trends

In the present study, we use the bias fitting on GNSS data sets to account for instrumental changes. Analysing IWV trends
from GNSS data is challenging, because the measurements are highly sensitive to changes in the setup (mainly concerning
antennas and radomes, but also receivers and cables) or in the environment (Pacione et al., 2017). The presented method is
a straightforward way to obtain reliable IWV trend estimates despite possible data jumps due to instrumental changes. We
consider each instrumental change in the trend programme, requiring as single information the dates when changes have been
performed at the GNSS stations and an estimate of the bias uncertainty. We introduced change points in the trend programme
as soon as + ¢ ates-he a-a possible jump in the GNSS data s-as-has been recorded by swisstopo (available at
http://pnac.swisstopo.admin.ch/restxt/pnac_sta.txt)—, which is mostly due to antenna updates.

After such antenna changes, we assume a bias uncertainty of 5% of the averaged IWV value for each biased subset. The bias
uncertainty of 5 % has been chosen based on our example case at Neuchétel (Fig. 3), in which we observed a bias of 4 % after
an antenna changeef4-%. This is also consistent with results from Gradinarsky et al. (2002) and Vey et al. (2009), who found
IWYV jumps of around 1 mm due to antenna changes or changes in the number of observations and the elevation cutoff angles.
For a typical Swiss station with averaged IWV values of around 16 mm, this corresponds to a bias of around 6 %. Ning et al.
(2016b) found IWV biases due to GNSS antenna changes mostly between 0.2 and 1 mm, which corresponds to a bias of 1 to
6 %, confirming our choice of 5 % bias uncertainty. In addition to the antenna updates, we added change points in the GNSS
time series when a new antenna and receiver has been added to replace an older reeetver-system near-by (see Table 1). This can
lead to larger biases, and we therefore assume a bias uncertainty of 10 % due to this data merging. For some antenna updates,
jumps have been observed back to a data level of a previous period. These subsets have then been considered as unbiased to
each other. Otherwise, we assumed the data-block-before-thefirstchange-longest data block to be the unbiased reference block.

The trend programme and the bias correction are illustrated by an exemplary case of the GNSS station in Neuchitel, Switzer-
land (Fig. 3). Figure 3a shows the monthly IWV time series of GNSS data in Neuchatel with antenna updates in the years 2000,
2007, and 2015 (vertical red dotted lines). Figure 3b shows the deseasonalized anomalies of the IWV time series, divided by
the overall mean value of each month, 111ustrat1ng the interannual Varlab111ty The data-—vartabilityislinked-to-the-antennaand

-anomalies are less variable from

2007 to 26452012, but it is not clear whether this is related to the antenna update in 2007. Furthermore, the relative difference
to ERAS ((ERAS — GNSS) /GNSS) reveals a data jump after the antenna change in 2015 (Fig. 3b). After this antenna change,

the mean difference to ERAS has been reduced, suggesting that the antenna update improved the measurements. The jump

corresponds to a bias in IWV of 0.66 mm (4 %) compared to the data before the change. Such a jump can falsify the resulting
trend. In the corrected trend fit, the trend model therefore accounts for possible biases for each antenna update. When the

bias is considered in the trend model, the jump in the difference to ERAS is reduced (Fig. 3e-and-éhb). Further, we obtain
a larger trend-(0-78—+-0-84mm-bias corrected trend (0.78 £ 0.89 mm per decade) compared to the trend of the initial data
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(0-33-+043mm-0.33 £ 0.44 mm per decade) —(Fig. 3¢ and d). In general, the trend fit (Fig. 3c) reproduces well the IWV
time series. For both model fits, 90 % of the residuals (Fig. 3d) lie within 2 mm, which corresponds to differences between
observed data and model fit below +617 %. The regression model explains 93% of the variability of the IWV time series at this

station.

4 Integrated water vapour around Bern

IWYV measurements from the TROWARA radiometer in Bern are compared to surrounding GNSS stations and reanalysis data.
Figure 4 shows monthly means of TROWARA and reanalyses, as well as the averaged monthly means of seven GNSS stations
close to Bern. The selected GNSS stations lie within +0.5° latitude and +1° longitude around Bern, with a maximal altitude
difference of 200 m (see Table 1). The altitude restriction has been chosen to avoid the inclusion of the two higher altitude
stations (Zimmerwald and Bourrignon), that are close to Bern but show larger IWV variability due to their higher elevation.

Generally, we observe a good agreement between the data sets, with interannual variability that is captured by all data
sets (Fig. 4b). The data sets agree well with TROWARA, with averaged differences smaller than 0.6 mm (~ 5%). Only the
stations in Bern (WAB1 and EXWI) show a bias compared to TROWARA (not shown). The Huttwil (HUTT) station reports
less IWV than TROWARA, which is probably due to the higher station altitude. The GNSS stations around Bern agree well
with TROWARA after 2013, and show larger winter differences before 2008 (Fig. 4c).

ERAS agrees generally well with TROWARA, whereas MERRA-2 differs slightly more. Especially in the last decade, the
MERRA-2 difference to TROWARA shows a strong seasonal behaviour with larger differences in winter, which is not visible
in the other data sets. Correcting the reanalysis data for a possible altitude mismatch due to wrong topography assumptions

(Bock and Parracho, 2019) might partly reduce discrepancies between reanalyses and observations.
4.1 IWY trends around Bern

Trends of IWV for the different data sets around Bern are shown in Fig. 5 and Table 2. IWV measured by the radiometer
TROWARA increased significantly by 4.8 % per decade from 1995 to 2018. This trend value is similar to the ebserved-bias
corrected trends from GNSS stations in Lausanne (EPFL), Huttwil (HUTT), Luzern (LUZE), Neuchétel (NEUC) and Wabern
next to Bern (WAB1), which all report trends around 5 % per decade (Fig. 5 and Table 2). We observe a slightly smaller-trend
in-buzern(EUZE3-6 %per-deecade)-and-a-larger trend in Payerne (PAYE, 7-3%-7.0 % per decade). The GNSS station in
Bern, located at the roof of the University building of exact sciences (EXWI), shows a trend of quasi zero (0.1 % per decade).
Unfortunately, the site EXWI is no longer in operation since Sept. 2017. With-the-exception-of Payerne;-all- these GNSStrends
are-notsignificantly-differentfrom—zero-at 95%confidence-interval—Reanalysis IWV at Bern increases significantly by 3.7 %
per decade for MERRA-2 and by 2.3 % per decade for ERA5 data-—Hewever-the-aneertainties-of the-monthlyreanalysis-data
might-betarger-than-the-here-used-vatue-of 10%-, which-would-also-ead-both for the period from 1995 to targer-uneertainties
of the reanatysis-trends~2018. With the exception of Payerne, all GNSS trends are not significantly different from zero at 95%
confidence interval. The larger GNSS trend uncertainties compared to TROWARA and reanalysis trends are mainly due to the

10
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bias correction, which adds some uncertainty to the trend estimates. Further, all GNSS trends result from a shorter time period
than TROWARA and reanalysis trends (see Table 1), which also increases the trend uncertainty and may lead to some trend
differences. For comparison, the GNSS trends without bias correction are also shown in Table 2. They are generally smaller
than the bias corrected trends, suggesting that GNSS trends are mostly underestimated when biases are not accounted for.

Further, their uncertainties are smaller, reflecting the additional uncertainty when biases are considered.
In brief, most of the GNSS stations around Bern report positive trends of approximately 5 % per decade(b-9-mm-per-deeade).

However, two of the GNSS stations around Bern (EXWI and PAYE) report different trends. The quasi zero trend at the EXWI
station is less reliable than the other trends, because the EXWI station prevides—data—in—ashortertime-period-{(anti-2016)-
Furtheritis not part of the AGNES network and therefore does not fulfil the same quality requirements. The large GNSS trend
in Payerne results from the bias correction. If the bias correction in the trend fit (as described in Sect. 3) is not applied, the trend
in Payerne is only 2 % per decade (0.32 mm per decade), whereas it increases to #3-%-7.0 % per decade (334sm-1.09 mm
per decade) when accounting for antenna changes. Nyeki et al. (2019) found IWV trends in Payerne from GNSS measurements
of 0.8 mm per decade, which lies between our corrected and uncorrected trends. It suggests that the instrumental changes in
Payerne play an important role, but might be overcorrected in our case. The recent study of Hicks-Jalali et al. (2020) reports
similar IWV trends in Payerne using nighttime radiosonde measurements (6.36 % per decade) and even larger trends using

clear-night lidar data (8.85 % per decade) in the period from 2009 to 2019, suggesting that IWV in Payerne was strongly

increasing, especially in recent years. However, comparing their trend results with ours has to be done with care, because their

trend time period is short and the lidar trends might contain a clear-sky bias.
The trend from the TROWARA radiometer of 4.8 % per decade (0.72 mm per decade) slightly differs from the TROWARA

trends reported by Morland et al. (2009) and Hocke et al. (2011, 2016). It is larger than TROWARA'’s 1996 to 2007 trend of
3.9% per decade (0.56 mm per decade) (Morland et al., 2009). Hocke et al. (2011) found no significant TROWARA trend for
the period 1994 to 2009, which suggests that our larger IWV trends are mainly due to a strong IWV increase in the last decade.
This is also confirmed by Hocke et al. (2016), who observed larger trends for recent years (1.5 mm per decade for 2004 to
2015). However, care has to be taken when comparing these TROWARA trends of different trend period lengths.

To summarize, IWV trends around Bern from TROWARA and GNSS data generally lie around 5 % per decade, whereas
reanalysis trends for the Bern grid are slightly smaller. Some-GNSS-stations-deviate-from-these-trend-values; probably-due

4.1.1 Seasonal IWYV trends around Bern

To study the seasonal differences of the IWV trends around Bern, we analysed trends for each month of the year (Fig. 6). The
absolute trends (Fig. 6a) are largest in summer months due to more IWV in summer. The trends in percent (Fig. 6b) account
for the seasonal cycle in IWV, leading to more uniform trends throughout the year. However, differences between winter trends
might sometimes be overweighted when calculating trends in percent: A small trend difference in winter will be more important

when expressed in percent than the same difference in summer trends, because of less water vapour in winter. Nevertheless,
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we will concentrate on trends in percent per decade in the following, which facilitates comparing trends-ofrelative changes of
IWYV in different seasons.

Our monthly trends in Bern mostly agree on largest and significant trends in June (~ 7 to 9 % per decade) and in November
(~ 8 t0 9%-10 % per decade) and minimal, but insignificant trends in February and October (Fig. 6b). Further, all data sets
report a special pattern of low trends in October, with again larger trends in November. The-mean-GNSS-trend-However, the
differences between those monthly trends are significant only at 68% confidence level. The mean trend (arithmetic mean) of
the GNSS stations around Bern agrees with the other data sets in summer, but shows an offset to the other trends in several

months, especially in March and in autumn. M

s—We further found that MERRA-2 trends are slightly larger in summer than trends from the other
data sets, whereas TROWARA trends differ from the other trends in the winter months December and January. This larger
disagreement between TROWARA and reanalysis trends in December and January is consistent with the larger winter biases
of TROWARA starting in 2008 in Fig. 4c.

Previous studies analysed TROWARA seasonal trends using shorter time periods. Morland et al. (2009) and Hocke et al.
(2011) observed significant positive summer trends and negative winter trends for TROWARA. Our TROWARA trends confirm
positive summer trends (significant in June and August), but do not confirm negative winter trends. The observed autumn peak
(minimum trend in October and a trend peak in November) has also been reported by Morland et al. (2009) and Hocke
et al. (2011). However, their trend peak was shifted by two months, with a minimum in August and a subsequent maximum in
September. The ten additional years that we use in our study compared to their data might be responsible for this shift. Morland
et al. (2009) proposed that this autumn trend peak might be related to precipitation changes, but such a relationship has not
been verified for the present study. Nevertheless, we showed that the IWY trend peak is consistent with Noverber temperature
trends, suggesting that those trends are temperature driven (see Sect. 4.2 and Fig. 6¢).

In summary, Bern data sets generally agree on the annual trend distribution, with largest trends in June and in November.
However, the monthly trends of GNSS stations around Bern disagree with the other datasets in spring and in autumn, whereas

TROWARA deviates in December and January. Positive summer trends are reported by all data sets.
4.2 Changes in IWV and temperature around Bern

To examine the relationship between IWV trends and changing temperature, we present the theoretical change of water vapour
in the atmosphere due to observed changes in temperature (Fig. 6b¢). For this, we determined the temperature dependent change
in saturation vapour pressure for the time period 1995 to 2018. The saturation vapour pressure e, describes the equilibrium
pressure of water between the condensed and the vapour phase. It increases rapidly with increasing temperature (Held and
Soden, 2000). In case that the water vapour pressure e is smaller than e, the available water evaporatesis in vapour phase,

whereas for €

increases, which leads for a given erelative humidity (RH) to an increase of water-vapourin-the-vapeur-phasee. Changes in

=5)e > e, it condenses. With increasing temperature, e,
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es can therefore directly be compared to changes in the amount of water vapour —A-—required-assumption-is-that-therelative
humidity- (R remains-constants-assuming that RH remains constant (Moller, 1963; Held and Soden, 2000):

e
RH = — =~ constantconstant. (11)
es

so-that-a-A change in e, is then directly reflected in a change in e, and therefore in IWV:
des de dIWV

es e IWV'
The fractional change of e, for a given change in temperature can be approximated by the Clausius-Clapeyron equation:

des Ly

es  R,T?

12)

dr, (13)

where L, is the latent heat of evaporation (L, =2.5 X 106 J kg"l), R, is the gas constant for water vapour
(R, =461 JK~'kg™!), dT is the change in temperature and T is the actual temperature. To obtain the tropospheric
temperature change d7T', we derived the temperature trend (1995 to 2018) from MERRA-2 and ERAS temperature profiles,
averaged below 500 hPa. This limit was chosen because 95 % of IWV resides below 500 hPa for the averaged MERRA-2
profiles in our study period. The resulting temperature trend (in K per decade) is then used for d7" in Eq. (13) to determine the
change in e, in percent per decade. For the actual temperature 7" we used the mean of reanalysis temperature profiles below
500 hPa for the same time period.

The fractional changes in ERAS e, for the Bern grid for different months are shown by-the-grey-tines-in Fig. 6bc. These
temperature induced changes in e, agree generally well with the observed trends in IWV. They agree especially well with
TROWARA and reanalysis trends in spring (March and April), late summer and autumn (July to November), and less good
in the winter months and in May and June. Furthermore, they agree less with GNSS trends from September to March;-whieh
: i r. Generally,

the good agreement between the change in e; and the IWV trends indicates that observed IWV changes around Bern can mostly
be explained by temperature changes. However, the changes in e; do not confirm our observed IWV winter trends, especially

in January and February. This discrepancy might-can be related to temperature-inverstons-that-are-oftenpresent-in-winter—tn

erchanges in RH, which was
assumed to be constant (Eq. (11)). Indeed, our trends of ERAS RH for the Bern grid (Fig. 6¢) show that RH was not constant
in those months, especially in winter but also in May and June. Even though the RH trends are not significantly different from
zero, these results suggest that assuming RH to be constant may not be valid during all seasons, especially in winter. This
makes the attribution of IWV trends to changes in temperature more challenging. Furthermore, other factors than temperature

might be responsible for IWV changes in winter, such as changes in dynamical patterns and the horizontal transport of humid
air. Indeed, Hocke et al. (2019) showed that evaporation of surface water plays a minor role in winter, with a latent heat flux
that is in Bern six to seven times smaller than in summer, suggesting that horizontal transport of humid air is in winter more

important than evaporation. We-thuis-
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We conclude that IWV in Bern changes as expected from temperature changes in early spring, late summer and autumn, but

other processes might also be responsible for IWV changes, especially in winter.

5 Integrated water vapour at Jungfraujoch

We compare IWV at Jungfraujoch from a GNSS antenna and an FTIR spectrometer —(Fig. 7). Due to the sparser FTIR sampling,
we compare FTIR data not only with the full GNSS time series, but also with coincident GNSS data, i.e. pairwise data limited
to clear-sky weather conditions. Monthly means of these sparser data have been computed by a seasonal fitting as described
in Sect. 2.2. This leads to some missing data at the edges of the coincident GNSS time series (Fig. 7a,c), because a specific
number of data points is required for the seasonal fitting. For the FTIR time series, no data are missing at the edges because
data were available beyond the dates of our study period.

We observe less IWV at Jungfraujoch than at Bern due to the high altitude of the station, with mean IWV from GNSS of
3mm (Fig. 7a). The deseasonalised anomalies (Fig. 7b) show that the interannual variability of IWV at Jungfraujoch is larger

than in Bern, with anomalies larger than 50 % for some months.

monthly-Monthly means of coincident GNSS and-FTIR-measurements—(data have a mean dry bias of —0.26 & 0.3 mm

compared to FTIR (GNSS qincidene — FTIR) (Fig. 7¢). This corresponds to a bias of 15 % when referring to the long-term
average of GNSS coincident IWV data. Compared-to-the-Further, monthly means of fully sampled GNSS time-series;-we-found

have a bias of 1.05 £ 0.61 mm compared to FTIR (GNSS — FTIR), which corresponds to a bias of 34 % (using the mean of
the fully sampled GNSS as reference). This larger bias illustrates the sampling effect of the FTIR measurements, leading to a
dry bias of FTIR compared to GNSS data. Indeed, the difference results from the restriction that FTIR measurements require
clear-sky conditions, preventing measurements during the wettest days. Nevertheless;-the-

The remaining bias of —0.26 mm when using coincident GNSS measurements indicates that GNSS measures slightly less

IWYV than FTIR. This resultis consistent with results from Schneider et al. (2010), who report that GNSS at the high altitude
Izana Observatory (Tenerife) systematically underestimates IWV in dry conditions (< 3.5 mm). Further, a dry bias has also

been observed in previous studies that reperted-negative-GNSS-biases-compared-to-compared Jungfraujoch GNSS data with
Precision Filter Radiometer (PFR) data atJungfraujoch-(Guerova et al., 2003; Haefele et al., 2004; Nyeki et al., 2005; Morland

et al., 2006). Guerova et al. attributed this bias to incorrect modelling of the antenna phase centre and Haefele et al. to un-
modeled multi-path effects of the Jungfraujoch antenna. Brockmann et al. (2019) stated that the old GPS-only antenna used at
Jungfraujoch till 2016 was never calibrated. Due to the special radome construction (with circulating warm air to avoid icing),
the standard antenna phase center calibration is not appropriate to be used with the Jungfraujoch data. From this point of view
s-good and a possible offset is not relevant
for trend analyses as long as it is constant over the whole trend period. The use of this antenna was stopped in summer 2015
and it was replaced by a new multi-GNNS-multi-GNSS antenna in October 2016 (Brockmann et al., 2016). Furthermore, the

complete antenna-radome construction was individually calibrated for GPS and GLONASS signals (Galileo and BeiDou are

the achieved results are as
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assumed to be identical to GPS). We found that the bias to FTIR has been reduced to —0.07 mm = 0.28 (4 %) after the antenna
change in 2016, suggesting that the GNSS antenna update improved the consistency of the measurements at Jungfraujoch.

5.1 IWY trends at Jungfraujoch

The IWV trends at the Jungfraujoch station from FTIR and fully sampled GNSS data are presented in Fig. 8. The GNSS
antenna update has been considered in the trend estimate as described in Sect. 3-13.1.1. We observe IWV trends of 0.08 mm
per decade (2:8%-2.6 % per decade) for GNSS and 0.04 mm per decade (1.8 % per decade) for FTIR. However, both trends
are insignificant. The difference between both trends might-can partly be explained by the dry sampling bias of the FTIR
spectrometer, that measures only during clear-sky day conditions. Indeed, the absolute GNSS trend is comparable with the
FTIR trend when we use GNSS data coincident with FTIR measurements, with 0.05 mm per decade (not shown). Our IWV
trends at Jungfraujoch are similar to the trend by Sussmann et al. (2009), who reported insignificant FTIR trends at the same
station of 0.08 mm per decade in the time period 1996 to 2008. In contrast to these results, Nyeki et al. (2019) found larger
trends at Jungfraujoch that were significantly different from zero. They decided not to use GNSS IWV data from Jungfraujoch
due to the high IWV variability and problems-due-to-the-influence-of snow-and-iee—the missing calibration of the antenna
before the replacement in 2016. Therefore, they derived their trends from IWV data based on a parameterisation from surface
temperature and relative humidity measurements. However, they admit that this approximation is prone to large uncertainties

(Gubler et al., 2012), which might explain parts of the differences to our trends.

6 IWYV trends in Switzerland
6.1 Swiss GNSS trends

The GNSS data generally report positive IWV trends throughout Switzerland (Fig. 9). Using data for the whole year (Fig. 9a),
50 % of the stations show trends between 2:6-and-5-4%-2.3 and 5.1 % per decade (0-30-and-0-731m11-0.27 and 0.74 mm per
decade). The trends of all stations range between 0.1 % per decade (0-02-mm—per-deeade)yand-73%and 7.2 % per decade

(FH4-mmper-deeade-(0.01 mm per decade and 1.09 mm per decade), with exception of three stations that show negative trends
(ANDE, HOHT and MART_M). The mean trend value of all GNSS stations is 3-7%-3.6 % per decade (0.49 mm per decade)

and the median is 4:04.4 % per decade (0.57 mm per decade).

Only feurstations—<1+%-three stations (9 % of all stations) show negative IWV trends and none of them is significantly
different from zero at 95 % confidence interval. Significant positive trends are reported at 2317 % pereent-of the stations (eight
six stations), being generally stations with long time series and lying mostly in western and south eastern Switzerland. Most
significant trends are observed in summer (Fig. 9d), with significant positive trends at five stations. In winter, only the-three
two north-eastern Swiss station trends are significant (Fig. 9b). In spring (Fig. 9¢) and autmun-autumn (Fig. 9e), none of the
IWYV trends are significantly different from zero. Autumn trends tend to be negative, especially in the southwestern part (Rhone

valley in the canton of Valais), but they are all insignificant.
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Our trend range covered by all GNSS stations is consistent with results from Nilsson and Elgered (2008), who observed
in Sweden and Finland IWYV trends between -0.2 and 1 mm per decade. However, they concluded that their study period was
too short (10 years) to obtain stable trends. Our trends also lie within the range of trends observed in Germany by Alshawaf
et al. (2017). Their trends vary even more between different stations, with trends ranging between —1.5 to 2.3 mm per decade.
Note, however, that both studies use different trend periods lengths than in our study, which makes trend comparisons difficult.
The recent study of Nyeki et al. (2019) reports IWV trends from GNSS data at three Swiss stations for the period 2001 to
2015. Using Sen’s slope trend method, they found positive all-sky trends in Davos (0.89 mm per decade), Locarno (0.42 mm
per decade) and Payerne (0.80 mm per decade). Our GNSS trends for these stations are slightly different (Davos: 0.71 mm
per decade, Locarno: 8-69-m1-0.72 mm per decade, Payerne: +-+4-mm-1.09 mm per decade), which might be due to the three
additional years in our analysis, but also due to our bias correction in the trend model. Furthermore, our GNSS-GNSS-derived
ZTD data were reprocessed till 2014 (see Sect. 2.3), whereas Nyeki et al. still used the old GNSS-derived-ZTD-GNSS data.

The altitude dependence of the GNSS trends is shown in Fig. 10. We observe that most of the stations that show significant
positive trends lie at higher altitudes(Fig—16)—Indeed;88. Indeed, 83% of the stations that-shew-showing significant trends lie
at altitudes above 850 m a.s.l, whereas less than half of the stations lie above 850 m. This is consistent with the expectation of
Pepin et al. (2015) that the rate of warming is larger at higher altitudes. Due to the direct link between temperature and water
vapour content, an increased warming at higher altitudes would lead to larger IWV trends. The increasing significance with
altitude provides some observational evidence for this suggestion. However, the altitude dependence is less visible in absolute
trends (not shown), which indicates that due to less IWV at higher altitudes, these trends are more sensitive to changes when
calculating trends in percent. Also, the IWV trends of the fivesix stations with highest altitudes (>+766-m-> 1650 m a.s.I) are
not significantly different from zero.

We conclude that Swiss GNSS stations generally show positive IWV trends, with a mean value of 3-43.6 % per decade
(6-44-mm-0.49 mm per decade) and a tendency for more significant percentage trends at higher altitudes.

6.2 Swiss reanalysis trends

Reanalysis trends of IWV for Switzerland are presented in Fig. 11 and Fig. 12. The trends are on average 2.6 % per decade
(0.35mm per decade) for ERA5 (Fig. 11a) and 3.6 % per decade (0.52mm per decade) for MERRA-2 (Fig. 12a). Both
reanalysis trends show only small spatial variability. The seasonal trends are positive, with largest values in summer (Fig. 11d
and 12d). This is consistent with our observed GNSS trends, which are mostly positive in summer. Smallest and partly negative
reanalysis trends are observed in winter (Fig. 11b and 12b), which contrasts with our GNSS trends that showed smallest (but
insignificant) trends in autumn and not in winter. In spring and autumn, the reanalysis trends are spatially more variable. Both

data sets report slightly larger autumn trends in south-eastern Switzerland and northern Italy (Fig. 11e and 12e). 5 In spring,

ERAS shows larger IWV trends in south-western Switzerland.
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acle)-trend agrees with our averaged GNSS
trend (3-4%-both 3.6 % per decade), which is slightly larger than the averaged ERAS5 trend (2.6 % per decade). However, the

reanalyses do not resolve small scale variability, which can explain the differences to some GNSS station trends. Further, the

GNSS point measurements are generally more variable than the gridded reanalyses data. Alshawaf et al. (2017) also observed
larger differences in mountainous regions between GNSS derived IWV trends-and-reanalyses-and reanalyses data in Germany.
Our mean ERAS trend for Switzerland of 0.35 mm per decade is consistent with IWV trends from ERA-Interim in Germany
trends, Parracho et al. (2018) also found larger IWV trends for MERRA-2 compared to ERA-Interim reanalysis trends on a

lobal scale, especially in summer.
To determine the relationship between temperature changes and IWV trends for whole Switzerland, we present changes

in saturation vapour pressure eg derived from reanalysis temperature changes below 500 hPa (as described in Sect. 4.2). The
fractional change in e, which corresponds to the change in IWV (Eq. 12) is presented for ERAS (Fig. 13) and for MERRA-2
MERRA-2 (Fig. 14). The averaged changes in e, of 2.9 % per decade (ERAS5) and 4.0 % per decade (MERRA-2) are similar
to our reanalysis IWV trends described before, which indicates that IWV is on average following the temperature change as

expected from the Clausius-Clapeyron equation. The ERAS e, changes are spatially more uniform than the ERAS IWV trends,

but agree well in all seasons, except in winter (Fig. 13b and 11b). Fhis-indieates-ERAS e is decreasing in winter, whereas

ERAS IWV winter trends are increasing. These conflicting results indicate that other factors than temperature might dominate
IWYV changes in winter, as already discussed in Sect. 4.2. Ineentrastto ERAS-The MERRA-2changes-in-esshowlargespatial

the- MERRA-2-eFurther, it indicates that the assumption of constant relative humidity might not be valid in winter. This
is confirmed by the ERAS5 RH trends (Fig. i i i i
summer-and-15), which are around zero for whole Switzerland in all seasons but slightly positive in winter. Even though these

ositive winter RH trends are not significantly different from zero, they raise the question whether it is justified to assume RH
to be constant.

The partly negative winter changes in e are surprising, because they result from a decrease in reanalysis winter temperature.
Such a decrease in winter temperature is controversial to long-term temperature observations in Switzerland, that report a

temperature increase also in winter (Begert and Frei, 2018). This difference is probably-due to our short study period. A few

cold winters in the past 15 years might-have hidden the overall positive temperature trend when looking only at the relatively
short period from 1995 to 2018 (MeteoSwiss, 2019).

MERRA-2 changes in e, show large spatial variability, with strong differences between different grids and generally larger
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values in the Alpine region. These large values are caused by a jump in MERRA-2 has-been—improved-compared-to—the
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tropospheric temperature data around the year 2017 in the Alpine grids, which results in strong temperature trends. This
might be due to MERRA-2 model changes in topography or assimilated data. In the Alpine region, the MERRA-2 changes in
e, (Fig. 14) thus differ strongly from the MERRA-2 IWV trends (Fig. 12).

To summarize, the reanalysis IWV trends follow on average the changes expected from temperature changes;-but-. However
MERRA-2 shows large regional variability for changes in e, based-en—due to biases in lower tropospheric temperature
changesdata in the Alpine region. The reanalysis IWV trends generally agree well with GNSS trends in Switzerland, but
the spatial trend variability is not resolved by the reanalyses. Local measurements of IWV such as microwave radiometer,
FTIR or GNSS measurements are therefore crucial to monitor changes in IWV, especially in mountainous regions such as

Switzerland.

7 Conclusions

Our study presents trends of integrated water vapour (IWV) in Switzerland from a ground-based microwave radiometer, an
FTIR spectrometer, GNSS stations and reanalysis data. We found that IWV generally increased by around 2 to 5 % per decade
in-the-tast-24-years—from 1995 to 2018, Using a straightforward trend approach that accounts for jumps due to instrumental
changes, we found significant positive IWV trends for some GNSS stations in western and eastern Switzerland. Further, our
data show that trend significance tends to be larger in summer and to increase with altitude (up to +706+-1650 m a.s.l.).

Comparing IWV from the radiometer in Bern with GNSS and reanalyses showed a good agreement, with differences within
5 %. The FTIR spectrometer at the high altitude station Jungfraujoch revealed a constant clear-sky bias of 1 mm compared to
GNSS data. Nevertheless, the IWV data and also the trends of both data sets at Jungfraujoch agree within their uncertainties
when only coincident measurements are used. We further found that the GNSS-trendsIWV trends of the Swiss GNSS station
network agree on average with the Swiss reanalysis trends +but(2.6 to 3.6 % per decade), but that the reanalyses are not able to
capture regional variability, especially in the Alps. We conclude that GNSS data are reliable for the detection of climatic IWV
trends. However, a few stations may require further quality control and harmonisation in the trend analysis.

Measurements in Bern reveal that the IWV trends follow observed temperature changes according to the Clausius-Clapeyron
equation. Still, they do not scale to temperature as expected in some months, especially in winter, suggesting that other pro-
cesses such as changes in dynamical patterns are responsible for IWV changes in winter. However, these winter trends are
not significantly different from zero, which hinders us drawing robust conclusions about temperature related IWV changes in
winter. Also, several colder winters in our study period might hide the long-term winter temperature increase in Switzerland.
Nevertheless, ERAS confirms the departure from Clausius-Clapeyron scaling in winter during our study period. This is not
observed in MERRA-2 temperature data, which is spatially variable and resulting IWV changes disagree with the observed
MERRA-2 IWYV trends. This might be related to the poorly resolved topography in the larger MERRA-2 grids. The reanalysis
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grids probably miss regional variability in atmospheric stratification and convection, as it was also observed for zonal means

by Wentz and Schabel (2000). Further, a bias in MERRA-2 tropospheric temperature was observed for several Alpine grids
after 2017, This reflects the problematic of using reanalysis data for trend estimates due to changes in observing systems or
assimilated data.

Another reason for observed inconsistencies between temperature and IWV changes might be changes in relative humidity.
(RH). Our temperature_IWV relation assumes that the relative humidity remains constant. However, we found positive RH
trends in winter using lower tropospheric ERAS data. Even though the RH trends are not significant, they might partly
explain the disagreement between observed winter temperature and IWV changes. Wang et al. (2016) states that RH may not
be constant because of limited moisture availability over land surfaces. Some studies found even a decrease of relative humidity
with increasing temperature at midlatitudes (O’ Gorman and Muller, 2010) or in the subtropics (Dessler et al., 2008). Further
analyses with additional data sets would be required to provide more insights into possible RH trends in Switzerland.

It would be necessary to analyse temperature induced changes at more stations to draw robust conclusions about correlations
between temperature and IWV changes. The problem of hidden long-term temperature trends in our study might be solved
by using longer temperature time series, but longer IWV time series are sparse. Comparing regional IWV changes with tro-
pospheric temperature changes from observations (e.g. radiosondes) rather than from reanalyses might be another approach
to improve understanding of regional temperature-IWV relations. Nevertheless, it is generally difficult to attribute observed
climate changes to unambiguous sources and feedbacks (Santer et al., 2007). Only complex attribution studies with multiple
model runs can clarify this issue, as done for example by Santer et al. (2007) for IWV over oceans. However, global cli-
mate models lack feedbacks on the regional level (Sherwood et al., 2010), and studies based on regional observations are thus

necessary.

In summary, our results confirm the increase of water vapour with global warming on a regional scale, stressing the impor-

tance of the water vapour feedback. Further, the results emphasise the importance of regional IWV analyses, by showing that
regional trend differences can be large, especially in mountainous areas. The spatial coverage of long-term IWV measurements
from ground stations is sparse. We have shown that homogeneously reprocessed GNSS data have the potential to fill this gap
and that they enable monitoring of regional water vapour trends in a changing climate. We further found that water vapour
increase follows temperature changes as expected, but-therelattonship-isnot-everywhere-elearexcept in winter. In a changing
climate, it is therefore important to assess both, regional changes in temperature and water vapour, to understand and project

possible changes in precipitation patterns and cloud formation on a regional scale.
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Data availability. TROWARA and GNSS-derived IWV data are provided by the STARTWAVE database (http://www.iapmw.unibe.ch/
research/projects/STARTWAVE/). The gap-filled TROWARA data used before 2008 are available on request. The Jungfraujoch FTIR data are
publicly available from the Network for the Detection of Atmospheric Composition Change (NDACC) at ftp://ftp.cpc.ncep.noaa.gov/ndacc/
station/jungfrau/hdf/ftir/. MERRA-2 data are available online through the NASA Goddard Earth Sciences Data Information Services Center
(GES DISC) at https://disc.gsfc.nasa.gov/datasets ?’keywords=%22MERRA-2%22 &page=1&source=Models %2FAnalyses %20MERRA-2.
ERAS data are available through the Copernicus Climate Change Service Climate Data Store (CDS) at https://cds.climate.copernicus.eu/

cdsapp#!/home.
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GNSS stations in Switzerland
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Figure 1. Map of Swiss Global Navigation Satellite System (GNSS) stations used in this study.
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Artificial time series with biased periods
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data are given.
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IWYV from GNSS at Neuchatel (NEUC)
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Figure 3. (a) Monthly means of integrated water vapour (IWV) from the GNSS station at Neuchatel (NEUC), Switzerland.
Changes in antenna and—reeeiver—types are indicated in all panels by vertical red dotted lines. (b) Anomalies from the climatol-
ogy ((data—climatology)/climatology) of the GNSS data at Neuchatel and relative difference to ERAS data at the same location
((ERA5—GNSS)/GNSS), both smoothed with a three-months moving mean window. The horizontal black dashed lines show the aver-
aged difference to ERAS for each antenna change. The relative difference of the bias corrected GNSS data to ERAS is also shown (dotted
line). (¢) Regression model fit and (d) residuals of the model with-and-without bias correction and with correction by considering data jumps

in the trend model. The given trend uncertainties correspond to 2 standard deviations (o).
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Integrated water vapour at Bern, Switzerland
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Figure 4. (a) Monthly means of IWV from the microwave radiometer TROWARA in Bern (Switzerland), from GNSS stations close to Bern,
and from reanalysis grids (MERRA-2 and ERAS) at Bern. (b) Anomalies from the climatology ((data—climatology)/climatology) for each
of the mentioned data sets. (c) Relative differences of the mentioned dataset X to TROWARA (T) data ((X — T)/T). The bold lines in (b)

and (c) show the data smoothed with a moving mean window of three months, the thin pale lines show the unsmoothed monthly data.
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IWYV trends around Bern
PAYE WABI
12.5 H
HUTT LUZE NEUC
EPFL T T T
10.0 H -

7.5 |TROWARA

] EXWI
5.0 ERAS ¢

25 {

0.0

Trend (Y%/decade)

-2.5

-5.0

Figure 5. IWV trends for TROWARA (FRO5-in Bern, reanalysis grids(MERRA-2 and ERAS) grid points at Bern and GNSS stations close to
Bern. The error bars show 2 o uncertainties. Filled dots represent trends that are significantly different from zero at 95% confidence interval.
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Monthly trends around Bern
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Integrated water vapour at Jungfraujoch, Switzerland
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Figure 7. (a) Monthly means of IWV from the FTIR spectrometer and the GNSS station at Jungfraujoch (Switzerland). Shown are GNSS
mehthly-means once using the full hourly sampling and once using data only at the same time as the FTIR measured (coincident GNSS).
The monthly means of FTIR and coincident GNSS have been resampled to correspond to the 15th of each month. (b) Anomalies from the
climatology ((data—climatology)/climatology) for FTIR data and fully sampled GNSS data. (c¢) Differences between GNSS (G) and FTIR
(F) data, using the full GNSS data and GNSS data coincident with the FTIR. The bold lines in (b) and (c) show the data smoothed with a

moving mean window of three months, the thin pale lines show the unsmoothed monthly data.
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IWV trends at Jungfraujoch (JUJO_M)
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Figure 8. Monthly means and their trend fits for (a) GNSS and (b) FTIR data at Jungfraujoch. The given trend uncertainty corresponds to

2 o uncertainties. GNSS antenna changes are indicated by vertical red dotted lines.
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IWYV trends from GNSS data
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Figure 9. Trends of IWV in Switzerland for the different GNSS stations for (a) the whole yearta) and-thefourseasons—, (b) to-winter
December, January, February), (¢) spring (March, April, May), (d) summer (June, July, August) and (e) autumn (September, October,

November). The length of the GNSS time series (Table 1) is indicated by the size of the markers. Stations with trends that are significantly

different from zero at 95% confidence interval are marked with a bold edge.
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GNSS IWV trends, altitude dependence
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Figure 10. IWV trends from GNSS stations in Switzerland with the station altitude. For merged stations (see Table 1), the averaged altitude

of both stations is used. The colors correspond to the trend in percent per decade and are the same as in Fig. 9, the length of the time series

is indicated by the size of the markers. Trends that are significantly different from zero are shown with bold edges. The station abbreviations

are explained in Table 1.

37



IWYV trends from ERAS
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Figure 11. IWV trends from ERAS reanalysis data in Switzerland from 1995 to 2018 for the whole year (a) and for the different seasons
((b) to (e)). GNSS trends are additionally shown in panel (a) (same as in Fi

. 9a, but restricted to stations with longest time series of 18 and

19 years).
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IWYV trends from MERRA-2

(b) DJF

Figure 12. Same as Fig. 11 but for MERRA-2 reanalysis data (1995-2018).
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Fractional change of vapour pressure from ERAS
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Figure 13. Fractional change of water vapour pressure (e) derived from temperature trends from ERAS (1995-2018) for the whole year (a)
and different seasons ((b) to (e)). The temperature data have been averaged below 566-+:Pa500 hPa.
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Fractional change of vapour pressure from MERRA-2
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Figure 14. Same as Fig. 13 but using MERRA-2 temperature data averaged below 500 hPa (1995-2018).
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RH trends from ERAS
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Figure 15. Swiss-GNSS-stations-used-Relative humidity (RH) trends from ERAS reanalysis data in Switzerland from 1995 to 2018 (averaged
below 500 hPa) for the presen
Bern-for the different seasons (
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Table 1. Swiss GNSS stations used in the present study. Stations marked in bold were directly compared with radiometer and reanalysis data

860 at Bern (latitutde = 46.95 4+ 0.5°, longitude = 7.44 + 1°, altitude = 575 £200m).
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Abbreviation Station name Altitude  Data available Change points Remark
(ma.s.l.)
ANDE Andermatt 2318 2000 to 2010 2000-09, 2002-08.
2007-06,2010-02
ARDE Ardez 1497 2002 to 2018
BOUR Bourrignon 891 2002 to 2018
DAVO Davos 1597 2000 to 2018
EPFL EPF Lausanne 411 2000 to 2018 2000-03, 2000-04,
ERDE Erde 731 2007 to 2018 No AGNES station
ETHZ ETH Zurich 548 2000 to 2018 2000-03, 2000-08,
EXWI Exakte 578 2001 to 2016 No AGNES station
Wissenschaften
Bern
FALE Falera 1296 2002 to 2018 2007-06, 2010-02
FHNW_M Fachhochschule 347 2000 to 2018 2007-06, 2015-05, 2018-09 Merged with FHBB (329 m) in
Nordwestschweiz 2018
Muttenz
FRIC Frick 678 2001 to 2018 2008-12, 2015-04
GENE_M Geneva 422 2001 to 2018 2007-07, 2009-05, 2015-04 Merged with AIGE (424 m) in
2009
HABG Hasliberg 1098 2007 to 2018 2007-06, 2010-02
HOHT Hohtenn 934 2001 to 2018
HUTT Huttwil 731 2002 to 2018 2007-06, 2009-01, 2015-04
M fraujoch 4 2 201 M ith 2 i
JUJO_ Jungfraujoc 358 000 to 2018 201506, 2016-10 erged with JUJ2 (3585 m) in
2016
KREU Kreuzlingen 483 2002 to 2018 2006-07, 2006-09,
2007-06, 2015-04
LOMO Locarno-Monti 389 2000 to 2018 2007-06, 2015-05
LUZE Luzern 494 2001 to 2018

2007-07, 2008-04, 2015-03

RRAAARAARAAARAARSARARN

Continued on next page
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Continued from previous page

Abbreviation Station name Altitude  Data available Change points Remark
(m a.s.l.)
MART M Martigny 594 2002 to 2018 2002-06, 2008-06, Merged with MAR2 (593 m) in
2
2009-05, 2013-08 00
NEUC Neuchatel 455 2000 to 2018

2000-09, 2007-06, 2015-04

RARAAARRASAAARAAR S AN ARA~

PAYE Payerne 499 2001 to 2018 2000-09, 2007-06, 2015-04

SAAN Saanen 1370 2002 to 2018

SAME_M Samedan 1709 2003 to 2018 2007-06, 2010-02, Merged with SAM2 (1712m)
2012.08,2016.03 n 2010

SANB San Bernadino 1653 2002 to 2018 2007-06, 2010-02

SARG_M Sargans 1211 2002 to 2018 2007-06, 2011-10. Merged with SAR2 (1218 m) in
2014-10,2015-03 2o

SCHA Schaffhausen 590 2001 to 2018 2007-06, 2015-04

STAB_M Stabio 371 2002 to 2018 2007-12, 2015-05 Merged with STA2 (371 m) in

2007

STCX Saint-Croix 1105 2002 to 2018 2007-06, 2010-02, 2013-11

STGA St. Gallen 707 2001 to 2018 2007-06, 2007-08, 2015-04

VARE Varen 652 2006 to 2018 No AGNES station

WAB1 ‘Wabern 611 2006 to 2018 2005-08, 2009-09, 2016-05 No AGNES station

WEHO Wetterhorn 2916 2007 to 2018 No AGNES station

ZERM Zermatt 1879 2006 to 2018 2007-06, 2010-02

ZIMM Zimmerwald 908 2000 to 2018
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Table 2. IWV trends for TROWARA in Bern, GNSS stations close to Bern, and reanalysis grids (MERRA-2 and ERAS) at Bern, with

2 o uncertainties. GNSS trends have been bias corrected in case of antenna updates. The uncorrected trends for these stations are given in
brackets. Trends that are significantly different from zero at 95 % confidence interval are shown in bold. FROWARA-and-reanatysis-trends

Location DatasetData set Frend-Trend Frend-Trend

(% per decade) (mm per decade)
Bern TROWARA 4.8 + 2.0 0.72 + 0.30
Bern MERRA2-MERRA-2 3.7 + 1.7 0.53 £+ 0.25
Bern ERAS 23+ 1.5 0:347+0-23-0.34 £ 0.23_
EPFL GNSS 5245447451 0:8440-870.75 £ 0.81
EXWI GNSS 0443901 £ 45 0:624-0:600.01 & 0.68
HUTT GNSS 4846444+ 64 8:76-+6-880.63 + 0.92
LUZE GNSS 3645246 £ 6.1 0:584-0-840.74 & 0.99
NEUC GNSS 4945349 £ 56 8:78+06:84-0.78 + 0.89
PAYE GNSS 73 +537.04+ 6.3 +14+06:931.09 £+ 0.98
WAB1 GNSS 5548654 £ 82 8:95++390.94 £ 141
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