
 

 

Replies to review RC1 

Review of Hawker et al. (2020): The nature of ice-nucleating particles affects the radiative properties of tropical 

convective cloud systems, submitted to Atmospheric Chemistry and Physics. 

 Thank you for your helpful comments on our paper. Note that as a result of additional figures 

in response to review RC2, the figure numbers in our responses to this review are different to those in the 

original manuscript.  

General comments: 

The authors present a very interesting study on the effect of different INP parametrizations on the radiative 

budget in Tropical Atlantic deep convective cloud fields. In particular, they show that INP parametrizations with 

a larger temperature-dependency lead to a larger increase in domain-mean daytime top of atmosphere outgoing 

radiation. In contrast to previous work by other authors, they present data that indicates primary ice production 

to be relevant also in presence of secondary ice formation. It should be clarified that the INP parameterizations 

tested against the Hallet-Mossop process explicitly, since this is the only SIP considered in the model. 

Change to paper: We have made clearer in the text that the only SIP tested in this study was the Hallett 

Mossop process. We have also highlighted more explicitly that the results are only relevant to the Hallett Mossop 

process and future studies should explore the impact of INP in the presence of other secondary ice production 

mechanisms.  We have detailed our changes below, but for example in the abstract, we now state ‘The 

controlling effect of the INP temperature dependence is substantial even in the presence of Hallett Mossop 

secondary ice production…..’ 

The writing (from an editorial standpoint) is to be commended. The methodology appears stringent and valid 

with one minor aspect to be clarified. The work addresses relevant scientific atmospheric questions with impacts 

on global climate simulations. The title speaks of the nature of INPs, but the paper never refers back what “the 

nature” explicitly is. The topic of the paper is well suited for ACP. I recommend the manuscript for publication if 

the above and following comments below are addressed: 

Change to paper: We have rephrased the title and any mention of the ‘nature of INP’ in the text to refer 

instead to the INP parameterisation choice or the temperature dependence of the INP number concentration. 

Specific comments: 

Line 19-20: The paper presented tests the effect of 5 parameterizations on radiation and SIPs but the word 

parameterization doesn’t shown up even once in the abstract. Also, the work is not explicitly testing the impact 

of the nature of the INPs (i.e. bio and physico-chemical properties of INPs). It is testing the impact of the various 

parameterizations which are based on desert dust, feldspar and continental aerosol, so there isn’t an explicit 

testing of physico-chemical properties of INP on the radiation. The C86 and M92 are not aerosol based either. I 

suggest being more explicit about what this work does. Same goes with the title, the nature of the INP is not 

tested as much as the type of parameterization. 

 Change to paper: The title has been changed to “The temperature dependence of ice-nucleating 

particle concentrations affects the radiative properties of tropical convective cloud systems” and the lines in 

question have been changed to “Our results show that the domain-mean daylight outgoing radiation varies by 

up to 18 W m-2 depending on the chosen INP parameterisation. The key distinction between different INP 

parameterisations is the temperature dependence of ice formation, which alters the vertical distribution of 

cloud microphysical processes.” 



 

 

Line 22: should add “due to the Hallet-Mossop process” after “....secondary ice production” since the paper tests 

the parameterizations against one secondary ice process, not all. 

 Change to paper: We have added ‘Hallett-Mossop’: ‘The controlling effect of the INP temperature 

dependence is substantial even in the presence of Hallett Mossop secondary ice production’ 

Line 51: Add Peckhaus et al. (2016) to the references who also studied different types of feldspars and reported 

ns. 

 Change to paper: As suggested. 

line 53: Are e.g. mineral dust events not driven by meteorological factors (gust fronts, lack of precipitation, 

convective instability, trade winds, etc.) and have a major impact on INP concentrations? 

 Reply: The reviewer is correct that meteorological factors strongly influence dust concentrations in the 

Cape Verde region, but a number of studies have found that simple meteorological variables such as 

temperature and pressure are poor predictors of INP number concentrations.   

 Change to paper: We have edited this to read ‘Although INP concentrations do not simply correlate 

with meteorological variables such as pressure and temperature…’. We have also added (Price et al., 2018) to 

the citation which found large variability in INP number concentrations of ‘African continental ’INP filter samples 

during the ICE-D field campaign (see Figure 9 and the associated discussion in Section 3.1 of Price et al. (2018)). 

Line 59-60: Not sure what the authors means here. Can this sentence be elaborated upon, or restructured? 

 Reply: The sentence in question highlighted that the studies in question did not alter the temperature 

dependence of the INP number concentration or used the same INP parameterisation in their approach. 

 Change to paper: The sentence has been changed to “However, in these model studies perturbations 

to INP number concentrations have predominantly involved uniform increases in aerosol or INP concentrations 

with all simulations using the same INP parameterisation (Carrió et al., 2007; Connolly et al., 2006; Deng et al., 

2018; Ekman et al., 2007; Fan et al., 2010; Gibbons et al., 2018; van den Heever et al., 2006; Phillips et al., 2005), 

i.e. the temperature dependence of INP number concentrations was not altered.” 

Page 6 (line 165). Maybe it would help the reader to also convert the smallest allowable size of ice to an idealized 

diameter of a sphere, e.g. (i.e. 10-18 kg or ~0.1 μm in diameter) 

 Change to paper: As suggested, we have added the approximate effective radius to the text: “The ice 

splinters produced by the representation of the Hallett Mossop process are the smallest allowable size of ice in 

the model (i.e. 10-18 kg, volume radius ~0.11 µm)” 

Line 183: What errors would you expect from SOCRATES not responding to changes in ice crystal or snow number 

concentration, or any changes to rain or graupel species? An over- or underestimation in radiative processes? 

Also, how does the model then account for changes in in ICNC due to heterogeneous freezing? 

 Reply: As the reviewer notes, the lack of consideration of ice and snow particle number by the 

SOCRATES radiation scheme is an important limitation of the results presented here. As such changes to ICNC 

due to heterogeneous freezing are not represented in the calculations, except through any corresponding 

changes in ice crystal water path. Due to the complex interactions between multiple hydrometeor types in these 

simulations, we don’t feel able to give an accurate estimate of whether our results would under- or overestimate 

the radiative process. We acknowledge that the outgoing radiation simulated here may change with the 

inclusion of particle number and size from snow or ice, or from the inclusion of rain and graupel, and this is 



 

 

clearly stated and discussed in Section 4. The difference the inclusion of particle number from snow or ice would 

make to the outgoing radiation will vary across the domain and over time depending on whether the ‘real’ 

modelled effective radius was larger or smaller than the one implicitly assumed by the radiation code. 

Line 189: If LW radiation is only calculated for daytime, how biased is this estimate, since LW would be most 

effective (trapping outgoing radiation) at night time, so how will this bias the results presented for outgoing LW 

radiation. 

 Reply: We decided to only calculate the radiative differences for the daytime hours because the 

simulation is 24 hours in length and includes 6 hours of spin up. Including the night-time hours in the radiation 

calculations would either mean including the spin up or averaging over 18 hours which gives an artificial 

dependence on simulation length (because we would be excluding some of the dark hours). Therefore we felt 

the most consistent and meaningful way to report the radiation differences was to analyze the daytime hours 

only. The inclusion of night-time values would reduce the contribution of shortwave to the total outgoing 

radiation differences shown in Figure 4a. The difference between including and excluding night-time values 

when averaging the outgoing longwave radiation was checked and found to be negligible. 

Line 196: should “(ΔRadREFL)” come after the word “…difference” in the sentence? It seems to appear too early 

in the sentence. 

 Change to paper: The sentence has been changed as follows to make the definition of (∆𝑅𝑎𝑑𝑅𝐸𝐹𝐿 

clearer:  

“The cloudy regions contribution, i.e. the difference in outgoing radiation between two cloudy regions due to 

changes in cloud albedo or thickness ignoring any changes in cloud fraction, (∆𝑅𝑎𝑑𝑅𝐸𝐹𝐿)  to a domain 

radiative difference….”  

Line 197: What do s and r stand for? It is hard to follow the equations below without knowing some sort of 

physical definition of s and r. 

 Reply: s refers to a generic sensitivity simulation (e.g. a simulation using a specific INP parameterisation 

while r refers to a generic reference simulation (e.g. a simulation without any INP). 

 Change to paper: The following lines have been amended to make the use of s and r for the purposes 

of this paper clearer:  

“The cloudy regions contribution, i.e. the difference in outgoing radiation between two cloudy regions due to 

changes in cloud albedo or thickness ignoring any changes in cloud fraction, (∆𝑅𝑎𝑑𝑅𝐸𝐹𝐿) to a domain radiative 

difference between a sensitivity simulation (s) and a reference simulation (r) (s – r) is calculated using Eq. (1). 

∆𝑅𝑎𝑑𝑅𝐸𝐹𝐿 = 𝑐𝑓𝑟 × ∆𝑅𝑎𝑑𝑐𝑙   (1) 

where 𝑐𝑓𝑟 is the cloud fraction of simulation r and ∆𝑅𝑎𝑑𝑐𝑙 is the change in outgoing radiation from cloudy 

areas only between simulations (s – r). The reference run (r) in Sections 3.1 – 3.4 refers to the NoINP simulation 

while the sensitivity run (s) are simulations which include an INP parameterisation. In Section 3.5, the 

reference run (r) refers to a simulation which has no representation of SIP and the sensitivity run (s) to a 

simulation which includes SIP due to the Hallett Mossop process.”  

Line 201: I am not sure if I followed equation 2 correctly, but could Δcf in this equation be replaced with (Rads,cl 

– Rads,cs) since you are looking at the contributions of cloud fraction to radiation between simulation s and r? 

If this is correctly understood, I would replace the Δcf with (Rads,cl – Rads,cs), to make it easier to follow 

equation 2. Or define Δcf more explicitly than has been done in line 203. 



 

 

Reply: This equation calculates the change in outgoing radiation due to the increase or decrease in 

domain cloud fraction and as such calculates the change in outgoing radiation that occurs when an area in 

simulation s that was clear sky becomes cloudy in simulation r (or vice versa). It therefore calculates the average 

difference between cloud and clear sky in simulation s and multiplies this by the proportion of the domain that 

the change occurs in (the cloud fraction change between simulation s and r, or ∆𝑐𝑓). This therefore assumes 

that the outgoing radiation from cloudy and clear regions in simulations s and r is the same. We know this 

assumption is false from the result of Equation 1 which is why we calculate the interaction effect (i.e. what the 

contribution of changes in cloud reflectivity or thickness in regions that have become cloudy is) to domain 

outgoing radiation from cloudy and clear sky regions in Equation 3. However the contribution of ∆𝑅𝑎𝑑𝐼𝑁𝑇 

calculated in Equation 3 was negligible and therefore we are happy that Equation 2 captures the majority of the 

change in outgoing radiation due to cloud fraction change.  

 Change to paper: We have altered the description of Equation 2 as follows to make clearer what the 

equation defines and that ∆𝑐𝑓 refers to the change in domain cloud fraction between simulations s and r: 

“The contribution of cloud fraction changes, i.e. the change in radiation that can be attributed to an area of 

clear sky in simulation s becoming cloudy in simulation r or vice versa, to the total change in domain outgoing 

radiation (∆𝑅𝑎𝑑𝐶𝐹) is calculated using Eq. (2). 

∆𝑅𝑎𝑑𝐶𝐹 =  𝑅𝑎𝑑𝑟,𝑐𝑙 − 𝑅𝑎𝑑𝑟,𝑐𝑠 × ∆𝑐𝑓  (2) 

Where 𝑅𝑎𝑑𝑟,𝑐𝑙 is the mean outgoing radiation from cloudy regions in simulation r and 𝑅𝑎𝑑𝑟,𝑐𝑠 is the mean 

outgoing radiation from clear sky regions in simulation r and ∆𝑐𝑓 is the difference in domain cloud fraction 

between simulations s and r (s-r).”  

 

Line 239: If the evolution of the clouds are not being discussed further, then no need to show the plots in figure 

2e, f,g and h. The most useful plots are a-d since they compare the satellite with the model. Since there are no 

comparisons to the satellite for the other times, it doesn’t give much of a validation. Also to show that the model 

produces a complex realistic cloud field can be demonstrated with Fig2c and 2d, so that c-h are not necessary. 

Change to paper: As suggested. 

Line 242: Same comment as above with Fig A2, panel c, d, e and f are not necessary. 

 Change to paper: As suggested. 

Line 255: “flow” should be “flown” 

 Change to paper: As suggested. 

Line 272: In the noINP case, can ice crystals that formed via homogeneous freezing, fall to lower levels and 

initiate secondary ice processes? 

Reply: Yes, this is possible.  

Change to paper: We have added the following sentence to clarify this:  

“Ice crystals formed via homogeneous freezing can sediment to lower levels and initiate ice production via the 

Hallett Mossop process.” 



 

 

Lines 281 to 283: similar to comment above, the comparison of noINP to simulations with INP parameterization 

demonstrates an enhancement in outgoing radiation for D10 and A13. Can the authors clarify here that noINP 

simulation excludes any contribution of SIPs that could result from ice settling from higher altitudes to warmer 

regions of the clouds? Or is such a contribution included in this assessment? 

To me this seems possible to diagnose in the model, if the assessment of precipitation evaporating results in 

higher humidity such that the LWP due to increase cloud droplet number. Then why isn’t the possibility of ice 

crystals or snow settling through the clouds at Hallet-Mossop relevant temperatures allowed to produce 

secondary ice? 

Reply: The Hallett Mossop process can occur and produce ice due to ice settling in the NoINP simulation, 

as can be seen in Figure A4a.  

Change to paper: We have added the bold sections in the following sentences to clarify this:  

“We first examine the effect of INP parameterisation on the outgoing radiation relative to the simulation where 

the only source of primary ice production was through homogeneous freezing (NoINP). Cloud ice formed via 

homogeneous freezing can sediment to lower levels and initiate ice production via the Hallett Mossop process. 

When contrasting the effect of different INP parameterisations in Sect 3.1-3.4, the Hallett Mossop process was 

always active including in the NoINP simulation. As stated in Sect. 2.1.3, the radiation code is represented by 

the Suite Of Community RAdiative Transfer codes based on Edwards and Slingo (SOCRATES) (Edwards and Slingo, 

1996; Manners et al., 2017), and responds to changes in cloud droplet number and cloud droplet, ice crystal and 

snow mass. The results detailed below relate to either the domain-wide properties or all in-cloud regions within 

the domain. This means that the results describe the direct and indirect changes, for example changes to the 

Hallett Mossop ice production, occurring due to the presence of INP across all cloud present in the domain, 

including low-level liquid clouds, mixed-phase clouds without a convective anvil and very deep convective clouds 

with an anvil.” 

Line 285-286: “Radiative changes from the NoINP simulation to the inclusion of INP are caused mainly by ..” 

It is not cleat to me what is meant by this statement. I think it means the difference in radiation between the 

NoINP and the INP simulations mostly arises from the changes in outgoing SW radiation, but if that is the case 

why not state it more simply, i.e. the difference in radiation between NoINP and INP simulations … 

Change to paper: As suggested.  

Lines 291 – 292: The reported comparatively small change in TOA radiation when SIP is active relative to when 

it is inactive mentioned here, could this be because in the homogeneous freezing run SIP is by default assumed 

to be absent (i.e. settling of crystals to warmer Hallet-Mossop regions for secondary ice is not represented in 

the model)? 

Reply: The settling of crystals to warmer Hallet-Mossop regions for secondary ice is represented in the 

model and is allowed to produce secondary ice as can be seen in Fig A4a.  

Change to paper: We have added the bold in the following sentence to make this clear: 

“Bear in mind that SIP was active (SIP_active) in the simulations summarised in Fig. 4a, including in the NoINP 

simulation in which the Hallett Mossop process can be initiated by settling ice crystals, indicating that these 

cloud systems are sensitive to INP even in the presence of SIP.” 

Line 293: The relationship between the slope of the parameterization and the outgoing radiation is implicit and 

not explicit. So stating that it is the key determinant seems very strong here, without clarifying that the slope is 



 

 

representative of the INP concentration as a function of T (Fig 1). It is the T at which a certain proportion of INPs 

are active is they key determinant and the physical reason for the strong influence on available supercooled 

liquid to be transported to higher altitudes of the MPC region. Could this relationship be clarified to invoke the 

temperature dependence rather than just stating the slope of the parameterization is the key determinant? 

Reply: This comment is correct in that it is the INP concentration as a function of T that is important. 

We have termed this dependence of INP number concentration on temperature as the slope for simplicity as 

stated in the introduction “In particular, we examine the importance of the dependence of INP number 

concentration on temperature, referred to as INP parameterisation slope herein, as a major factor that 

determines cloud properties.”  

Change to paper: We have altered this line as follows to make clearer that it is the temperature 

dependent concentration that is important: 

“The slope of the INP parameterisation (i.e. the dependence of INP number concentration on 

temperature) is a key determinant of the outgoing radiation.”  

Line 303-304: This sounds counterintuitive to me because compared to the NoINP simulation, the increase in 

INP should increase the ICNC and decrease the cloud lifetime or outgoing SW (reflectivity) compared to 

otherwise what would be a more reflective liquid cloud with less ice. However further down the authors do 

explain why they observe this, because the liquid water path increases in the warmer part of the cloud which 

increases the outgoing SW. However, I find this assessment to be biased, without accounting for potential SIP in 

the NoINP simulation due to settling ice crystals. 

Reply: We have addressed the issue of SIP in the noINP case above. To be clear, SIP due to settling ice 

crystals is possible in the NoINP simulation, as can be seen in Figure A4a. In the Hallett Mossop region, the ICNC 

is lowest in the NoINP simulation (see Figure AC1 below) because of the reduced production of ice by SIP. 

However, in all other regions of the cloud, including the upper mixed phase temperatures, ICNC is highest in the 

NoINP simulation due to the enhanced ice production by homogeneous freezing (Figure A4b), and subsequent 

settling of the ice crystals.  

 

Figure AC1. In-cloud profile of ice crystal number concentration in the parameterisations that 

included SIP by the Hallett Mossop process. 

Line 309/Figure 4b: I would have expected the water path due to snow to decrease because snow should leave 

the cloud faster than ice crystals? So why is the water path due to ice crystals decreasing? Or does it have to do 



 

 

with the categorisation of when a hydrometeor is considered a snow flake vs. an ice crystal in the model? Also, 

I would have expected that the increase in water path should be the lowest for the M92 and not for the D10, 

since the M92 has the shallowest slope? 

 Reply: The water path of ice crystals (cloud ice) decreases (in all except A13) when INP are included 

because in the NoINP simulation, more homogeneous freezing occurs and these ice crystals can settle through 

the cloud. In the simulations with INP, snow production is enhanced in the mixed-phase region (Figure A4c) due 

to enhanced accretion, riming and aggregation which increases the in-cloud snow water path. This increase is 

large enough to compensate for any decreases in snow mass that may occur due to increased settling. The 

changes in snow water path do not correspond to INP parameterisation slope because the increase in snow 

mass is relatively similar between all parameterisations (Figure A4c). 

Lines 313-320: If the precipitation is increased, then the snow and graupel should not be part of the cloud 

anymore and thus not contribute to the increased reflected shortwave radiation. If the increased condensate is 

falling as precipitation such that it is resulting in an increased humidity thus increasing the LWP from an increase 

in cloud droplets, how can it also contribute to increasing the outgoing shortwave in the cloud? It should either 

be classified as increased precipitation below cloud or increased condensate in-cloud leading to outgoing 

shortwave. 

Reply: The in-cloud snow and graupel mass is enhanced significantly from the NoINP simulation (Fig 

A4c, d), allowing a proportion of snow and graupel to both remain ‘in-cloud’ and precipitate out of cloud to 

cause increased humidity at low cloud levels. Once the snow and graupel precipitate out of cloud below the 

melting temperature, they will be classified as rain in the model. Rain is excluded from the cloud mass threshold 

and thus hydrometeors that have precipitated out of cloud and melted are not included in the ‘in-cloud ’values.  

Change to paper: We have added the bold text to the following sentence to clarify this:  

“At the same time, the enhanced production of relatively heavy snow and graupel increases precipitation which 

on melting to form rain below the freezing level and subsequent evaporation below 4 km, reduces out-of-cloud 

temperature and increases relative humidity (Fig. A5a, b).” 

Lines 321 – 334: This explanation makes more sense and sounds stronger and more convincing to me than the 

explanation in lines 308 to 320. Perhaps it would be better to shift the order of these paragraphs and explain 

the higher outgoing shortwave by the increased CDNC at lower altitudes due to increased LWP from lower 

freezing rates arising from steeper INP parameterizations (which imply very little het. freezing at small 

supercooling). 

 Reply: The lines in question relate to the difference in outgoing radiation from cloudy regions between 

simulations using different parameterisations and the impact of the temperature dependence of INP number 

concentrations. However, we feel it is logical and important to first address the reason for the change in outgoing 

radiation from the NoINP simulation before addressing the difference between different INP simulations.  

Line 331: clarify statement more, I suggest (italics is suggested part) something like “…due to lower rates of 

heterogeneous freezing at the mid-bottom region of the mixed-phase cloud (lower supercooling, Fig. 1) and SIP 

at …” 

Change to paper: As suggested.  

Line 339: clarify by inserting “cloud fraction due to” i.e. sentence should read 

“…offset somewhat by decreases in the cloud fraction due to homogeneous freezing in the ~10 – 14 km regime 

(Fig 6a)” 



 

 

Change to paper: The sentence has been altered as suggested with one minor difference: “offset 

somewhat by decreases in the cloud fraction due to reduced homogeneous freezing in the ~ 10 - 14 km regime 

(Fig. 7a)” 

Line 358-360: If this is true, (and it sounds like a good explanation), shouldn’t the decrease in outgoing LW shown 

in Figure 4a be the highest for A13 and not for C86. Because A13 results in the highest number of ICNC at the 

top of the MPC region and in the homogeneous freezing region therefore should trap most of the outgoing LW 

radiation thus giving the most decrease in the outgoing LW. 

Reply: The sentence in question refers to the ratio of ice crystals to snow and graupel which affects the 

cloud fraction, not their absolute values which effects the cloud thickness and thus the outgoing longwave. The 

decrease in outgoing longwave radiaiton would be greatest for A13 if the only thing contributing to outgoing 

longwave was ice crystal number or ice crystal mass, however the change in outgoing longwave from cloudy 

regions is due to changes in all of snow, ice crystals and cloud droplets. The decreases in longwave are 

predominately due to increases in total waterpath, and thus cloud thickness, from cloud droplets, ice crystals 

and snow particles. C86 has the greatest combined water path from cloud droplets, ice crystals and snow 

particles (Figure 4c) and thus the largest decrease in outgoing longwave from the NoINP simulation. 

Line 379:. Change to “It has been argued that the observed (or derived) primary ice particle production rate…”. 

Otherwise, the statement is false, because if the primary production rate is high, the secondary ice production 

(H-M process) would be low but still present, primary ice production would in fact dominate cloud properties. 

Change to paper: As suggested.  

Line 384/ line 219/lines 440-445: Most relevant comment. You show that higher primary ice production rates in 

the temperature range between 253 and 238 K, e.g. in A13, have a large impact on the total on top of 

atmosphere outgoing radiation, yet you exclude SIP which are active at colder temperatures than 265 K. Can 

you elaborate on the expected impact/uncertainty in your results and concluding statement, (SIP is less 

important than primary ice production) stemming from your simplification that SIP is only including Hallett 

Mossop process? Please justify why your concluding statement is valid. 

Reply: It is correct that we have only modelled Hallett Mossop SIP and have made this much clearer in 

the revised paper (i.e. rather than referring generally to SIP, we refer to Hallett-Mossop SIP).  However, it is also 

true that other theoretical SIP mechanisms are unquantified and it has not been clearly shown that they need 

to be included in models, beyond specific cases.  As understanding of other potential SIP mechanisms emerges 

they should be included and assessed in studies like this one in future research.  

Change to paper: We have clarified wherever relevant that the only SIP included in our simulations is 

the Hallett Mossop process and caveated if necessary that the results may be different if other mechanisms of 

SIP were included.  

Line 383-384: This is an important outcome of the study, but should be caveated with the notion that other 

possible known and unknown SIPs are not considered. The authors in part do that by acknowledging in 

parenthesis that the SIP considered is the H-M, but I think they could go one step further in saying that this could 

change with more parameterizations and quantification becoming available for lower temperatures where SIP 

becomes important say below 265 K (Lauber et al., 2018). 

Change to paper: As suggested.  

Page 14 (line 385). An average impact comparison in the text might be supportive for the reader (e.g. mean over 

all parameterizations total INP impact 9.8 W/m2 to total SIP impact 2.7 W/m2) 



 

 

Change to paper: As suggested.  

Line 453-455: A possible explanation for this statement should be given here in in the conclusions, since this is 

an important point or outcome of the study. Have the other studies that are mentioned in these lines also only 

tested the influence of the Hallet-Mossop process? If not, this should be clarified. Further, since this has 

evaluated the influence of SIP due to the HM process, it should be stated here in the conclusions. 

So this conclusion is true, when the SIP being considered is HM. But it remains open if the conclusions would 

still hold if freeze shattering and other mechanisms (e.g., as described in Lauber et al., 2018) were included in 

the models. 

Reply: The papers cited either explicitly tested the Hallett Mossop process or inferred using 

observational data that INP concentrations were relevant up to a threshold needed to initiate the Hallett Mossop 

process. 

Change to paper: The section has been modified to make clear that only the Hallett Mossop process 

was included. 

Line 496: In addition to Holden et al. (2019) the authors could add Coluzza et al. (2017) and Kanji et al. (2017) 

since that lack of knowledge on what constitutes the identity of an active site was already discussed in these 

publications. 

Change to paper: As suggested.  

Line 497: The last statement here has surely been mentioned before by other authors in numerous publications. 

While it is valuable that the authors also come to this conclusion (need for INP measurement across the entirety 

of the MPC regime), this study is not the first to recommend such an outlook and the sentence can be modified 

to say “..as reported before by XX..” 

 Change to paper: As suggested the line in question has been altered to “This work demonstrates the 

importance of solving these problems and measuring INP number concentrations across the entirety of the 

mixed-phase temperature spectrum, as has been demonstrated in previous work (e.g. Liu et al., 2018; Takeishi 

and Storelvmo, 2018).” 

Figure 2: Should there not be a "radiation" in the color bar caption, e.g. Outgoing OA longwave radiation (W m-

2)? 

Change to paper: As suggested. The same change was made in Figure A1. 

Figure 5: Colour legend is missing. I suggest adding it here even if it is the same as previous figures for ease of 

reading. 

Change to paper: As suggested. 

Appendix A, page 34 (Figure A1). The three kind of blue lines are not easy to distinguish from the black line. 

Change to paper: The blue lines in the plot in question (Now Figure 1b,c) have been changed to red. 

Appendix A, page 34 (Figure A1). What does the unit of / 108 m-3 mean? Is it two particles per 108 m-3 of 

volume? 

Change to paper: Changed to ‘108 m-3 ’to reflect 108 particles m-3 of volume (now Figure 1b). There was 

a similar error in Figure 7b y-axis units changed from /10-5 m-3 to ‘105 m-3’. 



 

 

Figure A3 panel a: what are the regions filled with black colour? Could the colors be changed so that the contrast 

between green and blue is better visible? If black is just the border of the bars, I suggest removing the borders 

since it reduces clarity of the plot suggesting that there is a third colour. 

Change to paper: As suggested, the black outline has been removed. 

Line 810: Histograms should be singular not plural. 

Change to paper: As suggested. 
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Replies to review RC2 

Review “The nature of ice-nucleating particles affects the radiative properties of tropical convective cloud 

systems” by R. E. Hawker, et al. 

Thank you for your constructive comments on our paper. 

This modeling study investigates the effects of ice nucleating particles (INP) on the radiative properties of 

tropical convective cloud system. Several widely used INP parameterizations are used in the model, and 

interestingly the slope of the INP temperature dependence is found to play a key role in the INP effects. The 

effects of secondary ice production (SIP) are studied, which demonstrate the important role of INP nature for 

the SIP effects. The study examines the difference aspects of cloud microphysical properties and cloud fraction 

to understand the INP effects on radiative forcing. Generally, the research topics of INP and SIP and effects on 

convection are interesting and the results are novel. The manuscript may be accepted for publication after 

addressing my comments. 

Main comments 

1. Adding a schematic to illustrate how different slopes of INP temperature dependence could affect cloud 

microphysics at different vertical layers of convective clouds. That will help readers to better understand the 

interactions. 

 Change to paper: As suggested, a schematic has been added (Fig. 9, shown below) 

 

Figure 9. Schematic of the main effects of INP parameterisation slope (i.e. a steep (a) or shallow (b) temperature 

dependence of INP number concentrations). 



 

 

 

2. A better description of model configuration such as model domain, and initial thermodynamical profiles, is 

required. 

 Change to paper: As suggested. Fig. 1a (shown below) has been added to the paper to better illustrate 

the domain location and how the global model is used to initiate the nested domain. Fig. A1a and b (now Fig. 

1b, c, shown below) have been moved to the main paper so that the initial aerosol profiles are clearer to the 

reader. More detail has been added to the reference to the global model (from “The Met Office global model is 

used to initialise the nested simulation” to “A global model simulation (UM vn 8.5, GA6 configuration, N512 

resolution (Walters et al., 2017)) is used to initialise the nested simulation”). 

 
Figure 1. Modelled domain location and resolution details (a), observed (black line) and modelled (red lines) 

aerosol concentrations (b), and mean modelled domain mean temperature and relative humidity profiles (c). The 

observed aerosol profile shown in b was measured using the Passive Cavity Aerosol Spectrometer Probe (PCASP) 

which captures aerosols between 0.1 and 3µm in size. The insoluble aerosol profile shown in b is extracted from a 

regional UM vn 10.3 simulation (8 km grid spacing, CLASSIC dust scheme). The modelled aerosol profiles are applied 

throughout the regional domain shown in a at the start of the simulation (00:00 21st August 2015) and at the 

boundaries throughout. INP concentrations in the D10, N12 and A13 simulations are linked to the insoluble aerosol 

profile shown in b. The image shown in (a) are moderate resolution imaging spectroradiometer (MODIS) Corrected 

Reflectance imagery produced using the MODIS Level 1B data and downloaded from the NASA Worldview website. 

 

Change to paper: As a result of the above two changes the numbers of the other figures in the paper 

have been changed.  

Minor comments 

1. Line 45: “..INP number concentrations can vary by as much as six orders of magnitude at any one 

temperature”. Can you add some reasons to explain this large variability? 

 Change to paper: The sentence in question has been altered to  



 

 

“Measurements indicate that INP number concentrations can vary by as much as six orders of magnitude at any 

one temperature due to variations in, for example, aerosol source, chemical or biological composition and 

surface morphology (DeMott et al., 2010; Kanji et al., 2017). 

2. Line 56: “...global models based on known INP-active materials show reasonable skill in simulating global INP 

concentrations (Vergara-Temprado et al., 2017).” There are also other studies that can be cited here: e.g., Shi 

and Liu (2019), GRL, compared the modeled INPs with observations. 

 Change to paper: As suggested 

3. Line 81: “and droplets can freeze homogeneously below around -33°C”. Does your model represent the 

homogeneous freezing of aerosol droplets below around -37°C? 

 No, it represents the freezing of cloud droplets only. 

4. Lines 93-103. You can add one sentence here to introduce your work on SIP effects and dependence on INP 

parameterizations. 

 Change to paper: As suggested. 

5. Section 2.1.1. Please add a figure in main text showing the model domains and how different models, cloud 

microphysics, and aerosols are applied to these domains. 

 Change to paper: As suggested, a new figure has been added showing the model domains. Former Fig. 

A1a and b was combined with this new figure becoming Fig. 1b and c.  

6. Line 131. “five hydrometeor classes (cloud droplets, rain droplets, ice crystals, graupel, snow)”. It would be 

clearer to use “cloud ice” to replace “ice crystals” since ice crystals can contain snow and graupel particles. Also 

changes the words in text. 

 Change to paper: We have clarified in this sentence that throughout the paper ice crystals refers to 

cloud ice. 

7. Line 149. You can make it clear the insoluble aerosol is dust which is used in N12 and A13 parameterizations. 

 Change to paper: We have altered “insoluble aerosol” to “insoluble dust aerosol”. 

8. Line 158: “predict an ice production rate via heterogeneous freezing”. These ice nucleation parameterizations 

(M92, N12, D10) only predict INP number concentrations. How do you calculate the ice production rate? 

 Reply: CASIM examines the gridbox temperature, cloud number, ice number and, in the case of D10, 

N12 and A13, the insoluble aerosol concentrations. If the cloud number is above a minimum threshold and the 

temperature is below 0°C, it calculates the available INP. It then subtracts the existing ICNC in the gridbox from 

this calculated INP number concentration to calculate the ice crystals produced by heterogeneous freezing giving 

an ice production rate. The number of ice crystals produced by heterogeneous freezing is output as a 3D 

diagnostic from the model.  

Change to paper: We have altered the sentence as follows to make it clearer what else other than 

insoluble aerosol number concentration is used to calculate the rate of ice production. 

“ The INP parameterisations inspect the conditions (temperature, cloud droplet number, ICNC) and aerosol 

concentrations within a gridbox and use that information to predict an ice production rate via heterogeneous 

freezing.”  

9. Line 159. Do you also represent the CCN wet scavenging? 

Reply: No the aerosols are not depleted by cloud droplet activation or ice nucleation in these 

simulations. We have clarified this in the second paragraph of Section 2.1.2. 



 

 

10. Line 223. It would be good to note that these INP parameterizations only applied to certain temperature 

ranges and cannot reliably extrapolate to temperatures outside the range. 

 Change to paper: As suggested, we have added the following to make this clear: 

“It should be noted that all parameterisations tested in this work were developed between specific temperature 

ranges and extrapolation beyond these temperatures adds uncertainty. However, for the purposes of this paper 

and to allow a direct comparison between parameterisations, all parameterisations have been applied between 

0 and -37°C.” 

11. Section 3.5. Line 384. How do other SIP mechanisms impact your results here in this section? 

 Reply: Other SIP mechanisms are not included in the model simulations. Their inclusion may alter the 

results presented which only relate to the Hallett Mossop process because it is the most well-known and best 

quantified SIP mechanism.  

Change to paper: The paragraph in question has been altered as follows to highlight the limitations and 

caveats of not including other SIP mechanisms:  

“We find that the microphysical and radiative properties of the cloud field depend strongly on the properties of 

the INP even when SIP due to the Hallett-Mossop process occurs. Furthermore, the effect of including SIP on 

daylight domain-mean outgoing radiation varies between –2.0 W m-2 and +6.6 W m-2 (Fig. 4b), showing that the 

presence of the Hallett Mossop process has a smaller effect than the INP parameterisation and that the sign 

and magnitude of this effect depends on the INP parameterisation. Therefore, rather than primary ice being 

simply overwhelmed by SIP, it actually determines how SIP affects cloud microphysics. Other mechanisms of SIP 

have been proposed (Field et al., 2017; Lauber et al., 2018) and the impact of INP on cloud properties in the 

presence of these mechanisms, particularly those present at temperatures below 10°C such as droplet 

shattering (Lauber et al., 2018), should be tested in future but this was beyond the scope of the present study.” 

12. Line 399-407. As commented above, a schematic showing the interactions and mechanisms would be helpful 

for the readers. 

 Change to paper: As suggested, a schematic has been added to the paper (Fig. 9) 

13. Line 412. Since CASIM is a two-moment cloud microphysics scheme, why are ice and snow particle numbers 

not used in the radiation scheme? 

 Reply: The SOCRATES radiation scheme is the radiation component of the Met Office Unified Model, 

and has not yet been fully coupled to the CASIM microphysics module. As such ice and snow particle numbers, 

and thus size, have not yet been included in the radiation calculations. The incorporation of ice and snow 

particle numbers into the SOCRATES scheme is a desirable feature for future model development but was 

beyond the scope of this paper. 

 

14. Line 415. It is not correct to state: “climate models do not typically represent ICNCs”. Please remove. 

 Change to paper: Altered as follows to be more specific that we are referring only to the representation 

of ICNC in radiation calculations in climate models:  

“However, our results are still very relevant for climate model simulations as climate models typically employ 

single moment microphysics schemes that do not explicitly predict ICNC for the purposes of inclusion in 

radiation calculations and have frequently been shown to poorly represent ice crystal mass concentrations 

(Baran et al., 2014b; Waliser et al., 2009). 


