
We would like to thank all reviewers for their helpful advice and edits. We have tried to 
answer and fulfill their suggestions to the best of our abilities. Overall, we have made 
additional phrasing and typographical edits to improve readability and clarity. We have 
also switched phrasing of δD to d2H and use in figures of d-excess to dxs for consistency. 
Other changes are detailed below. 
 
Improved Wind Data 
During the revision process, we found and included an improved wind data source. Both 
the initial and improved wind datasets come from the same observation station (THU 
airport). Our initial data set gave the wind data (speed and direction) as hourly data, 
and we thought that this was the direct data from the observation site. However, we 
later discovered that the airport observations are not necessarily hourly, and additional 
sub-hourly observations are often included (possibly when flights are arriving or 
departing).  The initial data we used in the original manuscript appears to have 
aggregated all these values into hourly observations to produce a consistent hourly 
database; however, the aggregation method used seems to have simply averaged all 
observations in each hourly block. For wind directions, this causes problems due to the 
degree nature of observations (e.g., simply averaging a 350° north wind and 10° north 
wind will result in a 180° SOUTH wind observation). Our improved wind data source 
includes all the original observations from the airport, and we could then aggregate the 
data to hourly values correctly (through conversion to u and v components).  
 
The resulting improved dataset does not greatly differ from our initial set and no major 
changes are made to our paper’s conclusions. The greatest change is that, previously, 
the correlations between katabatic deviation (i.e., wind direction) and isotopic variables 
dropped to near zero in July, and we struggled to explain this phenomenon. This now 
appears to have been an artifact of the poor initial wind database, as the correlations 
calculated in the improved data set show a smooth pattern throughout summer as 
expected.  
 
RC1 Response 
The paper introduces a new valuable data set of water vapor isotopic observations in 
the coastal high Arctic Greenland. Such a data set in a region where long term monitoring 
is still relatively scarce would be very useful to the community in particular to the 
understanding of the processes influencing water isotopic composition. The overall article 
is well written and clearly presented. The results are presented in detail, together 
with a precise analysis of the local meteorology and climate. The article presents a 
clear statistical analysis of the influences of multiple parameters and their interactions 
on the water vapor isotopic composition at multiple timescales and is therefore potentially 
beneficial to the fields of research of paleoclimates using water isotopic proxies or of present 
day atmospheric moisture cycle in the Arctic region. However, some very 
important aspects of the calibration procedure of the water vapor isotopic observations 
on which all the analyses rely are not totally clear and need to be clarified in order to 
validate this data set. The calibration method description is sometimes a little enigmatic 
and some aspects should really be clarified as several of the recommendations 
for long term measurements of vapor isotopes do no seem to be totally respected (Bailey 
et al. 2015). Technical issues did not allow applying a normal calibration procedure 
and therefore choices have been made not to apply all the usually recommended corrections. 
These choices seem to have been made in favor of a larger temporal data 
coverage, but the data quality is probably affected. The deviations which could be introduced 



by a low quality calibration are not necessarily sufficient to invalidate the data 
set analyses, as the ambient air variability is very strong. But at the end, a clear overall 
estimate of the precision and accuracy of the data set is needed to justify subsequent 
analyses. If the precision is too low, some of the analyzed variations might not be significant. 
I believe that these questions must be answered before publishing these data 
set and analysis. 
 
L.29: “and past reductions should be similarly preserved in local glacial ice”: this is 
based on the hypothesis that the local precipitation and vapor isotopic composition are 
similarly affected by the local sea ice cover and that the isotopic signal of precipitation 
is preserved in ice cores. This hypothesis is better detailed in the “implications” section, 
which is sufficient. I believe this affirmation is rather strong for an abstract, as this has 
not been proven, and should be removed here or expression with more caution.  
L29: Rephrased to be more clear that this is only a proposed concept by this paper. This 
concept has been independently supported by other regional ice core research such as 
Osterberg 2015, and we have not fully eliminated this from the abstract as we believe it 
highlights an important connection between our research and the broader paleo 
community. 
 
L.38: Casado et al. 2018 is about the Antarctic environment, not the Arctic and should 
therefore be referred differently.  
L 38: Removed Casado citation. 
 
L. 140-142: What is the elevation of the inlet compared to the ground level? How long 
is the inlet tubing? Is the inlet tubing heated and if yes, at which temperature? This 
last information is important as there might be condensation occurring in a non-heated tube, 
in particular in very cold environments. Does the setup include any protection at 
the inlet to prevent snow flakes or rain from entering the system? 
 L 140-142: Clarified to answer questions and add additional information. 
 
L. 144 to 148: Part of this paragraph could be moved to the previous section describing 
the local climate.  
L 144-148: Paragraph reworked as requested 
 
L. 155 to 157: The two liquid water isotopic standard have isotopic values of -2.24 and 
-29.80 ‰in _18O, whereas your ambient air measurements have values ranging from 
around -20 to -50 ‰. If the calibration scale does not encompass the values which are 
measured, how can you be sure of the validity of this calibrationÂ˘a?  
L 155-157: This is indeed a known issue. When the observation system was originally set 
up, the plan was to observe values only in summer. However, the extension of the 
system’s observations through winter months does require standards with lower values 
for a properly robust calibration. Such standards are planned to be added at the next 
visit to the station. As for the potential impact on our results, it is true that the absolute 
values of observations below our standard water range risk an accuracy offset or bias 
that is not detected in our current calibrations. A paragraph has now been added to 
acknowledge this. However, we believe that the overall impact of a possible low-value 
bias on our study is fairly small because our conclusions and analysis largely focus on 
relative value changes and not formulas/equations that require absolute accuracy. Thus, 
even if the lowest observations are skewed in value somewhat too high or too low, this 
bias would very likely be graduated in degree with increasingly lower isotopic values. 



Thus, a single observation’s relative position (higher or lower) to other observed values 
(what we base our analyses on) would be preserved even if a bias exists. 
 
L. 157 to 162: To justify the standard injection duration, which is lower than in many 
other studies, the stability of the isotopic values over the averaging period of the injection 
should be verified. A statistical analysis of the stability of _18O and _D values or a 
figure showing their evolution over the 10 minutes should be added to the supplementary 
materials at least.  
L 157-162: A table is now added to the supplement (Table S3) that provides the slopes of 
isotopic values vs. time for each of the calibration runs, and summarized in the main 
text. This shows that the isotopic change after 10 minutes is acceptably flat. While the 
mean trends are slightly positive for three of the calibration isotopic values (USGS 45 
d18O and USGS 46 d18O and δD), the mean value is within one standard deviation of 
zero. We judged that any possible improvements to calibration accuracy from extending 
the calibration time would be very small and not worth the loss of dry air from the 
extended run durations. 
 
L. 168 to 169: If I understand yell, you finally estimated the stability of the system over 
two months and did not apply any correction over the two years. However, you can 
hardly justify that there is no drift of the instrument sensitivity at time scales longer than 
a few months with these observations. The instrument sensitivity can also be different 
each time it is restarted or the monitoring program is launched and a new calibration 
scale should be calculated. Has the instrument never been restarted over two years, or 
can you justify its stability? I believe this is a very important point regarding the quality 
and accuracy of your dataset.  
L 168-169: Some clarifying lines are added to the discussion here. Comparison of 
isotope-isotope and isotope-climate relationships across the period of record fail to show 
any clear evidence of long term drift or changes in sensitivity. The machine has not been 
moved or shut down for extended times, with the only restarts occurring after brief 
power outages. It is still possible that some degree of sensor drift has occurred over our 
period of record, but we do not see evidence of anything large enough to alter the 
study’s conclusions that are largely based on isotopic changes of >5-20‰. 
 
L.177 to 186: If the humidity sensitivity has been estimated based on a experiment 
performed in July 2019, the dry air system had not yet been installed. If the humidity 
response function has been estimated based on measurements performed with 
the DRIERITE as a dry air source, it is highly possible that the remaining moisture in 
the dry air source is strongly influencing the measurements at low humidity. This can 
lead to strong deviations at humidity values below a few thousand ppms and could explain a 
very large part of the deviations depicted on Figure S1. It would be helpful 
to have an idea of the background humidity levels when injecting dry air produced via 
the DRIERITE without any liquid standard injection, in order to evaluate the validity of 
the humidity sensitivity corrections. If you apply a correction of the humidity sensitivity 
based on a experiment biased by a low quality air source, you will introduce this 
bias into your calibrated data set. Furthermore, more details should be given on the 
procedure to apply the humidity response correction has been applied.  
L 177-186: This comment is drawn from a misunderstanding of the humidity response 
calibration. The reviewer believes it to predate the installation of the dry air system 
based on our previously confusing wording in the manuscript. This wording has been 
altered to make it clear that the humidity response calibration was performed with the 



dry air system. A line was added to make the application of the correction more 
explicitly clear. 
 
L. 196 to 197: How did you add the CRDS mixing ratio values to the values recorded 
by the weather station? Did you use these measurements to fill gaps in the weather 
station records, or did you use any kind of average between the two sensors? Did you 
apply any calibration of the mixing ratio measured by the CRDS analyzer, or did you 
compare it with measurements performed by the weather station?  
L 196-197: Line added to clarify. Mixing ratios from the Picarro were added as an 
independent weather variable, but mixing ratios were also calculated from the SMT 
weather station data for comparison. The two mixing ratio datasets have a Spearman 
correlation of +0.99. 
 
L. 580 – 604: The unique diel cycle observed in March in water isotopes is very similar 
to the observations of Bonne et al. 2020 in Siberia, which is cited in the previous section. 
The environment is a little different as there can not be any influence of katabatic 
winds in the Siberian sector, but this spring diel cycle is also attributed to the sublimation 
of the snow deposited earlier in winter, which has an isotopic composition different 
than the spring water vapour isotopic composition. Similarly, they don’t see any significant 
diel cycle in other seasons. I think this would be worth including a short comment 
relating both situations.  
L 580-604: Commenting lines added, thanks for the suggestion. 
 
Technical comments: L. 122: Change “kmh�1” into “km h�1”. 
L. 139: “The L2130-i + SDM uses cavity ring-down spectroscopy”. It does not seem 
necessary to add “+SDM”, as the SDM is the calibration samples injection module, not 
the spectrometer itself. 
L.140: Wouldn’t “suited” be more suited than “amenable”?  
L. 252: “over 30‰(-49.5‰to -17.5‰) 230‰(-377‰to -142‰), and 55‰(-7.6‰to 
47.5‰)”: correct positions of the commas “over 30‰(-49.5‰to -17.5‰), 230‰(- 
377‰to -142‰) and 55‰(-7.6‰to 47.5‰)” 
L. 271: “the effects of the these factors” 
L. 307: “predominate” > “predominant” 
L. 318: our analysis reveals that a large amount 
L. 342: “data‘s” > “data’s” 
L. 360-361: winds source have isotopically light vapor / winds source isotopically heavy 
vapor 
L. 367: “on the L2130-i” is not necessary 
L. 385: “composition, (Casado et al., 2018; Kopec et al., 2019)” : comma is not needed 
L. 469: very warm observations at Thule come during this period 
L. 590: “snow grains that have equilibrated” 
L. 692: “adding additional”: formulation could be improved  
Corrected as suggested 
 
 
RC2 Response 
The article presents a 2-year record of water vapor isotopic measurements at a coastal station 
in Northwestern Greenland. This is part of a larger effort to build a network of water isotopic 
observations at different Arctic sites. The continuous record allows to analyze the isotopic 
variability at the diel, synoptic and seasonal time scales. Isotopic variations are interpreted in 



terms of meteorological factors. Implications for paleoclimate studies are discussed. The 
paper reads very well. The rationales are sound. I only have minor comments. 
 
section 4 “general overview of isotopic results”: I found it difficult to read because it’s only 
text and there is no reference to any figure or table. I suggest to add references to figure 2 
and/or table 1 and to relate the text to them. Also, this section is very short and does not add 
much to the paper. Maybe it could be moved into an introductory sub-section of the next 
section? 
Section 4: This section is now largely integrated into the next section, with one part 
moved to new Supplement Section 3. Table 2 now has the correlations in one place. 
 
• l 255-265: this paragraph does not add much to the paper. This information is reused in the 
next sections. This paragraph could be removed and the information could be added when 
needed in the next sections. The correlation numbers could also be gathered in a table, which 
would make them easier to read and to refer to in the text. 
 L 255-265: Paragraph removed and necessary information integrated into following 
section and table 2, as suggested. 
 
l 365: “personal field observations on multiple occasions”: can we see them in Figure 2? It 
would be more convincing to directly show it in the Figure (or in a zoom of this figure) than 
to refer to personal observations. 
 L 365: This sentence was deleted in edits, as the citing of anecdotal evidence was not 
needed as the previously stated statistics provide the necessary evidence. Visual 
supporting evidence is not easily clear at the temporal resolution of Figure 2, but is seen 
and discussed in more detail in the diel section and Figure 8. 
 
l 391: Is this effect supported by observations? Or is it too small to be seen? If so, clarify that 
this effect is expected to be weak? 
 L 391: We are not sure which effect this comment is referring to. We assume it 
references the effect of plant transpiration, and we mentioned that we expect it to be 
very weak because plant cover is so sparse at Thule. We have rephrased the sentence to 
be more explicitly clear that this is an assumption of ours, but it is based on the cited 
work that quantified how little plant productivity exists in this landscape. 
 
• section 6 “Annual isotopic cycle”; the title does not represent the content of this section. 
This section looks at correlations within each month, so it is rather synoptic variability. This 
section could be renamed “Synoptic-scale isotopic variability”. 
 Section 6 (now 5): We have changed the title and some organization of this section to 
highlight its focus on seasonal changes in isotopic relationships and variability. 
However, we don’t agree that the overall section is best described as focusing on 
synoptic patterns. Within this section, we discuss why the annual cycle observed in the 
isotopes emerges as a result of changes in the environment in different seasons. Some of 
these environmental differences include changes in the general synoptic patterns and 
thus we examine the isotopes and their relationships at monthly scales. Still, the overall 
focus of the section is not analyzing synoptic changes independently of seasonal identity 
(such as examining how particular synoptic atmospheric patterns consistently alter 
isotopic values whether in winter or summer, as we highlight in the following section), 
but rather specifically in the context of the annual isotopic cycle. 
 
l 429: can we see it in a Figure? If so, refer to it. 



 L 429: Reference to figure 2 added 
 
• Same l 436. 
 L 436: Reference to figure 2 added 
 
• l 442: “isotopic variables”: only dxs, isn’t? 
 L 442: The referenced figures show that the correlations are very strong for both d18O 
and dxs, though one is strongly negative and the other strongly positive.  
 
l 444-449: is this paragraph about diel variability? If so, maybe this can be moved to a later 
section on diel variability? 
 L 444-449: While this does mention changes occurring on a diel cycle, the focus here is 
that the sea ice breakup in spring directly leads to the sea breeze beginning which 
produces the strong katabatic deviation correlations of spring. The actual mechanics of 
the diel sea breeze and closer examination of the diel cycle in isotopes related to it are 
covered in the later diel section. 
 
• l 469: “com”? 
 L 469: Edited 
 
section 7: this section is actually a deeper analysis of the previous paragraph. Therefore, I 
suggest to move this section into a last sub-section of section 6. It could be renamed ”6.5. 
Moisture pulse events”. The content can be merged with the last paragraph of section 6.4 to 
avoid redundancy 
 Section 7 (now 5.6): With the reframing of section 6 (now 5), this moisture pulse section 
was added as a final subheading of that section. 
 
l 611: Why can’t it just be the effect of boundary layer mixing? At midday, boundary layer 
mixing is more intense, bringing more depleted and high-dxs water vapor from the free 
troposphere down to the surface, e.g. the mechanism that you describe in lines 490-493. 
 L 611: Line added to include this possibility. However, local evaporation is still a likely 
contributor as well, so both options are presented here. 
 
l 661: Start a new paragraph? 
 L 661: Paragraph structure altered 
 
Figure 3: what are the white and magenta lines? Explain in caption 
 Figure 3: Clarification added to caption (the lines show the 95% and 5% sea ice 
concentration) 
 
Figure 6: what is the time scale for the correlations? 10 minute, 1 hour or daily? Explain in 
caption. 
 Figure 6: Resolutions used in calculations clarified in caption. 
 
RC3 Response 
This paper presents a two-year time series of high time resolution water vapour isotope 
measurements from Thule in the northern Baffin Bay with the aim to investigate the synoptic 
drivers of the isotope variability measured in the region of the Greenland high Arctic. Five 
interacting factors are presented, that are thought to determine the isotope signals’ variability 
at the daily to annual timescales. These factors include mainly local environmental conditions 



(temperature, marine moisture availability, surface winds, NAO and the contribution of land 
evaporative sources). The relative contribution of the different factors is thought to change 
with the seasonal cycle and in the coming years with the interannual variability in the extent 
of the sea ice. Overall, I found this well-written paper inspiring to read, it presents good 
quality measurement data, shows carefully compiled figures and several interesting analyses. 
I found the discussion related to the role of sea ice particularly interesting. I have three major 
comment on the science as well as a few minor comments listed below. 
 
The analysis on the five factors determining the stable water vapour isotope variability 
measured at Thule at different timescales is very interesting. However, I had difficulties to 
evaluate the independence of these five factors and also found them to be chosen in a 
subjective way. The authors give no motivational framework of the basic physical 
mechanisms that would justify choosing these 5 factors as basic variables that determine 
isotopic variations. Could the authors provide a more thorough introduction into why they 
think these five factors are the relevant ones to be studied? Others would be just as relevant 
such as e.g. the relative humidity with respect to sea surface temperature, cloud condensation 
temperature or sea surface temperature, which are the traditional variables that are studied as 
environmental controls of stable water isotope variability. For these traditional variables, 
physical frameworks exist that explain why they are relevant: e.g. the formation of clouds 
during moist adiabatic ascent of air parcels (Rayleigh distillation framework, Dansgaard 
1964) for cloud condensation temperatures and the Craig and Gordon 1965 ocean evaporation 
model for SST and the relative humidity with respect to SST. 
These five factors were the variables that emerged as primary influences on and/or 
strongly related with the water vapor isotopic variability in our analyses. Our phrasing 
is altered slightly throughout the manuscript to be more clear of this fact. As our study 
was based on the comparative analysis of high frequency field observations (isotopes, 
weather), our results will of course highlight factors drawn from those observations. We 
do not exclude the influence of additional factors that we did not personally have 
observations for (e.g., cloud condensation temp, moisture source conditions), and these 
factors are mentioned in our discussion of the five factors. For example, we discuss 
Rayleigh distillation in the temperature section and the local marine moisture and 
synoptic flow/NAO sections both focus heavily on how different environmental 
conditions at the moisture source produce changes in the water vapor isotopes. 
 
To develop a database of SST and RH at the moisture source and cloud condensation 
dynamics at a high temporal resolution would require an extensive amount of modeling 
and computational effort. We do not dispute that such an analysis would be very 
intriguing and informative, but it falls outside the realm of our study and its focus on 
observational data. We have highlighted this concept in the implications and conclusions 
section as valuable potential follow up research. We have also added more context for 
the moisture sourcing discussion on SST and RH in section 4.2. 
 
To me highlighting the importance of the atmospheric circulation and at the same time 
underlining the relevance of local environmental conditions is somewhat contradictory. Many 
previous studies have used trajectory analysis to show the relevance of environmental 
conditions at the moisture source for the variability of stable water isotope measurements in 
water vapour (e.g. Pfahl and Wernli 2008; Aemisegger et al. 2014, Aemisegger 2018; 
Thurnherr et al. 2020). Here the authors say the circulation and the local conditions are key. I 
would find it useful, if there was a comment on this apparent contradiction in the paper. Or if 



it is not a contradiction, then to resolve the misunderstanding and explain why the results of 
this paper are in agreement with these previous studies. 
We do not see a contradiction in our argument that both the synoptic circulation and 
local conditions play a role in determining the final isotopic signature observed at Thule. 
Moisture source conditions are indeed very important to determining the vapor isotopes 
at a location, particularly when determining the mean values over longer periods of 
weeks or seasons. We fully acknowledge this in our discussion and particularly in 
sections 4.2, 4.3, 5.1, and 5.6. 
 
However, on shorter scales it is certainly well-documented that local variables, such as 
sea breezes (Kopec 2014, Bréant 2019), dew condensation (Bastrikov 2014), and vapor 
exchange (Casado 2016) play a minor to major role in further modifying the isotopic 
composition of a moisture parcel upon arrival, particularly for d18O and d2H even if dxs 
better preserves the original moisture source signal. Additionally, our data highlight 
that many of these local variables are important only for parts of the year (e.g., sea 
breezes in summer) and thus may not be well-captured as an isotopic control in studies 
that focus mainly on factors that consistently can explain isotopic variability throughout 
the year or at coarser time resolutions. While atmospheric circulation and initial 
moisture source conditions may be able to explain a significant portion of longer-term 
isotopic variability, we believe it is a worthwhile endeavor to consider whether local 
environmental variability can explain the ‘noise’ left unexplained by only considering 
atmospheric circulation as a control. At their core, most of these local factors are, in 
fact, moisture source and routing effects, but examined at a more localized scale than 
traditional moisture source back trajectory-based studies. For example, the sea breeze-
katabatic isotopic dichotomy is based on two different moisture sources, but back 
trajectory analysis may fail to capture this and other important mesoscale climatology 
influences due to coarse global circulation models and reanalysis data. 
 
Additionally, we feel that highlighting the influence of local factors helps illustrate how 
the isotopic signature from a moisture source/specific circulation gets 
expressed/enhanced/preserved at the local scale. As we display in Figure 5, the local 
factors are tightly integrated with atmospheric circulation, and while one could simplify 
the system by subsuming all the local factors into the initiating atmospheric circulation 
variable, we feel this does a disservice to understanding the inner mechanisms of a 
complex system. 
 
My third major comment is a more technical one: the presentation of the calibration and 
postprocessing framework of the exceptionally long and very valuable Arctic water vapor 
isotope time series lacks some details in particular on the total uncertainty of the 
measurements (see also my minor comments 5-11, below). 
We have attempted to address issues with the calibration and improve the transparency 
of our uncertainties and unknowns throughout. See specific comments below and in 
other reviewers for details. 
 
Minor Comments 
P. 1, L. 1: The sea ice extent seems to come out as the most important factor controlling if 
moisture is mainly sourced from the local environment or if it is transported from further 
away. This could be mentioned more clearly in the abstract before the five controlling factors. 
In my opinion it comes a bit late in the current version. 
Abstract reworded to emphasize sea ice role earlier. 



 
P. 2, L. 50: There were many studies investigating the quality of laser spectrometric 
measurements in the early 2010s, add “e.g.” and maybe Sturm and Knohl 2012 and 
Aemisegger et al. 2012 could be cited as well, since the latter study particularly focused on 
the capability of laser systems to resolve the synoptic timescale variability of water vapour 
isotopes. 
References added. 
 
P. 2, L.50: The Yale database could be cited here, since it groups most of the already 
published water vapour isotope data: Wei et al. 2019. 
Reference added. 
 
P. 3, L. 75 “critically giving a second set of observations to derive annual patterns and 
anomalies” not sure if I understand this correctly. What do the authors mean here? 
Changed to: “permitting comparative multi-year analysis of isotopic patterns and 
anomalies”. We are highlighting that we can better determine what is typical and 
atypical isotopic variability since we have more than just a single year’s observations. 
 
P. 5, L. 140: Did the authors test the response times of their system using “Tygon tubing”. 
Several early studies (e.g. Sturm and Knohl 2010; Tremoy et al. 2011; Aemisegger et al. 
2012) showed that certain tubing materials induce very large residence times and unwanted 
strong interactions between the tubing wall and the sample gas. 
We observed no clear evidence of tubing effects on our observed data. This is now 
clarified in the methods. 
 
6) P. 5, L. 140: What was the residence time of the sampled air in the tubing, how long 
was the tubing, was it heated, was the inlet shielded? These are all very important 
points for performing high quality stable water vapour isotope measurements 
especially in extreme environments such as in northern Greenland. 
Information added to methods. Also, more detailed information on the tubing set up was 
found and corrected in the manuscript. 
 
7) P. 5, L. 151: Introduce the delta notation and the normalisation to the international 
VSMOW-VSLAP scale. 
Included. 
 
8) P.6, L. 155: The standards’ isotopic composition does not bracket the measured 
isotope signals. The authors should explicitly mention this and comment on the 
expected impact of this extrapolation on the total uncertainty of their 
measurements. 
This is now explicitly mentioned and commented on. 
 
9) P. 6, L. 175: Even though the drift of the Picarro laser spectrometers is limited 
regular calibrations should be carried out to 1) survey the good functioning of the 
system and 2) to provide a long term assessment of the total uncertainty of the 
measurements (see, Aemisegger et al. 2012; Thurnherr et al. 2020). In particular, 
Thurnherr et al. 2020 shows that different post processing procedures lead to 
substantial changes in the isotope data, in particular, with respect to the treatment 
of the water vapour mixing ratio dependent isotope bias correction. 



We acknowledge the clear benefits that regular calibrations bring and did not intend to 
come across as dismissing their importance. The initial operational plan did have twice 
daily calibrations, but unfortunately the Drierite system failed to adequately work and 
assembling the funding and logistics to install a dry air system at Thule took a long time. 
We have rephrased the section to hopefully be more clear that this is a source of 
unquantified possible uncertainty.  
 
10) P. 6, L. 181: The precision (Allan variance, or standard deviation of a constant water 
vapour isotope signal) strongly depends on the water vapour mixing ratio (see 
Aemisegger et al. 2012 and Sodemann et al. 2017). Please indicate the total 
uncertainty of the measurements as a function of water vapour mixing ratio. This is 
very important, given the very low levels of humidity observed at Thule in winter. 
Estimates of precision from humidity response are now given in the manuscript and 
with more detail in S2 and Table S5. 
 
11) P. 7, L. 195: Was the water vapour mixing ratio of the L2130 calibrated using a dew 
point generator or another humidity sensor installed in parallel? Without calibration 
the reading of the laser spectrometric volume mixing ratio may be biased. 
The mixing ratio of the L2130 compares very well with mixing ratio calculated from our 
weather station data. We have added additional information to show this and clarified 
the consistent factor difference between the L2130 mixing ratio and the weather station 
ratio (x1.23). 
 
12) P. 8, L. 225: Please indicated the horizontal and vertical grid resolution of the 
MERRA-2 reanalysis data. Note that HYSPLIT is not a model but a post-processing 
tool, thus it cannot be “forced”. I would suggest to write: “… with air parcel backtrajectories 
calculated based on three-dimensional MERRA-2 wind fields…”. I am not 
convinced that choosing only 10 days per months produces a robust two-year 
climatology. But given the limited use that is made of the trajectory climatology in 
this paper, the approach is ok. 
Phrasing suggestions and grid resolution added. “Robust representation” changed to 
“acceptable representation” to signify that we were not attempting to perform an 
intense analysis with the trajectory results, but rather add exploratory context. 
 
13) P. 9, L. 254: “The magnitude of irregular hourly to weekly variations” do you mean 
synoptic timescale variations? 
This section has been changed somewhat, but this particular sentence now makes it 
clear that we attribute these irregular hourly-weekly variations to synoptic events. “The 
water vapor isotopes also have substantial sub-seasonal variability, and the magnitude 
of irregular hourly to weekly variations caused by synoptic scale weather events can 
approach 30–50% of the entire annual isotopic ranges.” 
 
14) P. 10, L. 291: What is meant by “temperature-driven equilibrium fractionation”? I 
think the cited literature is a bit misleading. Dütsch et al. 2017 shows that the 
condensation temperature indeed has a certain impact on the deuterium excess. 
Pfahl and Sodemann et al. 2014 discuss the effect of the SST. 
Edited to have cited literature and statements more clear and in agreement. 
 
15) P. 10, L. 293: Interesting that a negative correlation between the deuterium excess 
and the temperature is found! Did the authors also look at the correlation with 



nearby SSTs? In climate reconstructions based on ice cores a positive relation 
between the deuterium excess and moisture source SST is assumed (e.g. Johnsen et 
al. 1989; Vimeux et al. 1999; Stenni et al. 2001). However, in a detailed analysis of 
the correlation behaviour between the deuterium excess and SST a recent study 
(Aemisegger and Sjolte 2018) found different regions (in particular at high latitudes) 
that are expected to exhibit a negative correlation based on the Craig Gordon model 
and the closure assumption. It is thought that this negative correlation arises from a 
positive feedback mechanism between the SST and the relative humidity with 
respect to SST. Such a negative correlation regime is expected to be dominant 
particularly in regions where the variability in air-sea interactions is mainly driven by 
variability in atmospheric circulation and not primarily by variations in ocean 
circulation. If the deuterium excess also shows a negative correlation to the nearby 
SST at Thule this would be evidence for such a behaviour. Of course, the time series 
at Thule is too short to look at this in detail. But still, I find the negative correlation 
between air temperature and deuterium excess that is found here very interesting 
and since it is of opposite sign with respect to the traditional interpretation of the 
deuterium excess in ice core studies, I would find it worthwhile to shortly discuss 
this. 
This is an interesting and intriguing angle of study, but we did not compare our dxs with 
SST, because determining the exact moisture source and extracting a SST from that 
moisture source in a consistent, high temporal resolution manner across our entire 
record was beyond the bounds and abilities of our study. However, we would highlight 
for you our finding from Figure 6a, where the relationship between dxs and air 
temperature is opposite between summer and non-summer months. In summer, we do 
observe a strong positive correlation between air temperature and dxs while outside of 
summer, it has a strong negative correlation. 
 
The interpretation of dxs in ice cores you mentioned largely pertains to reconstructing 
past SSTs, and not reconstructing past air temperature. At Thule, air temperature is 
likely a poor proxy for moisture source SST because the strong seasonal insolation 
variations and local topographic influences such as downsloping and katabatic winds. 
As a result, it is difficult to robustly link dxs-air temp correlations and patterns to dxs-
SST interpretations with our data. We have included a reference to your proposal in our 
conclusion as a direction of possible future research. 
 
16) P. 11, L. 320: The relative humidity is very low above forming ice? Can the authors 
show some evidence or cite some literature? 
This comes from the cited Kurita 2011, but the sentence has been rephrased to be more 
clear about the origin of the dry air in these regions. 
 
17) P. 11, L. 323: Phase changes in the NAO might be confusing in the context of isotopes 
and water phase changes. Is there another way to formulate the change in the NAO 
sign? 
Phase is the most common and recognized term for this, and we struggled to come up 
with an alternative that was as clear. However, we acknowledge the potential for 
confusion with water phases, and some of the phrasing is altered to make it clear that it 
is the NAO phase being discussed. 
 
18) P. 12, L341-L356: Very interesting discussion on the role of the NAO and the sea ice 
extent! 



 
19) P. 14, L. 394: I think the relations to the “traditional driving variables” SST and 
relative humidity with respect to the SST should at least be shortly mentioned. 
This is now mentioned earlier in the discussion. 
 
20) P. 14, L. 396 and 399: “southerly” flow instead of “southern” flow. 
Changed throughout manuscript. 
 
21) P. 15, Section 6.3 How large is the influence of more distant land sources of e.g. 
northern Canada? From Fig. 3 one might think that they may play a significant role. 
The moisture uptake from the land regions is generally light compared to that of open 
ocean and Baffin Bay. Additionally, moisture arriving at Thule from these land areas 
would have crossed substantial open water and potentially isotopically exchanged to a 
high degree. A focused follow up research project could attempt to key in on specific 
times where the dominant moisture transport to Thule was from Canadian land and 
look for anomalous isotopic responses (and in fact, some work related to this is close to 
submission by one of the co-authors). However, since our quasi-climatology was simply 
constructed to give broad context on moisture sourcing, we do not have such day-
specific analytical data in our database. 
 
22) P. 18, Section 7: Additionally, I suspect that Arctic anticyclones would play a key role 
in the synoptic timescale variability at Thule (in Greenland blocking situations). A 
case study of an Arctic Blocking event (over northern Russia) is shown in Schneider 
et al. 2019, which highlights the very large horizontal gradients resulting from the 
subsidence induced drying at the core of the anticyclone and the progressive 
atmospheric moisture uptake along the anticyclone edges. 
Anticyclones now more prominently mentioned in synoptic circulation discussion. 
 
23) P. 18, L. 542: I doubt that in the case of sea ice much water vapour at Thule 
originates from the deep tropics or subtropics. The analysis shown in Fig. 3 does not 
support such a statement. Here I think one can safely write “advection from the 
midlatitudes”. 
Edited. 
 
24) P. 21, L. 609: I don’t understand why an input of low d18O/high dxs from 
evaposublimation results in a d18O maximum and dxs minimum at midday. 
The latter max and min were erroneously switched in the text. It is in fact a d18O min 
and dxs max that occurs at midday, and this has been corrected in the text. 
 
25) P. 21, L. 627: It would be great to clearly mention that evaporation of meltwater and 
sublimation of snow might not carry the same isotopic composition (see e.g. 
Christner et al. 2017). 
This is now mentioned in the initial paragraph discussing evaposublimation. 
 
26) P. 22, L. 664: Maybe not single extreme events but years with high frequency of 
occurrence of warm advection events, e.g. due to a northward shift of the storm 
track? 
Edited to include this possibility. 
 
27) P. 23: In the conclusion it would be very nice to mention the great use of this dataset 



for the validation of high-resolution isotope-enabled simulations in the Arctic to 
study the importance of air-ice and air-sea interaction processes in more detail. Here 
the great value of the data is their long temporal coverage, thanks to which modelbased 
sensitivity experiments could be performed to test the importance of different 
driving factors (similar to the climatological sensitivity study over Europe by 
Christner et al. 2018). 
Mentioned in the conclusion now. 
 
 
 


