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ABSTRACT 

Major atmospheric oxidants (OH, O3 and NO3) dominate the atmospheric oxidation capacity, while

H2SO4 is considered as a main driver for new particle formation events. Although numerous studies

have investigated the long-term trend of ozone in Europe, the trend of OH, NO3 and H2SO4 at specifc

sites are to a large extent unknown. In this study, we investigated how the trends in major atmospheric

oxidants (OH, O3 and NO3) and H2SO4 changed in southern Finland during the past 12 years and

discuss how these trends relate to decreasing emissions of regulated air pollutants in Europe.

1

2

3

4

5

6

7

8
9

10
11

12
13

14
15

16
17

18
19

20
21

22

23

24

25

26

27

28

29

30

31

Page 1 of 41

https://doi.org/10.5194/acp-2020-128
Preprint. Discussion started: 22 April 2020
c© Author(s) 2020. CC BY 4.0 License.



The one-dimensional model SOSAA has been applied in several studies at the SMEAR II station, and

has been validated by measurements in several projects. Here, we ran the SOSAA model for the years

2007-2018 to simulate the atmospheric chemical components, especially the atmospheric oxidants and

H2SO4 at  SMEAR II.  The simulations were evaluated with observations at  SMEAR II  for several

shorter and longer campaigns. Our results show that OH increased by +1.56 (-0.8; +3.17) % yr-1 during

daytime and NO3 decreased by -3.92 (-6.49; -1.79) % yr-1 during nighttime, indicating different trends

of the oxidants during day and night. Sulphuric acid decreased during daytime by -5.12 (-11.39; -0.52)

% yr-1, which correlated with the observed decreasing concentration of newly formed particles in the

size range 3-25 nm by 1.4% yr-1 at SMEAR II during the years 1997-2012 (Nieminen et al., 2014).

Additionally we compared our simulated OH, NO3 and H2SO4 concentrations with proxies, which are

commonly  applied  in  case  limited  amount  of  parameters  are  measured  and  no  detailed  model

simulations are available.

1 INTRODUCTION

Understanding the atmospheric oxidants (OH, O3 and NO3), their reactions and related processes is

important as they are the main “cleaning protagonists” of the atmosphere. Many trace gases, such as

methane (CH4), volatile organic compounds (VOCs), nitrogen oxides (NOx = NO + NO2) and sulphur

dioxide (SO2) are removed from the atmosphere by oxidation reactions. During the day, the hydroxyl

radical  (OH)  is  the  dominant  oxidant  produced  by  photochemical  processes  in  the  troposphere

(Gligorovski  et al., 2015). Since there is no sunlight at night, the nighttime concentration of OH is

signifcantly lower and other oxidants dominate: ozone (O3) which, during daytime, is formed by OH

radical reactions with VOCs in the presence of NOx, and the nitrate radical (NO3) which is generated

mainly by the reaction of NO2 with O3 (Bey  et  al.,  2001; Allen  et al.,  2002; Brown  et  al.,  2003;

Crowley et al., 2010). In general, OH is considered to contribute the most to the atmospheric oxidation

capacity (Elshorbany  et al.,  2009; Volkamer  et al.,  2010; Mao  et al., 2010; Mogensen  et al.,  2015

Feiner  et al.,  2016), while O3  and NO3  play a minor but nonetheless signifcant role, (Stone  et al.,

2014). Oxidation of VOCs by OH, O3 and NO3 affect air quality, climate, as well as regional and global

budgets of reactive nitrogen, ozone, and secondary organic aerosols (SOA, e.g. Bonn  et al.,  2004;

Claeys et al., 2004; Hallquist et al., 2009; Roldin et al., 2019). 

As biogenic sources dominate the global atmospheric VOCs budget (Guenther et al., 1995, 2006), it is

important to understand the dynamics of biogenic emissions and their consequences to atmospheric

processes. The boreal zone is the world’s second largest forested region, after tropical forests (Bonan et
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al.,  2008; FAO  Global Forest Resources Assessment, 2015) and boreal vegetation is dominated by

evergreen  coniferous  trees  that  produce  signifcant  amounts  of  biogenic  VOCs  (BVOCs),  mainly

isoprene (C5H8), monoterpenes (C10H16) and sesquiterpenes (C15H24) (Hakola et al., 1998, 2006; Rinne

et  al.,  2009).  Studies  of  the  OH-reactivity  in  forest  canopies  have  suggested  large  emissions  of

unknown reactive BVOCs (Mogensen et al., 2015; Praplan et al., 2019).

Studies on long-term trends of oxidants  can provide an insight  on how the atmospheric oxidation

capacity evolves against  the background of climate and local  changes in the environment.  Several

studies have investigated the trends of atmospheric oxidants in Europe. In their studies, Wilson et al.

(2012) and Yan  et al. (2018) showed a general decreasing trend in ozone concentrations due to the

decrease  in  NOx-emissions.  Numerous  studies  have  investigated  global  OH trends  using  chemical

transport models or retrieval of remote sensing of methylchloroform (CH3CCl3, MCF) (e.g. Montzka

et al., 2000; Prinn et al., 2001, Kirschke et al., 2013). Montzka et al. (2011) found a small interannual

OH variability, indicating that global OH is generally well buffered against perturbations. In situ long

inter-annual OH measurements are relatively rare. However, one study by Rohrer et al. (2006) showed

that there was no trend in the level of OH in the Hohenpeissenberg data set during the studied period

1999-2003 (estimate annual trend to be less than ± 2.5% yr-1) and that there was a positive correlation

(r=0.941) between OH and the photolysis frequency of ozone, J(O1D). Long term trends of NO3  are

rarely studied, and only a few modelling studies on the long-term NO3 trend exist (e.g. Heintz et al.,

1996).

A considerable number of feld campaigns, in which OH concentrations were measured, have been

compared to the results of modelling simulations (e.g. Eisele and Tanner, 1991; Holland et al., 1995;

Petäjä et al., 2009). Most modelling studies reproduced the OH concentration within the uncertainty

range of the OH measurements, including clean (e.g. Tan et al., 2001; Ren et al., 2005; Kubistin et al.,

2010; Dlugi et al., 2010; Kanaya et al., 2012; Regelin et al., 2013) and urban areas (e.g. Heard et al.,

2004; Emmerson  et al.,  2005; Shirley  et al.,  2006; Martinez  et al.,  2007; Emmerson  et al.,  2007;

Griffith  et  al.,  2016).  At  the  Station  to  Measure  Ecosystem -  Atmosphere  Relation  (SMEAR II)

(Kulmala  et  al.,  2001),  located  in  Hyytiälä,  Finland,  OH  concentrations  were  measured  in  two

campaigns:  European Integrated project  on Aerosol,  Cloud,  Climate,  and Air  Quality  Interactions

(EUCAARI, 2007-2010) (Kulmala et al., 2011) and Hyytiälä United Measurement of Photochemistry

and Particles - Comprehensive Organic Particle and Environmental Chemistry (COPECC-HUMPPA)

(Williams et al., 2011). Results from these campaigns showed that modelled OH values were slightly

overestimated  compared  to  the  measured  values  (Petäjä  et  al.,  2009;  Boy  et  al.,  2013).  At  the
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COPECC-HUMPPA campaign (Mogensen et  al.,  2015)  and the IBAIRN (Influence of  Biosphere-

Atmosphere Interactions on the Reactive Nitrogen budget) campaign NO3 concentrations at SMEAR II

were also measured, but most of the time the values were close to the limit of detection (LOD) of the

instrument (Liebmann  et al., 2018). However, due to the importance of NO3 radical in oxidation of

BVOCs, previous studies developed a NO3 proxy which can also be used to derive long term trends at

the SMEAR II (Kontkanen et al., 2016). 

The aim of this study is to provide an insight into the long-term tendency of the atmospheric oxidation

capacity at the boreal forest in Finland from 2007 to 2018. Based on this, we estimate how the H 2SO4

concentration has changed through this period, and how this could affect the frequency of new particle

formation events on this site.

2 METHODS

2.1 SMEAR II

The long-term measurements analysed in this study were conducted at SMEAR II station located in

Hyytiälä  (61°50'51"N,  24°17'41"E),  Southern  Finland  (Hari  and  Kulmala,  2005).  The  station  is

surrounded by 56 years old (in 2018) pine dominated forest, that also contains Norway Spruces and

deciduous trees (Bäck et al., 2012). SMEAR II is a unique feld station with continuous measurements

of physical, chemical and biological phenomena, processes and interaction between these elements.

Detailed  description  of  the  site  can  be  found  at  the  SMEAR  II  website

(https://www.atm.helsinki.f/SMEAR/index.php/smear-ii).

One of the major changes that affects the general trend of atmospheric composition is the growing

vegetation. The mean height of dominant trees within 200 m from the measurement tower was 16.9 m

in the year 2007, and grew to 20.5 m in 2018. The overstory canopy depth was 8 m in the year 2007,

and grew to 8.63 m by 2014. Since the year 2014, it stayed constant. The all-sided LAI (Leaf Area

Index) of all  trees in July grew from 5.5 m2/m2 in 2007 to 5.9 m2/m2 in 2015. After 2015 it  was

considered the same as in 2015. The dry biomass of the foliage in the year 2007 was 0.51 kg/m2, and

reached 0.58 kg/m2 in 2018. 

In this study, selected measurements during the period 2007 to 2018 from the SMEAR II station were

used  as  input  for  the  model  simulations;  partly  to  nudge  the  meteorological  parameters  to  the

observations (temperature, absolute humidity, wind speed and direction) or as continuous input for

selected  gases  (O3,  NOx,  SO2,  CO  and  CH4),  solar  irradiance  (global  short  wave  radiation,

photosynthetically active radiation), soil properties (soil temperature, soil water content and soil heat
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flux) and particle condensation sink (calculated from the particle size distributions which are measured

by DMPS and APS). A detailed description for the station instrumentation (parameter, location, time

resolution,  method,  temporal  coverage)  is  available  at  the  SMEAR II  website  under  “List  of  the

measurements” (https://www.atm.helsinki.f/SMEAR/index.php/smear-ii/measurements). 

Although the SMEAR II started its operational work already in the late 90’s, we decided to focus our

long-term modelling activities  from the  year  2007 onwards.  The reason was the  NO x monitoring

technique  and  the  fact  that  the  NOx concentrations  have  large  impact  on  the  simulated  OH

concentrations.  Until  February  2007,  a  molybdenum converter  was  used  to  convert  NO2  to  NO..

However, this technique also measures other nitrogen compounds (e.g. nitric acid, nitrous acid, PAN)

which are misinterpreted as NO and consequently the NO level is overestimated. Since March 2007, a

photolytic Blue Light converter was used for only converting NO2 to NO, which enables more accurate

data of NO (see Fig. S1 in supplementary material). 

2.2 SOSAA

SOSAA (a model to Simulate the concentrations of Organic vapours, Sulphuric Acid and Aerosol) is a

1-D  chemistry  transport  model  used  to  study  the  atmospheric  composition  inside  the  planetary

boundary layer. In the past, SOSAA been applied to study characteristics of OH-reactivity (Mogensen

et al., 2015; Praplan  et al., 2019), oxidation of trace gases (Boy  et al.,  2013), emission of BVOCs

(Smolander  et  al.,  2013),  vertical  exchange and dry deposition of ozone (Zhou  et  al.,  2017a) and

BVOCs (Zhou et al., 2017b), respectively, as well as new particle formation and growth of sub-3 nm

particles (Zhou et al., 2014). SOSAA is written in Fortran and parallelized with MPI (Message Passing

Interface). In this study, four different modules were used: 1) the meteorological module, which is

derived from SCADIS (Sogachev  et al., 2002, 2005; Sogachev and Panferov, 2006); 2) the BVOCs

emission module, which is a modifed version of MEGAN2.04 (Model of Emissions of Gases and

Aerosols from Nature; Guenther  et al.,  2006); 3)  the chemistry module, which is  created by KPP

(Damian  et al.,  2002), with the chemical mechanism generated by MCM3.3.1 (Jenkin  et al.,  1997;

Saunders  et  al.,  2003; Jenkin  et  al.,  2012; see http://mcm.leeds.ac.uk/  MCM); and 4) the gas dry

deposition module, which is modifed from MLC-CHEM (Ganzeveld et al., 2004; Zhou et al., 2017a

and 2017b). SOSAA describes the atmospheric boundary layer evolution and the vertical mixing of the

chemical species in 51 vertical layers, from the surface up to 3 km. The simulation time step is 10 s for

meteorology module and 60 s for other modules.
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The  meteorological  module  includes  the  prognostic  equations  for  horizontal  wind  vector,  air

temperature and absolute humidity. In this study, these prognostic variables at the upper boundary of

the model domain were constrained with the ERA-Interim reanalysis data which were provided by the

European Centre for Medium-Range Weather Forecast (ECMWF) (Dee et al., 2011). In the lower part

of the model domain from 4.2 m to 125 m above the ground, the air temperature, wind vector and

absolute humidity were nudged to the vertically interpolated measurement data at SMEAR II with a

nudging factor of 0.05, which represents the force of regional transport. The incoming short-wave and

photosynthetically  active  radiation  (PAR)  at  the  canopy  top,  as  well  as  the  soil  properties  (soil

temperature,  soil  water content  and soil heat flux) were directly read in as input from SMEAR II

measurements. The short-wave radiation were provided by the measurement data at SMEAR II, and

the radiative transfer module from the ADCHEM model (Roldin  et al., 2011) was used to split the

observed  radiation  into  the  direct  and  diffuse,  downward  and  upward  radiation  components.  The

radiative transfer module used the quadrature two-stream approximation scheme developed by Toon et

al. (1989). All of the meteorological input data mentioned above were linearly interpolated to 10 s time

resolution to match the simulation time step.

The standard emission potentials of the emitted BVOCs at SMEAR II, which were used to calculate

the emission rates, refer to the values suggested in Zhou  et al. (2017b). The chemistry scheme was

derived from the one used in  Zhou  et  al. (2017b)  but  with a newer  MCM version 3.3.1.  For  the

reactions of the stabilised Criegee intermediates (sCIs), we diverted from the MCM and instead used

newer obtained reaction rates. For the sCIs from α-pinene, β-pinene and limonene, we have used the

rates from Mauldin III et al. (2012) similarly to “Scenario C” in Boy et al. (2013). For the sCIs from

isoprene, we used the rates from Welz et al. (2012) as done in “Scenario D” in Boy et al. (2013).

The measured mixing ratios of CO, O3, NO, NO2 and SO2 from the height levels 4.2, 8.4, 16.8, 33.6,

50.4, 74.0, 101 and 125 m were vertically averaged and then used as the input values for all the layers

in the model. The LOD of SO2, NO, O3 and NO2 were set to 0.06 ppb, 0.05 ppb, 0.3 ppb and 0.1 ppb,

respectively (Dr Pasi Kolari, personal discussion). However, for all of these four species there exist

several long periods when the measured values went below the LOD. In order to prevent the model

from interference of noise, which are too low values, all the values that go below the LOD are set to

the LOD. We also did test runs by setting all values below the LOD to LOD/2. However, the model

results showed a jump in the simulated OH, NO3 and H2SO4 concentrations at all times the input data

went from the LOD to LOD/2. So we decided to use the LOD as a threshold in case the values are

below LOD for the four gaseous compounds discussed above. There are several other methods used in
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the  literature  to  overcome  this  problem  like  the  “Uniform  Fill-In”  or  the  “Log  Fill-In”  methods

discussed and tested by Cohen and Ryan (1998). However, as all data below LOD are unknown no

method predicts  their  distribution correctly  which makes it  difficult  it  difficult  to  choose a  single

technique that  will  be  best  at  all  times for  various parameters.  In  Table S1 in  the supplementary

material we calculated the amount of data points for SO2 and NO above LOD (the two parameters with

the highest amount of data below LOD) for different percentile ranges in each year to investigate if a

trend in the below LOD data exists.

The measured CH4 concentrations in 2014 were used as input in SOSAA for the year 2014. For other

years, an annual growth rate of 6 ppb yr-1 was assumed, and the input CH4 concentrations from 2014

were thus added or subtracted a multiple of the annual growth rate depending on the year difference.

The growth rate were chosen from the ‘NASA Earth Observatory’ website and represent the methane

increase for 2007-2013 (https://earthobservatory.nasa.gov/images/87681/a-global-view-of-methane).

The condensation sinks (CS) for H2SO4 and HNO3 were provided as an input for the model. The CS

was calculated based on the particle size distribution measured by a DMPS (particle diameters 3-1000

nm) and an  APS (particles  with  aerodynamic diameters  0.5– 20µm)  system (Pirjola  et  al.,  1998;

Kulmala et al., 2001), and the hygroscopic growth effect was corrected based on Laakso et al. (2001).

Similarly to  the meteorological  input  data,  the input  mixing ratios  and the CS were also linearly

interpolated to 60 s time resolution to match the simulation time step of the emission and chemistry

modules. 

2.3 STATISTICAL METHODS

The daily/daytime/nighttime trends of variables were calculated based on their daily/daytime/nighttime

mean or median values. Whether to use mean or median for a variable is determined by its data value

distribution.  If  the data  are  logarithmically  distributed (O3,  CO,  CS,  EM-MON, MON, OH,  HO2,

H2SO4, NO2, N2O5, and NO3), the median values are used. Here we should notice that although the data

value distributions of SO2 and NO are also logarithmically distributed, we still used their mean values.

The reason is that more than 50% of their measured concentrations lie below the LOD, which results

in  that  their  median  values  are  equal  to  LOD.  For  other  variables  (temperature,  RH,  and  solar

irradiance),  the  mean values  were  used.  For  the  logarithmically  distributed  variables  (besides  the

variables mentioned above, SO2 and NO are also included here), the daily/daytime/nighttime linear

trend fttings were conducted on the logarithm with base 10 of their respective median or mean values.
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For other variables (temperature, RH, and solar irradiance), the linear trend fttings were performed

directly on their respective mean values.

Bootstrapping was used to estimate the confdence interval of the trend (Wilks, D., 1997, Asmi at al.,

2013). We frst ftted a linear trend to the time series and created a new data set by taking random

samples from the original residuals (differences of the data values and the ftted linear trend) and

adding these to the linear part. Then a new linear ft was made to this new data set. This procedure was

repeated several times (typically 1000 iterations). Here the idea was to test the monotonicity of the

trend. The smaller the differences in the ftted trends were after many such iterations, the original trend

was more likely to be monotonic. To get the confdence interval we examined the 5th to 95th percentile

range of the slopes obtained from bootstrapping iterations: if all of the slopes in this range were either

positive or negative (thus not containing zero trend), we concluded that the likelihood of there being a

trend was higher than 95% (p<0.05) and thus statistically signifcant. 
To get another estimate of the monotonicity of the trends we also used the Mann-Kendall test for

autocorrelated seasonal data (Hipel and McLeod, 1994; Hussain et al., 2019), and the p-values are

reported in Table 1 under PMK. The MK test is more conservative, but both our tests agree in the sense

that  wider  confdence  interval  or  larger  p-value  indicate  larger  yearly  variation  and  hence  the

prognostic capacity of the trend is smaller.
Finally, the relative changes (and the 90% confdence interval from the bootstrapping test) which are

shown in Table 1 are in linear scale for all variables, describing the actual change in % yr-1 or variable

units yr-1. The average trendumber feld. You see the Edit Fields dialog. shown in time series plots is

obtained with a 1-year running median (window size of 182 days), see Ma et al.(2016) for a detailed

description.

3 RESULTS

The results will be presented in 6 subsections: (1) a short validation of the meteorological module, (2)

the trends of measured gases, (3) BVOCs (observation and model inter-comparison), (4) trends and

campaign model-observation inter-comparisons for the main oxidants (O3, OH and NO3), (5) trends

and campaign model-observation inter-comparisons for sulphuric acid and (6) comparisons of proxies

for OH, NO3 and H2SO4 with the model results. 

Table 1 presents the trends calculated by the method described in subsection 2.3 of both measurements

and  model  output  data  for  certain  parameters  for  the  whole  day  (daily),  daytime  and  nighttime,

respectively. The discussion of parameters focuses on the relevant period of daytime (e.g. OH, H2SO4,

solar  irradiance),  nighttime (e.g.  NO3)  or  for the whole day (e.g.  O3,  BVOCs).  We will  focus our
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discussion on the representative time period. Here the daytime is defned as the time period between

one hour after sunrise and one hour before sunset; nighttime is defned between one hour after sunset

and  one  hour  before  sunrise  and  the  daily  values  are  averaged  for  24  hours.  In  the  following

subsections we will discuss the values for single parameters from Table 1 in more detail. 

3.1 METEOROLOGICAL DATA ANALYSES

Meteorology is one of the major drivers for the change in atmospheric composition. We compared

several measured meteorological parameters with the model outcome to validate the performance of

the meteorological module in SOSAA. While temperature, water vapour and wind speed were nudged

with the measurements, the heat fluxes and net radiation were simulated and their comparison with

measurements provide an insight into the simulated energy balance above the forest canopy. 

Table 1: Median or mean values, yearly and 12-year trend (in percent or absolute value), P MK values

and  in  brackets  the  confidence  interval  of  the  trend  for  the  yearly  change  (SWR =  short  wave

irradiance, TEMP = temperature, RH = relative humidity, CS = condensational sink, EM-MON =

emission rate for monoterpenes, MON = concentrations of monoterpenes). The first, second and third

rows  for  each  variable  except  SWR  represent  daily,  daytime  and  nighttime  values,  respectively.

Modelled results are presented in bold. Detailed description for periods selected (daily, daytime and

nighttime) are provided in the text. Statistical methods are explained in subsection 2.3.
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Parameter Median (Mean*) Yearly trend PMK 12 years trend

SWR* 259.5 [W m-2] 0.62 (-2.54; 1.9) [W m-2] 0.162 7.39 [W m-2]

TEMP*

277.9 [K] 0.07 (0.03; 0.21) [K] 0.769 0.8 [K]

279.4 [K] 0.07 (0.02; 0.21) [K] 0.740 0.8 [K]

277.5 [K] 0.07 (-0.02; 0.21) [K] 0.815 0.79 [K]

RH*

80,3 [%] -0.53 (-1.42; 0.07) [%] 0.215 -6.36 [%]

77.1 [%] -0.54 (-1.2; 0.07) [%] 0.206 -6.49 [%]

81,4 [%] -0.51 (-1.14; 0.04) [%] 0.233 -6.11 [%]

O3

7.9E+11 [# cm-3] -0.11 (-0.86; 0.02) % 0.566 -1.29 %

8.2E+11 [# cm-3] -0.17 (-0.83; -0.06) % 0.877 -2.06 %

7.7E+11 [# cm-3] -0.03 (-0.89; 0.13) % 0.426 -0.32 %

CO

3.8E+12 [# cm-3] -0.48 (-1.74; 0.38) % 0.516 -5.64 %

3.8E+12 [# cm-3] -0.52 (-1.69; 0.3) % 0.498 -6.01 %

3.9E+12 [# cm-3] -0.47 (-1.7; 0.28) % 0.503 -5.51 %

SO2*

6.6E+9 [# cm-3] -2.38 (-4.13; -1.18) % 0.012 -25.14 %

6.5E+9 [# cm-3] -1.93 (-3.55; -0.83) % 0.022 -20.84 %

6.5E+9 [# cm-3] -2.4 (-4.16; -1.19) % 0.013 -25.27 %

CS

4E-3 [s-1] -1.41 (-4.45; 1.32) % 0.524 -15.71 %

4E-3 [s-1] -1.74 (-4.61; 1.2) % 0.440 -18.94 %

5E-3 [s-1] -1.25 (-3.8; 1.61) % 0.632 -14.02 %

EM-MON

1.7E+6 [# cm-3] 0.77 (-0.1; 1.88) % 0.158 9.68 %

2.5E+6 [# cm-3] 0.67 (-0.34; 1.63) 0.214 8.28 %

1.4E+6 [# cm-3] 0.64 (-0.35; 1.73) % 0.197 7.97 %

MON

4.8E+9 [# cm-3] 3.4 (1.23; 6.02) % 0.012 49.35 %

4.6E+9 [# cm-3] 2.94 (1.05; 5.25) % 0.019 41.58 %

5.3E+9 [# cm-3] 3.51 (1.43; 6.26) % 0.012 51.26 %

OH

4.7E+5 [# cm-3] 2.44 (0.39; 3.89) % 0.034 33.47 %

2.1E+6 [# cm-3] 1.56 (-0.8; 3.17) % 0.104 20.41 %

2.2E+5 [# cm-3] 2.79 (0.89; 4.53) % 0.032 39.06 %

HO2

4.8E+7 [# cm-3] 3.57 (1.31; 5.61) % 0.013 52.37 %

1.2E+8 [# cm-3] 2.89 (0.81; 4.74) % 0.041 40.56 %

3.2E+7 [# cm-3] 3.66 (1.4; 5.77) % 0.012 54.01 %

H2SO4

2.9E+5 [# cm-3] -3.36 (-8.39; 0.84) % 0.377 -33.67 %

1.7E+6 [# cm-3] -5.12 (-11.39; -0.52) % 0.207 -46.74 %

1.6E+5 [# cm-3] -3.13 (-8.27; 0.6) % 0.342 -31.71 %

NO*

2.2E+9 [# cm-3] -0.04 (-0.33; 0.36) % 0.857 -0.44 %

4.5E+9 [# cm-3] -0.23 (-0.75; 0.03) % 0.885 -2.7 %

1.3E+9 [# cm-3] 0.02 (-0.09; 0.08) % 0.655 0.26 %

NO2

2.8E+10 [# cm-3] -3.77 (-6.65; -1.22) % 0.032 -36.92 %

2.7E+10 [# cm-3] -3.16 (-5.65; -0.79) % 0.076 -32.00 %

2.9E+10 [# cm-3] -3.91 (-6.7; -1.42) % 0.025 -38.02 %

N2O5

1.3E+8 [# cm-3] -8.25 (-13.33; -4.51) % 0.013 -64.43 %

6.9E+7 [# cm-3] -6.66 (-11.2; -2.96) % 0.017 -56.24 %

1.8E+8 [# cm-3] -8.82 (-14.27; -4.93) % 0.010 -66.98 %

NO3

4.8E+6 [# cm-3] -3.52 (-5.83; -1.39) % 0.011 -34.93 %

2.8E+6 [# cm-3] -2.46 (-4.23; -0.43) % 0.028 -25.86 %

6.2E+6 [# cm-3] -3.92 (-6.49; -1.79) % 0.009 -38.12 %

274
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Fig. 1 shows the modelled 12-year median diurnal cycles of sensible and latent heat fluxes for the four

different seasons in 2007-2018. The comparison shows that the modelled values are within 25 th - 75th

percentiles of the measured ones throughout the whole diurnal cycle in spring and summer, and during

83% time period of the diurnal cycle in autumn. While in winter the model always overestimates the

measured sensible heat flux by about 26.2 W m-2  in average.  During spring, the modelled latent heat

flux is about 18.4 W m-2 lower compared to the observations, which could be related to the melting of

the snow cover on the ground. Note that snow cover is not explicitly modelled in SOSAA. However,

during summer, model and measurement show good agreement. For the winter and autumn months,

the simulated latent heat flux presents the similar overestimation as the sensible heat flux. In autumn,

only 37.5% of the modelled latent heat flux are within the 25th – 75th percentile range. For the other

seasons they are most of the time within this range. We want to point out that the measured fluxes in

the winter and autumn months are very low (< 10 W m -2) and an overall underestimation of heat fluxes

is normal when applying the eddy covariance technique (Foken, T., 2008) like at SMEAR II; hence

making it difficult to form a conclusion on the accuracy of either the model or measurement during

these periods.

Figure 1: Measured (obs, dots) and modelled (mod, solid lines) diurnal median sensible (SH, red) and

Latent (LH, blue) heat fluxes above the SMEAR II station (23 m) averaged for the four seasons over the

period 2007-2018 in subplots A-D. The letters in brackets in the subplot titles represent the months

used for the individual seasons. The 25th – 75th percentile is shown as shades and vertical bars for

modelled and measured fluxes, respectively. 
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Fig. 2 shows the observed and simulated averaged diurnal cycle of net radiation at 125 m for each

month in the period 2007-2018. Here, the net radiation is calculated as the total incoming short- and

long-wave radiation subtracting the total outgoing short and long-wave radiation at the canopy top.

Thus positive values represent more incoming than outgoing radiation and vice versa. The modelled

daytime values agree well with the measurements in autumn (September, October and November) and

early winter  (December  and January),  while  the model  overestimates  the measurements  from late

winter (February) through summer, with the exception of July. The overestimation occurs mostly at

noon with the averaged noon peak overestimated values ranging from ~20 Wm-2 to ~100 Wm-2. By

contrast, the modelled nighttime net radiation underestimated the measurements by about ~10 Wm -2 to

~50 Wm-2 on average from September to December and from January to March. In general, the model

is consistent with the measurements, and is able to capture the diurnal pattern and seasonal trend of net

radiation above the canopy.  Therefore,  considering the simulation results of SH and LH discussed

above, the model can predict a reasonable energy balance inside and above the canopy.

Figure 2: Observed and simulated  averaged diurnal cycles of net radiation at SMEAR II for each

month separately for the years 2007-2018.

In Table 1, the temperature and relative humidity represent the analyses of the measured data which are

used to nudge the model as mentioned above. The trend for daily mean temperature shows an increase

of +0.07 (+0.03; +0.21) K yr-1 for 2007-2018, which adds up to 0.8 K over the 12 years. This observed
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warming is in good agreement with earlier studies (Zhang et al., 2019, Räisänen, 2019). The relative

humidity shows an opposite behaviour for the same time and decreased at the SMEAR II station by

-0.54 (-1.42; +0.07) % yr-1 during the period 2007-2018. The reasons for this drop of RH could be

various. However, since the trend is not statistically signifcant, the result can be attributed to large

interannual variation. Similar to RH the daily downward shortwave radiation increase by +0.62 (-2.54;

+1.9) Wm-2 yr-1 is statistically not signifcant. A fgure showing the 12 years daily values and the trends

of the above discussed parameters is presented in the supplementary material (Fig. S2).

3.2 TREND OF INORGANIC GASES AND CS

The main inorganic gases (CO, O3, NO, NO2 and SO2) that are read in as input to SOSAA reflect the

influence  of  human impact  on  a  regional  scale.  Carbon monoxide  for  example  has  a  lifetime of

approximately 1-3 months (Seinfeld and Pandis, 2006), and the concentration levels reveal the impact

of large regional to hemispherical features. Nitrogen oxides and sulphur dioxide have lifetimes of days

to weeks, respectively, and they are mainly related to local or regional changes. At a clean background

station like SMEAR II, their concentrations are often below the LOD of the instruments. 

The 12-years concentrations of fve measured trace gases (CO, O3, NO, NO2 and SO2) and the aerosol

condensation sink (see Table  1 and Fig.  S2 in supplementary material)  all  show a negative trend

reflecting  the  decreased  anthropogenic  impact  on  these  gases  in  Europe  during  the  last  decades

(Hoesly et al., 2018). This trend for Europe was also confrmed by the latest EAA report (No 12/2018).

Our trend analyses of daily values show that NO and O3 concentrations only have a marginal decrease

of -0.04 (-0.33; +0.36) % yr-1 and -0.11 (-0.86; +0.02) % yr-1, respectively, while the concentrations of

CO, SO2 and NO2 drop by -0.48 (-1.74; +0.38) % yr-1, -2.38 (-4.13, +1.18) % yr-1 and -3.77 (-6.65;

-1.22) %  yr-1, respectively. We should notice that among these fve compounds, only SO2 and NO2

show a signifcant trend as the  confdence intervals for the other three gases are both positive and

negative and the PMK values are greater than 0.4. 

However, as pointed out in subsection 2.3, more than half of the SO2 and NO measurements are below

the LOD of the instruments. Table S1 (in supplementary material) shows the fraction of the NO and

SO2 measurements being below the LOD in a year-wise fashion. There is a clear increase from 2007 to

2018 for SO2 which points to a stronger decrease than the 2.38% per year mentioned above. For NO,

the amount of data measured below LOD are much higher. Note that in the evolutions of the mean

values and the 90th and 75th percentile for NO, no trend is observed concerning the quantity of days

below LOD (see also discussion in subsection 2.3). Further, there is a decrease in the condensation
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sink by +1.41 (-4.45; +1.32) % yr-1, partly related to the reduction of primary aerosol emissions from

traffic, industry and heating (Nieminen et al., 2014). However, this decreasing trend is not statistically

signifcant.

3.3 BVOC’S COMPARISONS AND TRENDS

3.3.1 VALIDATION OF MONOTERPENE MODEL RESULTS

At SMEAR II, monoterpenes are the dominant BVOCs (Bäck  et al., 2012), and they are the major

contributors to the OH reactivity of the measured organic compounds (Mogensen et al., 2015; Praplan

et al., 2019). Thus, accurate modelling of monoterpenes is a crucial component for calculating the OH

concentration. Furthermore, the monoterpenes (at SMEAR II) are climatically important because they

can be oxidized to form low volatile organic compounds (LVOCs) and hence contribute to secondary

aerosol formation (Roldin et al., 2019). Anthropogenic volatile organic compounds (AVOCs) are not

included in this study but their concentrations at the SMEAR II are small compared to BVOCs (Hellén

et al., 2018).

Fig. 3 shows the modelled versus the measured monoterpene concentrations between 0 m and 150 m at

SMEAR II.  Both the measurements  and the simulations  of  monoterpene  concentrations,  show an

increase in canopy and decline above the canopy. However, the peak from the measurements is at 8.4

m, while the model show the highest values at 16.8 m. Modelled and measured values decrease at a

similar rate above the canopy. The model results at 4.2 m and 8.4 m are lower than the measurements,

while  at  16.8  m,  the  model  overestimates  the  concentrations.  The  different  height  level  of  the

maximum could be related to the distribution of the emission inside the model (MEGAN) but also due

to the influence by micrometeorology (since small bias in the turbulence could have a big influence).

Another reason for the underestimation of the measured concentrations in the lower part of the canopy

could be related to the emission of monoterpenes from ground vegetation and soil  as reported by

Aaltonen  et  al. (2011).  Currently,  these sources of terpenes are not  included in SOSAA and may

explain the discrepancy in the lower canopy. For this reason, we compared the measured and modelled

monoterpenes concentrations for heights above the canopy (20-120m).
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Figure  3:  Vertical  profiles  of  measured  and  modelled  monoterpene  mean  concentrations  and  

standard  deviation  at  SMEAR  II,  Finland  for  the  years  2007-2014  and  2017-2018  (2015-2016

measurement data were not available). 

In Fig. 4 we compared the measured monoterpene concentrations against the model outcome between

20 m and 40 m for all years except years 2015 and 2016 (measured data were not available for this

period).  The  model  slightly  underestimates  the  monoterpene  concentrations  in  winter  while

overestimating the values in summer. In years when the summer was exceptionally warm (e.g. 2018),

the  model  overestimated  the  monoterpenes  concentration  by  a  factor  of  2-3.  The  reason  for  this

overshooting of the model during hot summers could be that the decrease of monoterpene emissions in

the forest through drought is not accurate represented in the emission module MEGAN. In general, 29

% of the time the modelled concentrations are within the range of 25 th and 75th percentile of  the

measured data points. 
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Figure 4: Measured and modelled monthly median values of monoterpene concentrations from 2007 to

2018 for the height interval 20 m-40 m. The 25th and 75th percentile for both data sets are shown as

vertical bars. 

Although the SMEAR II station is surrounded by a homogeneous pine forest, the distribution of the

biomass inside the forest and the vertical mixing lead to inhomogeneity of terpene distribution and

point measurement of concentrations at one height level might not be representative. Therefore, we

compared the model results with monoterpene flux measurements, which can represent the exchange

of the BVOCs over a footprint area (see Fig. S3 in supplementary material). The monoterpenes' fluxes

data were available only for the years 2010-2013, and comparison between modelled and measured

fluxes show that  they resemble each other.  The trend is  very similar  and 46.1 % of the time the

modelled values are in the range of the 25th and 75th percentile of the measurements.
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+0.77 (-0.1; +1.88) % yr-1 and +3.4 (+1.23; +6.02) % yr-1, respectively. This can partly be explained by

the growing canopy depth and dry weight of biomass (see subsection 2.1). 

3.4 LONG TERM TRENDS OF THE OXIDANTS 

3.4.1 OZONE – O3

Ozone is one of the most important oxidants in the atmosphere and thereby its trend during 2007-2018

will be discussed here based on the continuous measurements at SMEAR II.  Fig. S2b and Table 1

show that the ozone concentrations are relative stable over the 12 years (change is -0.11 (-0.86; +0.02)

%  yr-1).  While  there  is  a  weak  decrease  of  O3 during  daytime  (-0.17  (-0.83;  -0.06)  %  yr-1),  the

nighttime concentration is stable (change is -0.03 (-0.89; +0.13) % yr-1). Even though NOx, which is

one important parameter for the chemical production of ozone in the lower troposphere through VOCs,

decreases substantially during the same time, the decrease of ozone is negligible. A number of studies

have shown that in rural areas where NOx concentrations decrease (e.g. Ordenez et al., 2007; Boleti et

al.,  2018),  there  are  some areas  where  the  ozone  concentration shows  inevident  change  or  slight

decrease. 

3.4.2 HYDROXYL RADICAL - OH

The hydroxyl radical, OH is the most important oxidant in the troposphere and it is the major “cleaning

protagonist” in the atmosphere by reacting with nearly all trace gases including the vast number of

VOCs emitted from the boreal forest. OH is also the most important sink term for methane (CH4), the

second most important greenhouse gas, responsible for approximately 20 % of induced global radiative

forcing since pre-industrial  times  (Turner  et  al.,  2018).  OH is  also crucial  for  the sulphuric  acid

production and in this way, it indirectly influences the formation of secondary organic aerosols (see

subsection  3.5).  Therefore,  it  is  important  to  study  the  trend  of  the  OH  concentrations  and  to

investigate whether increased temperature or changes in the gas-phase composition in the atmosphere

during the last decade at the SMEAR II station had an impact on the OH concentrations. 

The OH measurements are difficult and expensive and therefore measurements of OH at the SMEAR II

are rare. In this study, the measurements from the EUCAARI 2007 (Kulmala  et al., 2011) and the

COPECC-HUMPPA in 2010 (Williams  et  al.,  2011)  campaigns  were used  to  evaluate  the  model

performance. To test the simulated OH concentration, we compared measured data from these two

campaigns against the model results (Fig. 5). Fig. S4 in supplementary material presents the scatter
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plots and the daily patterns of both campaigns. Detailed descriptions of the instruments applied for the

OH measurements are provided in Kulmala et al. (2011) and Williams et al. (2011). 

During the campaign in 2007, the model overpredicted the OH concentrations substantially but the

model performance show better agreement in 2010. The main cause for the discrepancies between the

two measured data sets is related to the two different seasons (May and August) the campaigns were

conducted. The reason why the model agrees well with the measurements in August and rather poorly

in May is more complex. Additional studies comparing measured and modelled OH-reactivity at the

same location (Mogensen  et al. 2011 and 2015; Arnaud  et al.,  2019) showed a high missing OH-

reactivity while including all measured gaseous compounds in SOSAA. These discrepancies indicate

the existence of unknown compounds during springtime and early summer, which are not included in

SOSAA.  Preferred reaction of those species with the hydroxyl radical might explain the simulated,

strong overestimation of the OH concentration at the SMEAR II.  Note that the uncertainty of point

measurements is considerable for the boreal forest environment as already mentioned in subsection

3.3.1. The overall conclusion is that SOSAA is able to simulate the OH concentrations at SMEAR II in

a sufficient way during summer but overestimates OH in spring. There are no measurements for other

seasons available for comparison.

Figure 5: Measured versus modelled hydroxyl radial concentrations for two periods during the 

EURCAARI (A) and the COPPEC-HUMPPA (B) campaigns.
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Fig. 6 provides the time-series of modelled OH concentrations from 2007 to 2018. The concentration 

of OH increased by +1.56 (-0.8; +3.17) % yr-1 during daytime and +2.79 (+0.89; +4.53) % yr-1 at 

nighttime. The concentration shows a clear seasonal cycle with peaks in spring and late summer, which

partly result from the patterns of ozone (peak in spring, see Fig. S2) and the solar irradiance (peak in 

summer, see Fig. S2), both required to produce excited oxygen atoms (O(1D)). As the daytime OH 

concentration is the most important compound for the oxidation capacity of the atmosphere (Mogensen

et al., 2015), we only show the daytime mean OH concentration in Fig. 6.

Figure 6: Modelled OH concentrations for the years 2007 to 2018 at the SMEAR II station. Plotted are

the daytime median values and the trends calculated with the linear fit and running median method 

which are described in detail in subsection 2.3.

The increasing trend of the OH concentrations at the SMEAR II station is somehow surprising on the

frst view, considering the increase of the monoterpene concentrations for the same period. Besides

reacting with OH and being a sink term for OH, monoterpenes also produce OH through reaction with

ozone. This is the main source of OH during dark conditions at SMEAR II and the nighttime increase

of the hydroxyl radical by about 2.8%  yr-1 is related to this mechanism. However, the absolute OH

nighttime concentrations are less than one tenth of the daytime values and therefore the ozonolysis of

monoterpenes has only a small contribution to the daytime increase of OH in our calculations. As

pointed out in earlier publications (e.g. Boy et al., 2006; Praplan et al., 2019), carbon monoxide (CO)

is the main sink term for OH and accounts for about 40% of the removal of OH in the troposphere. CO
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has a lifetime of 1-3 months (Seinfeld and Pandis, 2006) and has decreased since the 1990s, as shown

by Greenland frn air records (Wang et al., 2012; Petrenko et al., 2013) and by surface flask samples

collected at few sites (Khalil and Rasmussen, 1994; Novelli et al., 2003; Gratz et al., 2015; Schultz et

al., 2015). The drop of  CO in our study (0.5% yr-1) affects the OH trend more than the increase of

BVOCs as other important parameters concerning the OH production (e.g. solar irradiance or ozone

concentrations) are more or less unchanged during the 12 years. Additionally, the hydroperoxyl radical

(HO2) surprisingly indicates a positive trend of +2.89 (+0.81; +4.74) % yr-1, even stronger compared to

OH. This is related to the decrease of the NO concentrations as the nitrogen monoxide is by far the

most important sink term for HO2 (Boy et al., 2006).

3.4.3 NITRATE RADICAL – NO3

The  nitrate  radical  simulated  in  this  study  can’t  be  validated  by  observations,  due  to  lack  of

measurements at the SMEAR II.  However, by constraining SOSAA with accurately measured NO2

concentrations, we assume that the predicted NO3 concentrations are reasonable. The rapid photolysis

of NO3 and the reaction with NO typically reduces its lifetime to a few minutes during daytime. The

main contribution of the nitrate radical to the oxidation capacity of the atmosphere is during nighttime.

Based on this, we will focus our analysis on the nighttime period.

Figure 7: Modelled NO3 concentrations for the years 2007 to 2018 at the SMEAR II station. Presented

are the nighttime median values and the trends calculated with the linear fit and running median

which are described in detail in subsection 2.3. 
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Fig. 7 presents the nighttime median NO3 concentration and the trends for the selected 12 years. The

seasonal cycle shows a double-peak in late autumn and early spring, respectively. The reason is that the

NO2 concentration is highest during these periods (see SF2 in supplementary material). As for the

trend, the daytime and nighttime inter-annual trends are quite alike. The decreasing trend at night-time

(-3.92 (-6.49; -1.79) % yr-1) is slightly higher than the decreasing trend at daytime (-2.46% yr-1). The

running median also shows an oscillation of 3-3.5 years during the years 2007-2018, but since this

period is relatively short, it is hard to conclude on the reasons. 

3.5 SULPHURIC ACID MODEL COMPARISON AND LONG-TERM TRENDS 

According to the latest global chemistry-transport model simulations, which used state-of-the-art new

particle formation (NPF) parameterizations from the CLOUD chamber experiments in CERN (Kirkby

et al., 2016; Riccobono  et al.,  2014), present daytime NPF can almost exclusively be explained by

H2SO4 clustering  with  either  ammonia  or  organic  compounds  formed  from  OH-oxidation  of

monoterpenes (Dunne et al., 2016; Gordon et al., 2017). Roldin et al. (2019) very recently reproduced

observed NPF by  considering  sulphuric  acid  together with  ammonia  and/or  ELVOCs  during  two

periods in spring 2013 and 2014. Hence it is crucial for all NPF analyses to know the concentrations of

H2SO4 and how they have changed in the past and will change in the future. 

Sulphuric acid was measured at SMEAR II during the last years for several periods. In Fig. 8, we

provide a comparison with the outcome of our model simulations for the years 2016 to 2018 (scatter

plot  and daily distributions for these data sets are provided in SF5 in supplementary material).  A

detailed description of the instrument used in this study to measure sulphuric acid at the SMEAR II is

provided in Jokinen et al. (2012).
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Figure 8: Measured and modelled daily median sulphuric acid concentrations at SMEAR II for the 

years 2016-2018.

During most of the daytime in spring and summer, the model tends to underestimate the measured

concentrations but shows a very good agreement for the same time of the day during autumn and

winter. At winter nighttime, the observations are partly below the model results and reach values down

to a couple of hundreds of molecules per cm3. However, the LOD of the instrument is 4E4 molecules

cm-3 (Jokinen et al., 2012) and most of the measurements during that period are below the LOD. Both

the model and the observations present an interesting pattern for the three years: a peak in early spring

and then a continuous decline of concentrations for the rest of the year. There is a smaller second peak

in summers visible in the model data set, but these peaks are weaker compared to the spring peaks as

can be also seen in Fig. 9, which provides the modelled 12 years daytime median concentrations of

sulphuric acid.
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Figure 9: Modelled sulphuric acid concentrations for the years 2007 to 2018 at the SMEAR II station.

Shown are the daytime median values and the trends calculated the linear fit and running median

which are described in detail in subsection 2.3. 

The reason for this pattern which is visible in the model outcomes for all years is a combination of

mainly three effects: SO2, one of the two main precursors for H2SO4, is peaking in late winter and early

spring and OH reaches its yearly maxima in spring. Additionally, the condensation sink, representing

the rate of  how fast  sulphuric acid molecules  will  condense on the existing particles,  has  a clear

maxima in summer (SF2 in supplementary material). These three parameters are mainly responsible

for the sulphuric acid pattern. Note that a similar pattern has been observed for the occurrence of NPF

events at the SMEAR II for several years (Nieminen et al., 2014).

Nieminen at al. (2014) predicted the trend of sulphuric acid based on a proxy calculation (see next

subsection) with -1.3% on NPF days and -0.3% on non-NPF days per year for the years 1997-2012. In

our study, we applied SOSAA simulations for the years 2007-2018 for the same location. Our model

results predict a stronger decrease of daytime H2SO4 of -5.12 (-11.39; -0.52) %  yr-1 (see Table 1).

However, the confdence interval of this trend is quite broad, which tells that caution should be taken to

interpret this trend too far to the future. The trend in the studied time span is greatly influenced by the

large yearly variation, especially year 2016 deviates, which can be seen in Fig. 9. However, this strong

drop for 2016 is not visible in the OH concentration but is more related to relatively low values of SO 2

during this year (especially during the summer months). Although the CS values during the frst half of
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this  year  are  low  compared  to  other  years  and  thus  would  point  to  even  higher  sulphuric  acid

concentrations, the very low sulphur dioxide concentrations seems to have a stronger impact on the

H2SO4. 

3.6 PROXY COMPARISON FOR OH, H2SO4 AND NO3

During the last years, several proxies have been developed for compounds like the hydroxyl or the

nitrate  radical,  due  to  absence  or  sparse  long-time  observations  for  these  parameters.  In  this

subsection, we will compare some of these proxies with the outcome of our model simulations for

SMEAR II. This, however, should not be seen as a validation of the proxy but rather to investigate how

well simulations agree with them. The proxies compared were developed based on datasets from the

SMEAR II. 
The frst proxy we compare is for the OH radical.  It is based on a publication by Nieminen at al.

(2014). The results of the proxy, together with the outcome of the model simulations, are presented in

Fig. 10. In this proxy, the hydroxyl radical is calculated as;
[OH] = ((8.4 * 10-7 / 8.6 * 10-10) * UVB0.32)1.92                 Eq. 1

Here UVB presents the ultraviolet irradiance measured at SMEAR II. The modelled and the proxy OH

concentrations show a similar trend from October to April but start to diverge from May to September

with  the  highest  discrepancy  around  late  May  to  late  June.  During  this  time  the  modelled  OH

concentrations  are  about  two-fold  higher  compared  to  the  proxy.  Later  in  the  year  from July  to

September the modelled values are still higher compared to the proxy but the discrepancy decreases. 

As pointed out in subsection 3.4.2, we believe, based on OH-reactivity measurements at SMEAR II,

there  exist  missing compounds reacting with OH.  Taking this  into account and assuming that  the

missing compounds originate from the local  ecosystem with maximum emissions during the most

biologically active period, the modelled OH concentrations are potentially too high during spring and

summer and the proxy would be more accurate at these times. However, as long as these unknown

compounds are not identifed and no long-term measurements of OH at the SMEAR II exist, any fnal

conclusion about whether the proxy or the model is more correct can only be speculation.
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Figure 10: Yearly mean daily time series of OH concentrations estimated by SOSAA (Model) and a 

proxy parameterisation (Proxy) for the year 2007-2018 at SMEAR II. Details for the applied proxy are 

provided in the text.

The  next  proxy  we  compare  with  our  model  simulations  is  for  sulphuric  acid.  It  is  based  on  a

parameterization method from Petäjä et al. (2009). The proxy is calculated as follows,

[H2SO4] = k * [SO2] * UVB / CS             Eq. 2

Here UVB stands for the ultraviolet irradiance,  CS for the condensational sink and [SO2] for the gas

phase concentration of sulphur dioxide. The scaling factor k is an empirically derived factor, which

scales the proxy variables to correspond to the measured sulphuric acid concentrations. As already

pointed out in the previous subsection, the modelled sulphuric acid concentrations show a clear peak in

early spring and then a nearly continuous decrease for the rest of the year (see Fig. 11). The proxy

follows  this  pattern  almost  identically  from  April  to  September  but  exceeds  the  modelled  data

approximately by a factor of 2 during the months from October to April. As the measured values for

this period seems to agree well with the model results, we conclude that the proxy in autumn and

winter overestimates the H2SO4 concentrations considerably and we assume that for this parameter, the

model provides a more realistic picture of the sulphuric acid concentrations.
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Figure 11: Yearly mean daily time series of H2SO4 concentrations estimated by SOSAA (Model) and a 

proxy parameterisation (Proxy) for the years 2007-2018 at SMEAR II. Details for the applied proxy 

are provided in the text.

The last proxy we want to compare against model results is for the nitrate radical. It is based on a

publication by Kontkanen et al. (2016). The concentration of NO3 is calculated based on the following

equation: 

[NO3] = kO3+NO2 * [O3] * [NO2] * τNO3             Eq. 3

Here  kO3+NO2 is the temperature-dependent reaction rate coefficient between NO2 and O3, which was

calculated from a temperature-dependent relation (Atkinson et al., 2004; see Table A1 in Kontkanen et

al., 2016). τNO3 is the lifetime of NO3 and a detailed description on the prediction of τNO3 is available in

the manuscript by Kontkanen et al. (2016).

Besides O3, the nitrate radical is the most important oxidant during nighttime and has an important

contribution to BVOC oxidation during nighttime (Mogensen et al., 2015). However, until now, NO3

measurements  at  SMEAR II  are  rather  limited and most  of  the existing data  achieved during the

COPECC-HUMPPA campaign in 2010 (Williams  et al., 2011) and the IBAIRN campaign in 2016

(Liebmann et al., 2018) were below the LOD.
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Figure 12: Yearly mean daily time series of NO3 concentrations estimated by SOSAA (Model) and a 

proxy parameterization (Proxy) based on reference for the year 2007-2018 at SMEAR II. Details for 

the applied proxy are provided in the text.

Thus, a robust estimate for NO3 concentration for the whole year is needed. Previous studies assumed a

steady state between the production of NO3 from the reaction between O3 and NO2 and the removal of

NO3  (Kontkanen et al., 2016). This gap could be flled by our study. By applying this approximation,

we derived the monthly median NO3 proxy between 2007-2018. A comparison between the proxy and

the model data shows that the long term trend from both methods are in very good agreement (Fig.

12). As those two methods applied here agree very well, it is likely that the predicted values for NO 3

are reliable and could be applied in further studies. 

4. SUMMARY AND PERSPECTIVES 

In this study we investigated the trends of various measured and modelled meteorological parameters

and gaseous compounds at the SMEAR II station in southern Finland for the period 2007-2018. The

main focus was on the hydroxyl and the nitrate radical as well as on sulphuric acid, as no long-term

measurements of these compounds exist. To validate the SOSAA model, we frstly compared the OH

and H2SO4 simulations with the intensive measurements from several campaigns. For H2SO4 the model

underestimates the measured values in spring and summer but reproduces the measurements for the

rest of year. OH was only measured during two short campaigns in May 2007 (Kulmala et al., 2011)
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and August 2010 (Williams et al., 2011). The comparison between observed and modelled OH yielded

different results in the campaigns of May 2007 and August 2010. In 2007 the model predicted about

twice as high values as measured whereas in 2010 the model agreed quite well with measurement,

reflecting the existence of an unknown sink(s) in spring and early summer. 

The long-term trends (12 years) of the two important oxidants OH and NO3  was investigated. Our

results indicate that the OH concentration is increasing during this period with a rate of +1.56 (-0.8;

+3.17)  %  yr-1 for  daytime.  The  main reason is  likely  decreasing  carbon monoxide concentrations

(~0.5% yr-1) which is the main sink term for OH. This result was surprising as the monoterpenes, the

main biogenic VOC at the SMEAR II increased by about +3.4 (+1.23; +6.02) % yr-1 and react strongly

with the OH. Therefore, the predicted OH trend shows that the climatic temperature increase (~0.8K in

12 years at SMEAR II) and the followed rise in BVOC emissions is buffered by a decline of carbon

monoxide. In case the current negative trend in CO continues – mostly related to improved combustion

techniques – the OH will slightly rise or at least stagnate at the present level which reflects a positive

impact on the atmospheric oxidation capacity. Vice versa is the situation for NO3 showing a nighttime

decrease  by  -3.92  (-6.49;  -1.79)  %  yr-1 which  is  caused  by  the  drop  of  nitrogen  dioxide.  As  all

anthropogenic NOx emissions in Europe have decreased signifcantly during the last decades (EAA

report  No  12/2018)  and  are  predicted  to  decrease  further,  we  expect  that  the  nitrate  radical  will

continue to drop in the future.

Sulphuric acid was investigated as it is one of the most important precursors of new particle formation

(NPF). The outcome of our study indicate that the sulphuric acid concentration is decreasing with

-5.12 (-11.39;  -+0.52)  % per  year  during daytime,  which likely is  related to  the reduction in  the

emissions of sulphur dioxide in Europe during the last decades (EAA report No 12/2018). In case the

negative trend of sulphuric acid (steered by SO2) will continue in the next decades, it could affect the

amount of NPF events in the boreal region signifcantly. However, whether or not this will  have a

positive or negative impact on our future climate is currently unclear.  In the past,  it  was typically

assumed that  NPF events will  provide more CCN followed by more cloud droplets,  leading to an

increased albedo through “brighter” clouds (e.g. Makkonen et al., 2012). In this way, NPF will cool

the planet  and counteract  the effect  of  greenhouse gases. However,  quite  recently Roldin and co-

workers’ (2019) research result counteracts this assumption by stating that the tiniest particles, under

some conditions, are increasing in size at the expense of the larger aerosol particles over the boreal

forest  – and it  is  only the latter  that  have a cooling effect  on the planet.  Facing the controversial

discussion on this topic in the scientifc community, it is difficult to state whether the decrease of
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sulphuric acid should be seen as positive or negative. However, it is certain that H 2SO4 has decreased

in the last decades and, most likely, will continue to drop in the future.

Proxies are commonly applied in case limited amount of parameters are measured and no detailed

model simulation are available. We compared concentrations for OH, NO3 and H2SO4 calculated from

proxies (Nieminen at al., 2014; Petäjä et al., 2009; Kontkanen et al., 2016) with our model outcomes.

Our comparisons showed that the proxies for the OH and H2SO4 agree at certain times of the year very

well with the model results but also differ signifcantly during other periods. For the nitrate radical, the

model and proxy results are in good agreement. 
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