
We thank all the constructive comments from two reviewers. The following texts are the 
response to the reviewers.  

The normal italic font is original reviewer comments, smaller green font is authors’ responses, 
and the small blue italic font is the changes in the revised version. 

 

Anonymous Referee #1  
Received and published: 2 February 2021 

The manuscript by Chen et al. describes the Organic Aerosol (OA) Source Apportionment 
results of one year long measurements carried out by an aerosol chemical speciation monitor 
(ACSM) in Magadino, a rural village located in the south of the Swiss Alpine region, one of the 
most polluted areas in Switzerland. The Authors applied positive matrix factorisation (PMF) 
and identified well known OA factors: two primary OA factors (traffic-related hydrocarbon-like 
OA, HOA and biomass burning OA, BBOA), and two secondary factors (a less oxidised 
oxygenated OA, LO-OOA factor, and a more oxidised oxygenated OA, MO-OOA factor) plus 
a socalled local OA (LOA) factor. The main novelty of the study is the application (for the first 
time on a rural site) of a new "rolling" algorithm to account for the temporal changes of the 
source profiles in PMF. Thus, in addition to the description of the main components that 
characterise OA in the site under examination, the manuscript presents a detailed comparison 
between the more traditional methods of applying PMF and the new "rolling" method 
suggested as the best approach to improve the representativeness of the factors identified. 
The Authors also calculated the uncertainties (σ) for the modelled OA factors (i.e., rotational 
uncertainty and statistical variability of the sources) finding values ranging from a minimum of 
±4% (LOA) to a maximum of ±40% (LO-OOA). The manuscript represents a huge effort with 
the aim of improving OA source apportionment PMF capability and it is of possible interest for 
a large audience of the atmospheric organic aerosol community. However, the text results 
quite hard to read and it is not completely clear in some parts because of a low-quality 
presentation and organisation of figures and sections (both in the main text and in the SI). 
Moreover, the significance of the improvement provided by the new method should be clarified 
better (given the huge amount of analyses required to apply it). For this reason, my suggestion 
is to accept the paper only after a strong re-organisation of the text and after the consideration 
of some major issues listed below. 

We thank the reviewer for the positive feedback about the novelties as well as the significances of this study. 
We also believe this work will be the role model for future studies that want to apply the same approach for a 
long-term dataset.  

 

Major issues and general comments:  

The amount of data presented, the number of different methodologies and settings together 
with their evaluations make already complex to follow the discussion and understand the main 
results. Additionally the text is fragmentary, with too many mixing up with SI (sometimes with 
wrong references). All this makes too hard to follow the discussion and to find out the scientific 
relevance of the whole work. I strongly recommend to reorganise the paper, summarising in 
the main text the most fundamental approaches and results and leaving technicalities to the 
SI (which should be better organised as well).  

We thank the reviewer's valuable suggestions. We have reorganised the structure of the manuscript. We 
moved most of the methodologies and settings into SI as suggested, and we have added a table of content 
for the SI to give the reader a good overview of the paper, sequences of the figures in SI were also reordered 
to follow the storyline for both main text and SI. 

 



The rolling analysis is for sure an interesting attempt to deal with the temporal changes of the 
source profiles in PMF running over long-term datasets. On the other hand, it requires a huge 
amount of PMF runs (several thousands) which are very time consuming and expensive in 
term of calculation resources. This can be particularly true if someone hypothesise to extend 
the same approach to high-resolution AMS data or other datasets in which the number of 
variables can be substantially higher. Moreover, it is not clearly quantified the improvement of 
using the rolling approach with respect to the seasonal: I mean, if the the rolling is leading to 
estimations with uncertainties up to 40% for OOA factors and the improvement in 
quantification of the same factors is of the order of 5-10% someone can argue that the game 
is not worth of the effort. I'm not saying this is true, but in my opinion the Authors should add 
a more comprehensive (even if synthetic) description (motivated by numbers) of the 
advantages/disadvantages of the rolling approach together with recommendations on how 
and when the approach can be profitably used or not. 

We appreciate the comments from the reviewer. Indeed, rolling PMF requires huge efforts from the user. 
However, for several year-long datasets, rolling PMF is a faster and easier way to understand the trends of 
OA sources. In addition, the rolling PMF tends to get two well-separated OOA factors with the smaller rolling 
window. However, with the seasonal PMF it is sometimes difficult to get a clean separation of two OOA 
factors, especially during winter seasons. Moreover, compared with conventional seasonal PMF, bootstrap is 
often necessary to get stable solutions, which requires at least 100 runs per season. For instance, as the 
winter season has 3000 data points, 100 runs with bootstrap enabled will easily take 4.5 hours (160 secs/run) 
approximately. However, for the rolling PMF, with 50 repeats per window (window size=14 days), 3000 data 
points in winter typically need 4500 runs, but it only takes roughly 3 hours (2-3 secs/run). Therefore, rolling 
PMF is actually computationally less expensive than the conventional seasonal PMF. 

We added recommendations on when and how the rolling PMF can be advantageous as well as the limitations 
of the rolling analysis at the second last paragraph of the Conclusion: “Therefore, the rolling PMF is highly 
useful when the user wishes to better separate OOA factors (especially during cold seasons) and better 
represent the measurements. In addition, we will also recommend using the rolling PMF to facilitate the 
analysis of long-term trends of OA sources with some prior knowledge of OA sources. However, it remains 
challenging to objectively define the transition point to an improved source apportionment for rolling PMF 
analysis when a different number of OA factors is necessary for different periods. An upcoming manuscript 
Via et al. (in prep.) will present more details of the comparison between rolling and seasonal results for 
multiple datasets.” 

Specific comments 

Abstract P2, L22: "cite" probably misspelled for "city" 

Corrected 

 

P2, L27-28: the sentence is redundant: it was already introduced few lines above the 
distinction of OOAs in two main types. 

The sentences have been corrected to "OOA (sum of LO-OOA and MO-OOA) contributed 71.6% of the OA 
mass, varying from 62.5% (in winter) to 78% (in spring and summer)." 

 

Introduction P4, L83: here as well as along all the text, please revise the references: you 
should reorder them based on the years of publication. 

Corrected 

 

P7, L144-146: where is the comparison? Reading this sentence, it seems in Fig. S1 we should 
find the comparison between different CE, but it's not the case. Please rephrase the sentence 
clarifying better what is presented in Fig. S1. Consider also that Fig. S1b is not introduced at 
all in the text neither explained in SI.  

We made the comparison between two different approaches (time-dependent CE and constant CE) in terms 
of the correlation between these independent measurements (anion mass concentrations from PMR2.5R filter 



samples, chromatography samples, and TEOM data of PMR2.5R and PMR10R). However, it would be too much to 
show the comparisons. Therefore, we move this part into the Section 1 in the SI to describe in more detail 
how we decide on the CE. In addition, the descriptions of Fig. S1b and Fig. S1c have been covered in this 
section. 

 

P11, L230 and all Section 2.6: there is a lot of confusion between this section and the 
Supplementary Section 2. It is difficult to follow and understand the steps and what is 
happening. For example, you mention here the socalled Local OA factor (LOA) but you 
introduce it much later in the text (and, since it is not a standard factor, it is difficult to 
understand the motivation of the described procedure). Moreover, you discuss figures of SI 
starting from Fig S6 here, and only later the previous ones. For this reason, please consider 
to reorganise substantially the text between this section and the corresponding SI section. 

We thank the reviewer for the great suggestion. We have moved and reorganised the structure of the paper 
substantially. In the revised version, we described the major differences and similarities of methodology 
between this study and Canonaco et al. (2021) in the main text (now last two paragraphs in Section 2.5). 
Also, the LOA (which has been changed to 58-OA in the revised version) was introduced in both the main 
text and the SI in a more organized sequence in the revised version. In addition, we moved the detailed 
descriptions of the steps of our analysis into the SI. Also, we have reorganised the sequences of figures in 
the SI to follow the storyline for both the main text and the SI.  

 

P16, L356: again, LOA factor is discussed but it is not introduced/described yet. Please 
introduce it before commenting on it: since it is not a standard factor you would need to add 
spectra and explanations before. 

Thanks to the reviewer's suggestion, we discussed the m/z 58 related OA (58-OA) factor in Section 2.5 
(revised version), which is before this section. 

 

P17, L359-364: which kind of tests? It is not clear what you have done here. Consider to 
rephrase or to remove. Moreover, are you sure you are citing the right figure here? Fig S6 
looks unsuitable to me here. 

We thank the reviewer for the suggestion, and we have removed the citing of the figure. It was a test about 
PMF runs with a different number of factors. We rephrased the sentence to "For the factor(s) with a secondary 
origin, we performed PMF models with a different number of factors (3–6) to assess if the oxygenated OA 
(OOA) factor is separable without mixing with primary organic aerosol (POA) factors (with a high contribution 
of m/z 44 that is likely dominated by the COP

2+
P ion, derived from the decomposition of carboxylic acids 

(Duplissy et al., 2011). We conducted these tests (with a different number of factors) independently for 
different seasons (autumn 2013, winter, spring, summer, autumn 2014)." 

 

P17-18, L380-391: Consider to anticipate this introduction of LOA factor, as mentioned before. 
Moreover, why do you call this factor as "Local OA"? If I understood well it is clearly the result 
of an instrumental artifact: it is interesting that PMF can isolate also this kind of problems, but 
you should explain and put the emphasis on this. 

As addressed in the previous response, we agree with the reviewer that there is insufficient evidence to 
conclusively assign this factor to local emissions. Therefore, we now label this factor in terms of its observed 
spectral features as "58-OA". The surface ionization changes due to the switch of the filament in the middle 
of the campaign and constraining of this factor during PMF analysis led to overestimation of its mass 
concentration. The time series of it should be always considered as the upper limit of this source, and the real 
mass concentration of it could be substantially lower. However, since the mass concentration remains low, 
we still consider it as a minor factor. Therefore, we only include it in the PMF analysis without further 
exploration of its potential source. To better explan the 58-OA, we therefore modified the introduction of this 
factor in Section 2.5 (revised version) as follows: The 58-OA was dominated by nitrogen-containing fragments 
(at m/z 58, 84, and 98). In general, ACSM estimates organic m/z 98 signal by dividing organic m/z 84 to a 
factor of 2 according to the fragmentation table of organic species that was provided by Allan et al. (2004). 
Thus, the intensity of m/z 98 is always half of the intensity of m/z 84 in each factor. This 58-OA only appeared 



after the filament was switched on 14 April 2014. The instrument setup thus strongly influenced the sensitivity 
of these components (likely due to influences of surface ionizsation). The nitrogen-containing ion, m/z 58, 
was also observed in Hildebrandt et al. (2011) due to the enhanced surface ionisation in a certain period. In 
addition, the potassium signal enhanced at the same time, which further corroborated our hypothesis of the 
enhanced surface ionisation. Also, since this factor was constrained through the whole dataset, the PMF 
model overestimated the mass concentration of this factor significantly, which leads to high uncertainties for 
the 58-OA. Therefore, the time series of this source should be considered as the upper limit, and the real 
mass concentration of it could be substantially lower. However, with the low mass concentration of the 58-
OA during the whole campaign, we considered it as a minor factor. Thus, this factor was considered in the 
PMF analysis, but no further interpretation of its potential source will be attempted in this manuscript.” 

 

The PMF model is capable of isolating this kind of factors, indeed, based on results from unconstrained PMF 
and constrained runs with a different number of factors, we could always identify this factor. This is because 
both the factor profiles and time series are so distinct that PMF could easily pick it up. Therefore, as the 
reviewer suggested, we emphasised it by adding the following sentence in this paragraph (P15, line 334 in 
the clean revised version): "In addition, the time series and factor profile of 58-OA were so distinct that PMF 
could easily resolve it." 

 

P18, L394: Supplementary Section 4 is introduced and discussed before Section 3. The 
Supplementary Figure (Fig. S10) discussed here is instead postponed. This is misleading and 
create confusion. 

We thank the reviewer for the great suggestion. We have introduced Section 3 before this sentence in the 
revised version. 

 

P19, L422-424: why do you introduce Fig. 7 before Fig. 6? This sentence is anticipating the 
topic creating confusion. Please rephrase or remove it. 

Removed 

 

P20, L436-437: Could you please elaborate more on the peaking concentrations at 10–11 
a.m.? Why the daily maximum is so late in the morning? I'm used to thinking that the diurnal 
evolution of PBL leads to more dilution and so lower concentrations of pollutants and that it 
starts earlier in the morning. I suppose there is a late sunlight illumination of the ground at the 
site, but it should be explained clearly because it sounds weird. 

As discussed in the last paragraph of Section 3.1, the delayed peak concentrations at 10–11 a.m. were most 
likely due to some meteorological conditions (low wind speed and delayed illumination of the valley site). 
These meteorological conditions could influence vertical diffusion processes locally and regionally, which 
caused the delayed peak of all pollutants. We, therefore, modified the sentence to "As discussed above, 
during winter, all of the air pollutants, including all PMF factors peaked concurrently at 10–11 a.m. (local time) 
due to delayed illumination of the valley site and slow wind speed near the ground (light blue markers in Fig. 
2 for total PMR1R and Fig. 5b)." 

 

P23, L519-521: what do you mean with "more complex aging processes"? It is not clear and/or 
highly speculative. It is actually demonstrated by an increasing number of studies that OOA 
formation and ageing is complex also under low temperature and dark conditions. If you mean 
that the higher variability at higher temperature could reflect different sources/precursors 
emissions enhanced at higher temperature (e.g., higher emissions of biogenic VOC and the 
subsequent mixing with preexisting OOAs or whatever) you should explain it better. 

We thank the reviewer for this comment. The sentence has been modified to "This was most likely due to the 
increase of biogenic emissions and the increasing photochemistry (high OR3R and NOR2R concentration) at high 
temperature (>20 °C), which caused the complexity of the OOA sources." These high-temperature points 



were mainly from summer, and the OR3R concentration was also very high at the same time (as shown in 
Figure. R 1). Therefore, we changed the statement to explain it in a better way, as the reviewer suggested. 

 
Figure. R 1 Absolute statistical uncertainties of PMF for Total OOA (LO-OOA+MO-OOA) for all data: (a) The 
data points are colour-coded by date and time and (b) the data points are colour-coded by OR3R concentration 
(ppb). 

 

P24, L528-534: this is interesting. But the sentence is quite problematic. Can you elaborate 
more on it? Do you believe it can be also a question of selective water solubility of 
components? 

The text has been modified into "Figure 9a shows that the rolling results had a higher OOA concentration 
during the winter season than the offline PMR2.5R/PMR10R results, while the rolling results present a lower BBOA 
concentration during the winter season than the offline PMR2.5R/PMR10R results (Fig. S11b). As shown in Fig. 9b, 
the LO-OOA in the rolling results were heavily affected by biomass burning with apparent biomass trace ions 
(i.e., m/z 60 and 73). The offline results apportioned this biomass burning-affected LO-OOA to BBOA, 
whereas the online ACSM measurements with a higher time resolution were capable of capturing the fast 
oxidation process of biomass burning sources. In addition, the rolling PMF technique enabled the LO-OOA 
factor profile to adapt to the temporal viabilities of OA sources, so the relatively aged biomass burning related 
OA was apportioned to LO-OOA during winter time by rolling PMF. Therefore, the offline AMS technique 
tended to underestimate OOA but overestimate BBOA in this study. " 

Daellenbach et al. (2016) suggested a good recovery rates for BBOA and OOA from offline PMF techniques, 
with 65% and 89%, respectively. In general, OOA is relatively more soluble than BBOA. Of course, the water 
solubilities of different factors could play a role in this phenomenon, but it was not the main reason behind it. 
Because the relatively low solubility of BBOA could not explain the offline results which had a higher BBOA 
concentration, it could not explain the sudden jump of the difference of the OOA concentration during the 
winter season between the rolling and offline results. Therefore, we do not believe that the selective water 
solubility of components plays a vital role in this phenomenon. 

 

Conclusions: expressions like "a somewhat better solution" or "more realistic results" are quite 
subjective and vague. "More realistic" based on what? What is the real improvement of using 
rolling PMF instead of more traditional (and less time-consuming) methodologies in term of 
identification and especially quantification of OA sources? You should clarify it better here in 
the conclusions. And possibly you should add a more comprehensive description (motivated 
as much as possible by numbers) of the advantages/disadvantages of the rolling approach 
together with recommendations on how and when the approach can be profitably used or not. 

Thanks to the reviewer's comments, we rephrased the sentence as follows: "Overall, the rolling PMF provided 
slightly better correlations with external tracers, especially between the OOA factors and corresponding 
inorganic secondary salts. In addition, the rolling PMF results provided a better representation of the 
measurements by adapting the temporal variations of OOA factors in the fR44R vs fR43R space, which also led to 

(a) (b) 



much smaller scaled residuals than for the seasonal PMF. Therefore, the rolling PMF is highly useful when 
the user wishes to better separate OOA factors (especially during cold seasons) and better represent the 
measurements. In addition, we will also recommend using the rolling PMF to facilitate the analysis of long-
term trends of OA sources with some prior knowledge of OA sources. However, it remains challenging to 
objectively define the transition point to an improved source apportionment for rolling PMF analysis when a 
different number of OA factors is necessary for different periods.” 

 

Figures General low quality, with too small font sizes making difficult to read labels of the axes 
and legends. Sometimes problematic also the choice of colors (e.g., Fig. 5 and 9a). Please 
check the readability of all the figures in the main text, in the Appendix A and in SI. 

We really appreciated the reviewer's suggestions. We have improved all figures as recommended. Please 
find more details in the revised version. 

 

Figure 3: given that the x-axis (the time period) is common to all the panels, please consider 
to use only one or at least to make them of the same length (in order to improve the readability 
and the comparison between the different time trends) 

Modified as suggested: 

 
Fig. 3 Annual cycles of OA components: (a) absolute and (b) relative OA contributions plotted as 30-min 
resolved time series, (c) BC source apportionment. 

 



Figure 5: all the labels (axes name and values, legend, etc.) are difficult to read. Especially 
graphs in panel b are completely not aligned, their legend is unreadable and the colors of the 
time series are misleading. Please increase the font size of all legends and labels and improve 
the general format of the figure. 

Modified as suggested:

 

Fig. 5 Overview of the primary and secondary OA components in Magadino in 2013-2014: (a) OA factor 
profiles and (b) seasonal diurnal cycles of HOA, BBOA, LOA, MO-OOA, and LO-OOA. The ambient 
temperature is shown on the LO-OOA diurnal plots. In (a) the error bar is the standard deviation; the black 
bars show the maximum and the minimum that the variable was allowed to vary from the reference profiles. 



The average, 10th, and 90th percentiles for a-values of HOA are 0.195, 0.007 and 0.378, respectively. Also, 
the average, 10th, and 90th percentiles for a-values of BBOA are 0.202, 0.025 and 0.379, respectively. 

 

Supporting Information Check if the Figures follow the order of presentation in the text: Figure 
S6 should be anticipated (because discussed before, at the beginning of Section S2). In order 
to improve the readability it is also important to put intervals and possibly titles between 
subsections or figures/tables referring to different tests/results/data. 

We appreciate the reviewer's suggestion. We have restructured the SI completely by moving some text into 
SI from the main text, adding a table of contents, etc. We also reorganise the sequences of figures to follow 
the storyline of both main text and SI. Therefore the Figure S6 is Figure S4 now in the revised version. 

 

Fig. S1b is not introduced at all in the main text neither explained here in SI. You need to 
explain what it is showing (for instance, what is the mini-denuder? Where it is introduced?) 

We added in the first paragraph of the SI the description of Fig. S1b:" It also showed relatively good 
consistencies with the anions measured using chromatography from Mini-denuder (MD) (Dämmgen et al., 
2010) samples (Fig. S1b)." We added Section 1 of SI to describe all the figures in Fig. S1.  

 

Section 2 P5, L62-63: do you have any references for this? What do you mean with "more 
accurate estimations"? 

We do not have any reference here, but we found it during this study. The statement has been modified to: 
"Thus, site-depended reference profiles are necessary (at least for BBOA) to get more accurate estimations 
of OA sources (better correlation with external tracers in this study when compared to the PMF solution using 
literature reference profiles)." More accurate means higher correlation with corresponding external tracers. 

 

P6, L88-91: it is hard to understand how do you use t-test. This is probably better explained 
in Canonaco et al. 2020, but it is important to spend some more words also here to improve 
the understanding of the readers. 

P6, L96-99: The same comment, it is hard to understand the procedure. Please rephrase and 
explain better. 

Canonaco et al. (2021) didn't introduce the t-test yet. It was the first time to be introduced in this study. But 
we appreciate this suggestion. In Section 3.3 of the SI (revised version), we rephrased the whole section to 
better explain the t-test as well as the improvements of this technique compared with the 10P

th
P percentile 

technique Canonaco et al. (2021) proposed. 

 

Fig. S5: labels of the axes are missing. Please add them and increase the font size of the 
color-legend. 
Modified to: 



 
Fig. S3 Measured absolute mass concentrations of mass-to-charge ratio (m/z)=55 and m/z=57 with colour 
coded by hours of the day (a) and date and time (b). 
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