Response to Referee #1

Dear Referee,

thank you for your detailed review of our manuscript. Please find our re-
sponses to your comments below.

Major changes include

a comprehensive revision of the introduction

moving the description of the PSC scheme in the appendix and keeping
just the important information in the main text

restructuring of the simulation description

correcting an error in the CALIOP comparison and accordingly a re-
vision of Sect. 5.2

moving the reaction mechanism from the appendix to the supplemen-
tary material

Yours sincerely and on behalf of all co-authors,
Michael Weimer



1 Major Comments

1.1

First, your PSC parameterizations limit the number con-
centration to 2.3e-4 cm-3 for NAT and 0.25 cm-3 for ice.
There’s nothing wrong to have the assumptions since this
is a PSC parameterization model, but I’'m not convinced
by your descriptions of the number density choices for
NAT and ice. For NAT particles, the GW likely booster
the NAT particle concentration and significantly increas-
ing the surface area density of NAT. Do you have any
evidence that your number concentration assumption is
suitable for GW conditions? You refer to Fahey et al.
2001 for this concentration choice for all your NAT parti-
cles as small as 0.1 um. However, Fahey et al. mentioned
a two-mode particle concentration. The 2.3e-4 cm-3 is
only for particles larger than 10 um. And particles ~ 3
um has a larger number concentration ~ 1le-3 cm-3. 1
don’t think it’s proper to quote part of their measure-
ments and ignore others. For ice concentration, in line
350, you said the mountain wave can increase the concen-
tration to the order of a few cm-3 but your assumptions
are smaller than that. In contrast, in line 404-405, you
said “ice number concentration is set to the tropospheric
value of 0.25 cm-3 which is too large in comparison to
measurements”. So, is 0.25 too high or too low? Could
you explain it more?

Our NAT formation procedure bases on van den Broek et al. (2004). There-
fore, we use the size distribution provided by van den Broek et al. (2004) who
show that it leads to denitrification comparable to measurements. They also
provide a quite comprehensive explanation why they are using this value.
We now state this clearly and cite their paper.

For ice, the used particle number concentration of 0.25 ¢cm-3 originates from
the tropospheric hydrometeor microphysics of the model. We clarified the
statement in line 405. The number (from a model tuned for global perfor-
mance) is too low for regional mountain waves.



1.2 The second question is about ozone chemistry (section
5.4.3 and 5.4.4). The temperature fluctuation causes a
regional low temperature of 10 degrees than the aver-
age value. Have you considered the impact of the low
temperature on the chemistry reaction rate? The up-
take coefficients of chorine activation reactions are very
sensitive to the temperature. GW probably has an even
bigger impact on chlorine activation and ozone depletion
than the enhanced surface area density (SAD) provided
by PSCs. If your model setting has already considered
the temperature fluctuation in the chemistry module,
the impact on heterogeneous chemistry is not only from
PSCs SAD but also from the temperature. Line 440:
“At altitudes around 26 km, the additional ice PSCs
activate both CIONO2 and HCI in the lee of the moun-
tains.” But your ice PSC locations (Figure 13c) and Cl
species (Figure 13e, 13f) locations are not correlated.

Yes, the whole chemistry, including PSCs and photolysis, is called in all
nests using the temperature as shown in the figures. We added statements
regarding the temperature dependence to the sentences where only PSC
SADs were mentioned as a source. In addition, we included in the simulation
description that the chemistry is called in the nests as well.

As part of our response to referee 2, we included a description of the moun-
tain wave event from a meteorological point of view. This includes that
easterly winds over the Antarctic Peninsula lead to the mountain wave.
Figure 13 c) shows that the ice PSC in the simulation with the nests reaches
one kilometre higher than in the simulation without the nests. We replaced
the panel by a figure with a refined colour bar. It shows better that the ice
PSCs and low temperatures in the lee of the mountain reach higher in the
simulation with the nests. In correspondence with the winds, chlorine is ac-
tivated in the mountain wave and the activated chlorine is then transported
downstream.



1.3 Question3: Section 5.2: Could you please explain why
your model forms PSCs at higher temperatures than ob-
served (all the three figures, Figure 5, 6, 7)? Is this be-
cause your model did not denitrify or dehydrate prop-
erly before July? There are several places related to this
problem: Line 327: What is “this bin” referring to. If
you are referring to temperature bins 184K and 188K.
I think your model is overestimated and it is not neg-
ligible. Conclusions for section 5.2 (near Line 353). In
addition to “some differences in NAT at low tempera-
tures and the “Wave-ice” category”, the simulation also
has the problem that forms PSCs at high temperatures.
Line 497-498: “The comparison with all CALIOP mea-
surements within the Antarctic Peninsula nest demon-
strated that the general formation of most of the PSC
types in ICON-ART is similar with respect to tempera-
ture.” I cannot agree with this statement since you form
the STS and NAT at these higher temperatures that are
not in CALIPSO.

We found an error in our analysis to derive optical properties from the
modelled PSCs. We corrected this, included updated figures and revised
the manuscript accordingly.

This correction clearly shows that no PSCs are formed at temperatures
higher than TNAT.

1.4 Question4: Figure 2: why do you do the free-running in
the third step (i.e. July 19 — July29)? Is it because the
generation of temperature fluctuation from gravity wave
needs a free-running model? As you mentioned in many
places in your manuscript that you cannot directly com-
pare with the observations (like CALIPSO and AIRS)
because of the free-running. Why don’t you do a nudged
run instead?

We opted for a simpler approach to allow the model to track largely the
general meteorological development, yet leave it as free as possible to develop
the waves and the corresponding composition changes. The reason is that
we are interested in the impact of the higher resolution domain’s feedback
on the global domain, which can only be done in a free-running system. A



global nudging would interfere with this aim.

2 Minor Comments

2.1 Line 44-46: Is the +-15K near the altitude of PSC for-
mation or for higher altitude. If it is for higher altitudes,
it is not related to PSC formation or ozone depletion.

The range is taken from Carslaw et al. (1998b), now cited in this context,
and are related to ozone depletion.

2.2 Line 47-49: This sentence is confusing. Are you talk-
ing about Arctic denitrification is closely connected to
the heterogeneous nucleation of NAT on meteoric dust
and NAT formed in mountain wave activity? How about
other NAT formation pathways by previous studies, like
homogeneous nucleation [Tabazadeh et al., 2002]? If
NAT forms in the mountain wave, it still forms through
a microphysical process like nucleation. Is it the hetero-
geneous nucleation of NAT on meteoric dust or it could
be other processes? Please rephrase the sentence.

We removed the first part of the sentence and rephrased it.

2.3 Line 60: what’s “the effect”? Are you passing the tem-
perature fluctuation to the PSC formation module? Or
you also pass other variables?

We added more information about how the two-way nesting is applied in
the model in the introduction.

2.4 Line 92-93: What are these “several nucleation pro-
cesses” referring to? Do you have more than one nu-
cleation pathway for ice formation?

We replaced this statement by “heterogeneous nucleation of cloud ice, nu-
cleation of cloud ice due to homogeneous freezing of cloud water and depo-
sitional growth and sublimation of cloud ice”. Further information can be
found in the cited technical description of Doms et al. (2011).



2.5 Line 95: Zhu et al., 2015. This approach is originally
described in a WACCM paper by Wegner et al., 2013.
Please cite Wegner et al. 2013 instead. Figure 1: the

y axis is not particle number concentration since it has
um-1. Is it dNdInr?

We replaced the citation. The notion “particle number concentration” orig-
inates from the distributions shown by Figure 3 of van den Broek et al.
(2004). We added AN/Ar to Fig. 1.

2.6 Line 304: how about the refractive indices of STS?

The refractive index for STS is assumed to be 1.44 (Krieger et al., 2000).
We included this in the manuscript.

Ulrich K. Krieger, Juliane C. Mdssinger, Beiping Luo, Uwe Weers, and
Thomas Peter, “Measurement of the refractive indices of H2SO4-HNO3-
H20 solutions to stratospheric temperatures,” Appl. Opt. 39, 3691-3703
(2000)

2.7 Line 305: These are not boundaries between STS, NAT,
and ice. These are STS, NAT mixtures, and ice mixtures
since particles are internally mixed. Also, for your sim-
ulated data, are you considering a mixture of different
types also? Please specify here.

We added “mixtures” to NAT and ice. In the model, the PSC particles are
externally mixed. These external mixtures lead to the optical properties (R
and f3) for each grid point.

2.8 Line 306: I thought you calculate the R and beta but not
the threshold. The dynamic threshold is determined by
the denitrification and dehydration status. I don’t think
you need to calculate the threshold when it’s a fixed
boundary (for example, the STS category).

As mentioned above, we had an error in the method and revised the whole
paragraph.



2.9 Line 308: Are you adding the uncertainties to the thresh-
old or adding the uncertainties to the backscatter coef-
ficients and backscatter ratio?

The uncertainties are (1) added to the thresholds and (2) used as standard
deviation for the normal distribution (now Eqs. 1 and 2) that is applied to
introduce noise to the calculated optical properties.

2.10 Line 325: what do you mean by “The development of
pure STS particles is similar”? What does “develop-
ment”’ mean?

This sentence was removed as part of the complete revision of the section.

2.11 Line 326: It seems the figure shows ICON-ART “over-
estimate” the STS at higher temperatures compared
with CALIPSO, not “underestimate”.

We added more information about the temperature bins to make this clearer.

2.12 Line 332: “XH20 = 5 ppmv and XHNO3 = 10 ppbv”
These values feel like before denitrification and dehy-
dration (early winter), not in July. Are you sure you’ve
considered denitrification and dehydration here?

These values are only used to have a reference temperature (TNAT / Tice)
that can be applied to both CALIOP and ICON-ART and varies with pres-
sure. We have clarified this in the text. In addition, we adapted the input
values to 2.5 ppmv and 2 ppbv, based on MLS measurements shown in
Tritscher et al. (2019).

2.13 Line 350: please mention this value (0.25 cm-3) near
Eqgn (1).

We added it below the equation (now Eq. Al).



2.14 Line 392: “where also H2SO4 is enhanced”. Why H2S04
is enhanced? Do you mean aerosols or gas? If you are
using a prescribed H2SO4, why does the H2S0O4 in-
crease when you do the nesting?

This is small artefact of the setup because H2504 is prescribed in the global
domain, only. We added this to Sect. 3.

As pointed out in the description of the PSC scheme, the total gaseous
H2S04 is assumed to be in the aerosol. Therefore, the first row of Fig.
11 (now Fig. 12) shows the gaseous H2S04 that is used to form binary
aerosol/STS.

Since H2SO4 does not have a sink in the setup used, these enhancements
are most probably a result of this missing sink and advection processes.

2.15 Line 395: “In contrast to the literature, the NAT vol-
ume concentration decreases when the air masses ap-
proach the mountain wave.” Is this sentence referring
to your simulation or some other articles? Figure 11:
You don’t have sulfate aerosol in the model? H2SO4 are
all in the gasphase? If you don’t have sulfate aerosol,
it might be a problem for ozone chemistry since sulfate
provides surface area too.

We included Carslaw et al., 1999 and Svendsen et al., 2005 as literature
reference in the manuscript.

The module by Carslaw et al. (1995) accounts for binary aerosol, too, and
the resulting particle volume concentration does not distinguish between
sulfate and STS particles. Therefore, we changed all notions of STS to
“liquid” in the manuscript and figures, where it is needed.

2.16 Line 417: “Due to the missing sink of H2SO4 by sedi-
mentation of aerosols (see Sect.3), the mixing ratio ac-
cumulates in the nested domains (two right columns).”
Why the missing sink only affects the nested domain,
not the global case.

As mentioned above (your comment on Line 392), H2SO4 is prescribed only
in the global domain.



2.17 Line 497-498: Again, if you compared with CALIPSO,
your model output is not simply STS, NAT, and ice.
They are all mixtures that fall into different PSC classi-
fication categories. You may want to check the wording
through the whole content.

We replaced the notion “Type” by “Category” throughout the manuscript
to distinguish between the NAT, STS and ice types of ICON-ART and the
categories of CALIOP.

2.18 Appendix A: some reaction rates are not listed i.e.
“k HO2_HO2”.

We included the reaction rate constants in the table (now Table S1 in the
supplement) and also listed all abbreviations in the caption.



Response to Referee #2

Dear Referee,

thank you for your detailed review of our manuscript. Please find our re-
sponses to your comments below.

Major changes include

a comprehensive revision of the introduction

moving the description of the PSC scheme in the appendix and keeping
just the important information in the main text

restructuring of the simulation description

correcting an error in the CALIOP comparison and accordingly a re-
vision of Sect. 5.2

moving the reaction mechanism from the appendix to the supplemen-
tary material

Yours sincerely and on behalf of all co-authors,
Michael Weimer

1 Major comments

1.1

As it stands the paper is rather awkward to read and
rather disjointed and would really benefit from some
quite rigorous editing to make it more concise. I have
given many examples below, but they are far from ex-
haustive. For example, at times the text is much too
'wordy’, making it difficult to follow and unconvincing
(see e.g. Section 3). The description of the results could
also be tighter and more concise. The various sections
also aren’t well linked and the reader is never sure of
the scope of the work. These issues really affect the
readability /coherency of the paper. If you properly ad-
dress these issues the paper will be much stronger and
convincing and polished.

To address your concerns, we have completely revised the Introduction and
the section about the CALIOP comparison with ICON-ART. We moved



the PSC scheme description in the appendix, thus making the main part of
the manuscript more concise and focused on the results. We shortened and
rearranged Sect. 3 which, we hope, improves the readability of the section.
Of course, we also addressed the specific comments as well.

1.2

The Introduction seems rather limited and patchy, and
not as coherent as it could be. I’ve given some sugges-
tions as to how it could be improved below. But an obvi-
ous one would be to expand on why the Antarctic Penin-
sula has been identified as the focus for this case study,
as well as more mention of other orographic hotspots
in both the southern and northern hemispheres to re-
inforce the importance/impact of this work. Currently,
we get to the final paragraph of the Introduction with
little idea of what the ’description of the simulation’ is,
what model results are examined (PSC chemistry, GWs,
dynamics?), or what satellite data is used in the study.
I understand that this is elaborated on in the later sec-
tions, but these items also need to ’introduced’ so that
the paper is coherent, stronger, and easier to read. See
also the comment below on lines #252-255, which is the
sort of information that should be included here.

We completely revised the introduction in order to account for all the points
you made here, and below.



1.3 Line #54-61: I think that more information is required
in this paragraph, especially on the difference/increase
in resolution between the global domain and the re-
fined grid in ICON-ART, and whether the refined grid
is therefore suitable to resolve the relatively small hor-
izontal scale mountain waves that typically form over
the narrow Antarctic Peninsula. For example, Noel and
Pitts (2012) used a resolution of 20 km to resolve these
waves, while studies such as Orr et al. (2015) suggested
that a much higher resolution of ~ 4 km was required.
Perhaps the resolution used in the refined grid is jus-
tified as suitable for longer climatological runs (lower
computational cost), which requires a compromise. For
example, line #60 claims that these waves will be ’di-
rectly simulated’, but this doesn’t necessarily mean that

they are realistically represented. These sort of details
would be helpful.

We included a discussion of the resolutions in the introduction, which should
provide the reader with a better overview how to interpret the 40 km reso-
lution. In brief, it is our goal to start with a global resolution comparable to
other CCMs and see the impact of the two-way nesting in the region of the
Antarctic Peninsula when the large-scale flow can excite waves triggering
PSCs.



1.4 Section 2: This is a very lengthy and detailed descrip-
tion of the ICON-ART model, and especially its PSC
scheme. Its not clear to me why such a detailed descrip-
tion is required (in the main text), as this has surely
been explained elsewhere. To a non-chemist such a long
section is difficult to follow. If such a detailed descrip-
tion is required, then explain in a sentence or so why. If
such detail is not required, then please remove much of
it. I would encourage that much of it is deleted or moved
to the Appendix, as it made getting to the results dif-
ficult and frustrating as this had to be read firstly. I
also don’t see any point in all the equations in the Ap-
pendix being included, so please delete. Additionally,
the description of the PSC scheme needs to discuss how
it deals with the mountain wave temperature perturba-
tions. For example, if the 'warm phase’ of the mountain
wave temperatures results in temperatures being higher
than the PSC formation threshold temperatures, then
what happens? Do the PSCs evaporate instantaneously?
Also, please describe whether the PSC scheme is able to
advect PSCs downstream of the orography, as seen in
observations (Eckermann et al., 2009).

We moved the main parts of the PSC scheme description to the appendix.
Some statements are left in Sect. 2 because they are required for later sec-
tions. We also added a paragraph about the scheme’s design with respect
to mountain waves. Especially, the PSC scheme in ICON-ART is able to
transport ice and NAT PSCs downstream as they are calculated prognosti-
cally.

From our point of view, the chemical reactions in the appendix are impor-
tant because they follow the guideline of ACP: “2. A paper should contain
sufficient detail and references to public sources of information to permit
the author’s peers to replicate the work.” (see https://www.atmospheric-
chemistry-and-physics.net /policies/obligations_for_authors.html, accessed on
March 6, 2021). But we agree with your point that it is not needed in the
main text and moved the equations to the supplement.



1.5 Figure 5: Please include results from the global ICON-
ART version in Figure 5 so that we can clearly see the
benefit of moving from a resolution of 160 km to 40
km. The resulting plot would be very strong and highly
novel, clearly demonstrating the direct benefits of re-
solving mountain waves in terms of PSCs for the first
time (rather than indirectly, such as how often PSC for-
mation temperature thresholds are exceeded, such as in
Orr et al. 2020). Results for the global model should
also be added to Figs 6 and 7.

We included the new panels in Figs. 5-7. They clearly demonstrate the
improvement using a higher resolution around the Antarctic Peninsula be-
cause temperatures lower than about 180 K don’t occur in the resolution
of 160 km. Since we found an error in our analysis comparing I[CON-ART
with CALIOP thanks to comments by referee 1, we comprehensively revised
Sect. 5.2.

2 Minor Comments

2.1 + Line #26. Please quantify the horizontal scale of
mountain waves. Also, a high model resolution is re-
quired to resolve the actual wave dynamics/evolution,
and not just the orography. For example, it is thought
that as many as 8 grid points is required to adequately
resolve a gravity wave.

We included the horizontal scale of orographic wavelength and the require-
ment to the number of grid points in the introduction.

2.2 + Line #28: You have mentioned the resolution of global
models, but not the resolution for mesoscale models.
Please add this.

We included some examples of the resolution of mesoscale models used in
the past for detection of mountain-wave induced PSCs.



2.3 + Line #30: I don’t follow your statement that ’A method
to bridge this gap for interactive calculations is missing
so far’, as in this paragraph you have stated that so-
lutions such as parameterizing the effects of orographic
GWs exist. Please revise.

We changed the statement to “An approach for global CCMs to directly
benefit from high-resolution simulations is missing so far.”

2.4 + Line #36: Some mention of the AIRS GW climatology
(Hoffmann et al. 2016) would also be appropriate, as
well as the various orographic hotspots that this reveals
in both the southern and northern hemispheres.

We mentioned other hotspots of mountain-wave induced PSCs. We also
included Hoffmann et al. (2016).

2.5 + Lines #52-52: The statement that Alexander et al.
(2011) concluded that about 30% of all southern hemi-
spheric PCSs can be related to mountain waves is incor-
rect. Alexander et al. (2011) includes the caveat that
this number is only for the latitudinal range 60-70S. A
better study to cite is probably Alexander et al (2013),
which states that ’For all types of PSC, 5% in the whole
Antarctic and 12% in the whole Arctic are attributed to
OGW forcing’. Please revise the manuscript to reflect
this, and also check that the numbers quoted from the
other studies are correct and consistent with Alexander
et al. (2013).

We replaced the statement by Alexander et al. (2013).



2.6

+ Lines #77-78. Please revise the sentence ’...used which
is similar to other studies (e.g., Stone et al., 2019; Zam-
bri et al., 2019; Nakajima et al.,2020) and can be found
in Appendix A.’ as its not clear. Also please elaborate
why these equations need to be listed in the Appendix,
as its not clear. If they are not necessary then please
delete them to improve the flow/readability of the pa-
per.

We separated the sentences and included a sentence listing the chemical
families covered by the reaction system.

2.7 + Line #87: I have made this point already, but you

can’t simply make statements such as ’simulate e.g. moun-
tain waves’ without justifying this, such as explaining the
scale of the waves and the grid scales used by the model.
You need to do this.

We replaced the sentence by “Thus, the global domain is nudged towards
the values in the nests, which will be further investigated in Sect. 5.”

2.8 + Equations (1) and (2): Please check that the temper-

ature T is defined before it is first used. (It is defined in
line #119, after these equations.)

We added all symbols for equations 1 and 2 in the same sentence (now in
the appendix Egs. Al and A2).

2.9 + Line #175: Out of the blue we are informed that

'In order to compare the results of the PSC scheme in
ICON-ART with satellite measurements and to investi-
gate the impact of the nesting technique on mountain-
wave induced PSCs,....". As explained above, please make
this clearer much earlier on. This would make the paper
much clearer.

We have included this in the introduction.



2.10 + Line #179: Some basic information needs to be in-
cluded such as to the synoptic conditions that result
in the formation of the orographic wave. For exam-
ple, presumably this is due to an easterly wind over
the Antarctic Peninsula? Please include this sort of
information. Also, please put the period (July) exam-
ined into the wider context of the austral winter / PSC
season.

We added a figure to the manuscript showing the meteorological conditions
at the mountain wave event and put the July in the context of the ozone
year 2008.

2.11 + Line #185: Has EMAC been defined?

Yes, on line 138. And also in the revised manuscript in Sect. 2.

2.12 + Lines #191-194: These two sentences are unclear.
Please revise.

We explained the reason why we are using emissions only by CFC-11 in a
clearer way.

2.13 + Lines #204-209: This paragraph could be better
written.

We separated the reasoning and the description of the third part of the
simulation.

2.14 + Table 2: The caption just seems like a repeat of the
text in the section. Please consider revising this.

We shortened the table caption.

2.15 + Line #207: Here you mention that a grid spacing
of 40 km will be used for the nested simulation, but
there is still no justification as to why this resolution
was chosen and why it is thought to be appropriate.
See other comments above.

We included this in the introduction.



2.16 + Line #228: Please revise the sentence: ’...on the
one hand and exclude tropospheric clouds on the other
hand’.

We revised the sentence and added Pitts et al. (2018) as citation.

2.17 + Lines #252-255: This is the sort of information that
needs to have been included much earlier, say at the end
of the Introduction. So that you are clearly explaining
early on to the reader the scope of the paper.

We included this in the introduction.

2.18 + Line #259: I think that the results are much more
nuanced and subtle than simply saying ’can be directly
simulated with the resolution of 40 km’. Especially,
because you are not showing any evidence at this point
that the 40 km simulation of the wave is realistic.

We deleted this sentence since it is discussed better in the later paragraphs
of this section.

2.19 + Lines #262-264: Please revise this text. As already
mentioned above, there is more to accurately repre-
senting a mountain wave than just resolving the steep-
ness/height of the orography. This is a rather naive
understanding of the problem.

We revised the whole paragraph.
2.20 + Figure 4: The 80 km results don’t seem to be men-
tioned.

We mentioned it as the transition between these two resolutions.



2.21

+ Line #265: Its not clear what you are referring to by
"Therefore, the flow over the mountain range is under
represented in the model’. The global model with a
much smoother/lower orography might actually have
enhanced flow over the Peninsula, although this is not a
given as the model has a sub-grid scale orographic drag
scheme to represent unresolved drag. Please revise.

We deleted the sentence.

2.22 +Lines #265-266: This is not clear. Please revise.

We have rephrased the sentences.

2.23 + Line #275: As I have tried to emphasize, I think

that you need to make these sort of statements more
comparative, ie compared to the 160 km model, the
40 km model represents a well defined mountain wave
with an amplitude of 10 K — this wave is entirely absent
in the 160 km model. So you are trying to justify that
you have produced a step change improvement in the
representation of mountain waves in the model by going
from 160 to 40 km.

We adapted this sentence and all the sentences where such statements oc-

curred.

2.24 + Line #280: Spelling. Fourth.

Corrected.

2.25 + Line #314: Not clear what ’datasets’ you are refer-

ring to here. Please clarify in the text.

We replaced it by “CALIOP and ICON-ART”.
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2.26 + Line #317: Its not at all clear what ’the results can
be found in Fig. 5’ are referring to. Maybe you are
referring to the model v CALIOP PSC volume con-
centration, but this was introduced many paragraphs
previously.

We replaced it by “comparison between CALIOP and ICON-ART”.

2.27 + Figure 5: I’m not convinced that a statistical analysis
is possible for such a short period considered. Please
justify that this in the text, or amend the language so
that you say that you are simply making a comparison
for the period examined. For example, what is the
frequency of CALIOP measurements etc.

We added the number of grid points that are in the nest during the mountain
wave event to the CALIOP discussion. In total, we get more than 0.5 million
grid points with PSCs in CALIOP and in ICON-ART.

2.28 + Figure 5: Its not clear what the temperature values
are on the figure. The ICON-ART panel has two dif-
ferent sets of values, which are unclear. The CALIOP
panel has different values, which range from 23K to
349K (I think this is wrongly labelled). This is confus-
ing, and makes it unclear how to compare the model
results v CALIOP. Consequently, I found it difficult to
follow the explanation of the Figure 5 in lines #324-330.

As mentioned in the figure caption, the numbers on the right hand side are
the number of grid points with PSCs. To make it clearer, we added this to
the panels and also added an example in the figure caption of Fig. 5.
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2.29 + Lines #324-330: You haven’t referred to where the
improvement resulting from resolving mountain waves
would be expected in terms of PSCs. Presumably, you
would expect more of a benefit for ice PSCs due to
their lower temperature formation threshold compared
to NAT and STS PSCs, ie they require the additionally
cooling from GWs to exceed this temperature. Please
clarify this when referring to Figure 5.

This can be seen quite nicely by the new panels added in response to your
last Major Comment. Discussion of this point is included, too.

2.30 + Lines #367-369: How important are these missing
fine scale features? What are the implications for the
simulated GW temperature perturbations? Does this
suggest that ideally a higher resolution is required?
Can you connect these deficiencies to the results in Fig-
ure 5, 6 and 77

We included some statements about the fine structures, in Sect. 5.2 and 5.3,
which also connect them better.

2.31 + Figure 11: The 80 km results are included but not
discussed. How do these compare with the 40 km re-
sults?

We included a sentence to ice PSCs and the 80 km resolution.
2.32 + Figures 13: It’s a little confusing jumping from the
Peninsula region to a global domain. Perhaps this needs

a separate subsection or added to the section describing
Figure 14.

We moved the section describing Fig. 14 upwards.
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