
Review of “Towards understanding the mechanisms of new particle 

formation in the Eastern Mediterranean” by Anonymous Referee #1 
 

The manuscript titled “Towards understanding the mechanisms of new particle formation in the Eastern 

Mediterranean” presents yearlong observations of NPF events at a rural background location in Cyprus. 

Observations are based on various instrumentation providing information about NPF events since the early 

cluster sizes. These are very important observations in the poorly presented in the literature region of East 

Mediterranean and Middle East and it is worth being published after some minor revisions. 

I think however that the title is rather misleading since the manuscript is focused on the description of NPF 

events in Cyprus and their general characteristics and it does not contribute to actually understanding the 

underlying processes governing the formation of atmospheric particles and therefore I recommend a more 

modest title. 

We thank the reviewer for the constructive comments. We believe that this manuscript not only unveils the 

characteristics of NPF but also provides insight into the underlying processes governing the formation of 

atmospheric particles. We analyzed the seasonality of sulfuric acid, NPF sinks, and formation rates, which are 

all important factors for understanding the processes of NPF. We also show that the formation rates measured 

at this sit cannot be explained by ammonia-sulfuric acid nucleation alone. That said, we agree with the reviewer 

that a more modest title is more suitable. As such, we have changed the title of the manuscript to: “Towards 

understanding the characteristics of new particle formation in the Eastern Mediterranean”. 

 

We provide our point-to-point replies to the general and specific comments below. The reviewer comments 

are in black, our replies are in green, the text before adjustment is in orange, and the adjustments made to the 

manuscript are in blue. The corresponding changes are noted in the manuscript by track changes. The referred 

line and figure numbers in these replies denote the new ones in the revised manuscript and Supplementary 

Data. All references are provided at the end of the replies. 

 

General comments 

Comment 1: The authors are only briefly describing observations of NPF events during periods that desert 

dust was present in the atmosphere. Although it has been pointed out that mixed conditions of dust and 

pollution may result to the formation of new particles even under conditions with high preexisting aerosol 

loadings, the observations reported in the literature are scarce and only in few locations around the world. 

During the study period, 37 out of the 50 dust days were categorized as NPF days. This is an extraordinary 

figure and these events should have been prioritized in their analysis, given that under dust conditions it is 

more possible to have an NPF event (74%) compared to the average situation (57%). On the contrary, the 

authors choose not to present a single event. Even if it is chosen to present these events in a separate research 

article, the intention of the present work to introduce the scientific community to a novel location under the 

EMME atmospheric conditions which are greatly affected by the presence of desert dust makes the presentation 

of such NPF events in more detail necessary.  

We agree with the reviewer on the importance of presenting dust events in more depth. As such, we have added 

the subsequent section to the manuscript.  

 

Addition to manuscript: 

Figure 10 shows the temporal variation of PM10-2.5, PM2.5, and particle number size distribution measured 

during three of the dust episodes with ±5 days window before and after the dust episode. NPF took place at 

high dust loadings, and there is no obvious threshold for the dust loading above which NPF does not occur. In 

addition, the formation rates (Figure S9) and growth rates (Figure S10) between NPF event days not affected 

by high dust loading, and NPF event days affected by high dust loadings seem to be comparable. J7 was slightly 

higher on days affected by high dust loading, but this could be related to the lower number of dust cases 

compared with the non-dust cases. High dust loadings can affect NPF in opposing ways. On the one hand, it 

can suppress photochemical processes by scavenging reactive gases and condensable vapors (De Reus et al., 

2000;Ndour et al., 2009). On the other hand, it can provide particles that can act as a site for heterogeneous 

photochemistry promoting the formation of gaseous OH radicals, which initiate the conversion of SO2 to 



H2SO4 (Dupart et al., 2012;Nie et al., 2014). However, a clear association between high dust loading and NPF 

was not found from the data set presented here.  

Figure 10. Temporal variations of aerosols during dust episodes with 5 days before and 5 days after the dust 

episode. (a) Time series of particle size distribution, PM10, and PM2.5 between Feb 1, 2018 and Feb 15, 2018 

(dust episode: Feb 6 to Feb 10). (b) Time series of particle size distribution, PM10-2.5 (coarse PM), and PM2.5 

between Mar 15, 2018 and Apr 2, 2018 (dust episode: Mar 20 to Mar 28). (c) Time series of particle size 

distribution, PM10, and PM2.5 between Apr 26, 2018 and May 15, 2018 (dust episode: Apr 26 to Apr 27 and 

May 1 to May 7 ). 

 

Figure S9. Boxplots of GR3-25 of negative ions, positive ion and particles during events not affected by high 

dust loading and events affected by high dust loading 

 



 

 

Figure S10. Boxplots of formation rates (J1.5, J3, J7) during events not affected by high dust loading and events 

affected by high dust loading.  

 

Comment 2: Another general comment has to do with the presentation of the driving parameters of NPF in 

the atmosphere of EMME. The authors have available a great set of complementary measurements to examine 

which atmospheric conditions favor or suppress NPF. The authors choose to present annual variability of each 

parameter rather than utilizing simple statistical tests to explore possible correlations. Visual inspection of 

event vs non-event conditions is not enough to contribute to the understanding the mechanisms of NPF and I 

would like to see some more in depth analysis such as PMF, PCA or simply regression analysis, for instance 

of cluster mode number concentration vs the various atmospheric components.  

We agree with the reviewer that the visual inspection is not sufficient to understand the mechanisms of NPF. 

The visual inspection was crucial to analyze the seasonality of the different parameters and we have 

complemented it now with an in depth analysis as suggested by the reviewer. We have explored the 

applicability of several statistical methods that would help us understand which atmospheric variables are 

important for the occurrence of NPF. We used both a regression method that can model continuous values and 

a classification model that can predict or classify discrete (categorical) values. We chose the formation rate of 

1.5 nm particles (J1.5) as the modeled variable because it had a more evident difference between event and non-

event days as opposed to the cluster number concentration. Alternatively, the event classification (is this day 

an NPF event day or a non-event day) was used for the classification model.  

We did not use PCA or PMF analysis per se as suggested by the reviewer because both are statistical dimension 

reduction techniques. They reduce complex data into a small number of factors, each of which is a linear 

combination of the original variable but they cannot answer the question of which parameters are important 

for NPF. To answer this question, we could use the principle component scores, which are an output of PCA 

as independent variables in a regression analysis thus called principal component regression (PCR). However, 

after evaluating this method for our data, we found that a regression with PCA provides very little enhancement 

over the model without PCA. 

Addition to main text: 

To further understand the occurrence of NPF events, we present in the section 12 of the SI material, two types 

of analysis: the first is a linear regression analysis of formation rate of 1.5 nm particles (J1.5) and the second is 

a decision tree classification model to indicate whether each day is an NPF event day or a non-event day. Both 

analyses have shown that NO2, H2SO4 and wind direction (mainly from N to E direction which is the direction 

where the main agglomerations and livestock farming lands are situated) are the most important parameters 

that are associated with NPF occurrence (Figures S20-S23). While the role of H2SO4 in NPF is well known in 

literature, the role of NO2 is not that clear. Most studies have focused on NOx (contrary to NO2 alone) role in 

NPF. NOx has been shown to play contrasting roles in NPF depending on the associated pool of gas molecules. 

On the one hand, when oxidized to nitric acid, it can enhance NPF in the presence of ammonia vapors (Wang 

et al., 2020). On the other hand, it can suppress NPF by reducing autoxidation and low-volatility HOM dimer 

formation (Wildt et al., 2014;Zhao et al., 2018). Nevertheless, Yan et al. (2020) have shown that this effect is 

weak when NH3 and H2SO4 are additionally present and that NO is more effective than NO2 in changing the 



HOM composition and volatility. Xie et al. (2015) have revealed that NO2 can play an important role, not only 

in surface catalytic reactions of SO2 but also in dust‐induced photochemical heterogeneous reactions of NO2, 

which produces additional sources of OH radicals and promote new particle formation and growth. However, 

while NPF seems to occur more frequently at higher NO2 concentrations in our study, we cannot conclude if 

it plays a role in NPF or if it is a proxy of some other pollutant, especially that NO2 concentrations were mostly 

lower than 4 ppb. What is evident however is that H2SO4 does not nucleate on its own at the concentrations 

reported in this study, thus an unknown stabilizer and possibly other compounds participating in NPF are 

missing in this analysis (as explained in the regression analysis). We hypothesize that these unknown 

compounds (e.g. NH3 / amine /HOM) are associated with the North to east wind directions and higher NO2 

concentrations.  

Addition to supplementary: 

1. Stepwise linear regression analysis: 

Data pretreatment: 

We used hourly data for the regression analysis. Before performing the analysis, we applied a logarithmic 

transformation to the predictor variables having a skewed distribution. Then, we used Belsley collinearity 

diagnostics for assessing the strength and sources of collinearity among the predictor variables (Belsley et al., 

1980). The remaining predictor variables after removing the variables that exhibited collinearity were NO, 

NO2, CO, RH, temperature, solar radiation, wind direction, wind speed, PM2.5 and sulfuric acid. We 

transformed the wind direction data into a categorical variable with four levels (N to E; E to S; S to W; W to 

N) to avoid data circularity. We removed the data corresponding to nighttime hours (solar radiation < 50 

W/m2), and undefined days from the analysis for a better separation between events and non-events. We further 

excluded any observation with any missing variable. Finally, we normalized all variables to make sure that all 

variables are of equal weight. Figure S19 shows the available data presented as correlation matrices.   

 



Figure S19. Correlation matrix of hourly atmospheric variables during event and non-event days.  



Analysis: 

We performed stepwise regression on the hourly data set to fit a linear model that would best describe J1.5, 

which is the response variable. The steps were bidirectional starting from a model having no predictor terms 

and at each step, searching for terms to add to the model or remove from the model based on a pre-specified 

optimization criterion. Here we used the Akaike information criterion (AIC) as the optimization criterion, 

which is an estimator of prediction error and thereby the relative quality of the statistical model (Yamashita et 

al., 2007). First, we ran the stepwise linear regression by setting the upper bounds of the model to have an 

intercept and a linear term for each predictor (basic linear model; Model 1). Based on AIC criteria, NO2, RH, 

solar radiation, H2SO4 and wind direction are the most important terms for the model. Here, we only show the 

change of AIC in the first step and last step of the stepwise regression (Table S4). A negative change implies 

that the addition or removal of a certain term decreases the model AIC and thus enhances the model. The 

importance of the aforementioned variables is also reflected by the coefficients for these terms and their p-

values; Figure S20.a). CO and NO had a positive influence on J1.5 but they were not as important as the 

aforementioned variables based on AIC criteria. Temperature and wind direction from the east to south sector 

had very little effect and were excluded from the final model. Wind speed, PM2.5, RH and wind from the south 

to west sector had a negative influence on J1.5, but the coefficients for the last two terms did not pass the 

significance level.  

Table S4. The change in AIC during the first and last step of the stepwise linear regression. 

 First step  

Change in AIC for adding  

Last step 

Change in AIC for removing 

NO  -139.2208 21.8408 

NO2 -259.412 101.3157 

CO -50.4108 4.3911 

Wind speed (WS) -1.5997 7.4704 

RH -104.7738 101.3157 

Temperature  -40.7115 1.5184 (adding) 

Solar radiation (SR)  -272.4999 34.4826 

PM2.5 1.22 13.4375 

H2SO4 -410.1395 29.6485 

Wind direction (WD)  -239.3033 99.1564 



Figure S20. Model 1: (a) coefficients of model terms with p-values presented above the bars. (b) modelled 

versus measured J1.5. (c) distribution of model residuals with respect to measured J1.5.  

The basic model had a coefficient of determination (R2) of 0.56, a root mean square error (RMSE) of 0.1135 

and it was not able to fit the data at high J1.5 properly (Figure S20.b). The residuals of the model (Figure S20.c) 

indicate that there might be a missing predictor variable. We tried optimizing the regression model by allowing 

interaction terms (Model 2) and quadratic terms (Model 3). These models show enhanced RMSE and R2 but 

they were also not able to fit the lowest and highest J1.5 values properly. Figure S21 shows the optimized 

interactions model (Model 2; RMSE=0.0966). In general, this model is more complex to analyze because of 

overlapping terms. However, it shows that H2SO4 (represented as SA in the figure) has a positive influence 

when coupled with NO2 and solar radiation and a negative influence when coupled with RH and temperature. 

It also shows that H2SO4, NO2, and wind direction are the most important variables to explain J1.5. In fact, we 

get a reasonable response when including these terms only in the regression (Model 4; Figure S22). However, 

none of the models gave a good response for the lowest and highest J1.5 values, which could be yet another 

indication that there is a missing variable not included yet in the regression.  



Figure S21. Model 2: (a) coefficients of model terms with p-values presented above the bars. (b) modelled 

versus measured J1.5. (c) distribution of model residuals with respect to measured J1.5.  

Figure S22. Model 4: (a) coefficients of model terms with p-values presented above the bars. (b) modelled 

versus measured J1.5. (c) distribution of model residuals with respect to measured J1.5.  

 

 

 

 



2. Classification decision trees: 

Classification trees comprise one of the most commonly used non-parametric classification approaches in 

machine learning and data mining. They recursively partition the feature space into a set of leaves with the 

most homogeneous collection of outcome possible (Breiman et al., 1984). 

Data pretreatment: 

We used daily data for the classification analysis. The daily data was computed as the mean of daytime (solar 

radiation < 50 W/m2) hourly observations and was only calculated if there are more than 75% of hourly 

observations within the appropriate time window. Similar to the regression analysis, we removed the variables 

that exhibited multicollinearity. We also removed both PM10 and PM2.5 data because they exhibited many 

missing values. The remaining predictor variables were NO, NO2, CO, O3, RH, temperature, solar radiation, 

wind direction, wind speed and H2SO4. We further excluded the bump events from the analysis because the 

decision trees usually misclassified them. The number of days after removing undefined events and bump 

events was 279. Finally, we excluded any observation with any missing variable. The total observation days 

were thus reduced to 184 days (115 event days and 79 non-events days).We did not normalize or log-transform 

the data because these procedure are not necessary for decision trees. 

Analysis: 

The classification tree hyperparameters (maximum depth, minimum number of samples required to split an 

internal node, minimum number of samples required to be at a leaf node and the split criterion) were tuned 

until the best performance was reached. The performance of the trees was evaluated using performance metrics 

(accuracy, sensitivity, specificity and precision), 10-fold cross-validation error, and re-substitution error. The 

outcome decision tree is shown in Figure S23, while the confusion matrix and predictor importance is shown 

in Figure S24, and the statistics for each node are shown in table S5. The decision tree model had an accuracy 

(ratio of the correctly labeled days to the whole pool of days) of 89%, a sensitivity (percentage of the labeled 

events to true events) of 89.6%, a specificity (percentage of labeled non-events to true non-events) of 88.4%, 

a resubstitution error of 0.1087, and a 10-fold cross-validation error of 0.2337. The decision tree shows that 

when NO2 > 0.88 ppb, H2SO4 concentration is the most important criteria to determine NPF occurrence, such 

that events coincided with H2SO4 >1.4e6 molecules.cm-3. When NO2 < 0.88 ppb, the event occurrence seems 

to be explained by a combination of wind direction, solar radiation, RH and H2SO4 concentration. When the 

wind is from the N-E or S-W direction, events coincided with RH<54.4%. While at E-S and W-N wind 

direction, events coincided with solar radiation between 584 and 620 W.m-2 and H2SO4 concentration>3.1e6 

molecules.cm-3. The analysis also showed that events did not occur when the solar radiation was > 620 W.m-

2. Since these last observations cannot be fully supported to explain NPF occurrence, we believe that the 

analysis is missing further components.  

Final remarks: 

While the analysis shown in this section provides an important insight into the parameters governing NPF 

events, it is important to present them with caution because causality cannot be inferred by this analysis. 

Additionally, the sample size and limitations of available predictors heavily affected the output of both models. 

A yearlong dataset with missing values cannot provide adequate counting statistics for every NPF case. 

Therefore, this analysis is useful to discern the importance of certain chemical atmospheric components or 

physical properties on NPF but cannot be used to predict future nucleation events characteristics 

 



 

 

Figure S23. Daily NPF occurrence decision tree. The number of each node is displayed between parentheses 

above the node. Branch nodes are represented with triangles while leaf nodes are presented with circles. 

Non-events are represented by 0 and events are represented with 1. WD is wind direction; SR is solar 

radiation in (W.m-2); NO2 is in ppb; RH is in % and H2SO4 is in molecules.cm-3. 

Figure S24. (a) The classification tree confusion matrix where class 0 represents non-event days and class 1 

represent event days.  (b) The importance estimate of predictors. 

Table S5. Description and content of the decision tree nodes 

Node no Node type Node class Node size No of non-events No of events Misclassified Node error 

1 branch event 184 69 115 - 0.38 

2 branch non-event 78 53 25 - 0.32 

3 branch event 106 16 90 - 0.15 

4 branch non-event 60 46 14 - 0.23 

5 branch event 18 7 11 - 0.39 

6 leaf non-event 14 11 3 3 0.21 

(1) 

(2) (3) 

(4) (5) (6) (7) 

(8) (9) (10) (11) 

(12) (13) 

(14) (15) 

(a) (b) 



7 leaf event 92 5 87 5 0.05 

8 branch non-event 48 35 13 - 0.27 

9 leaf non-event 12 11 1 1 0.08 

10 leaf event 11 1 10 1 0.09 

11 leaf non-event 7 6 1 1 0.14 

12 leaf non-event 33 27 6 6 0.18 

13 branch non-event 15 8 7 - 0.47 

14 leaf non-event 7 6 1 1 0.14 

15 leaf event 8 2 6 2 0.25 

 

Specific comments. 

Comment 3: L. 101: The most populated island in the Mediterranean is Sicily, Cyprus is the third most 

populous. 

Adjusted. 

Comment 4: L. 103: Also Isreal to the southeast. 

Adjusted. 

Comment 5: L. 139: How were the data prior to June 2018 treated with regard to activation efficiencies 

distortion? 

We noticed that the original text did not reflect properly the actual problem faced with the CPC. The problem 

that arose during the summer was that high water vapor content in the sampled air was mixing with the butanol 

of the CPC resulting in sub-saturated conditions. Thus, the CPC was not able to activate particles at all and 

was reporting zero concentrations. This problem did not occur before the summer. We updated the text 

accordingly. We also provide an explanation about the effect of the addition of the diluter in the answers to 

reviewer 2 (comment 4). 

Before correction: 

From June 2018 onwards, the PSM was additionally equipped with a diluter to reduce the humidity of the 

sampled air. This procedure was necessary because the water content of the air at the measurement site was 

too high, and it affected the activation efficiency inside the CPC and therefore distorted the size distribution 

measurements for the smallest sizes. Further information about the diluter design and operation can be found 

in the supplementary information (SI) Sect. 2.2. 

After correction: 

From June 2018 onwards, the nCNC was additionally equipped with a diluter to reduce the humidity of the 

sampled air. This procedure was necessary because the water content of the air at the measurement site was 

too high. The water present in the sample air was mixed with butanol inside the CPC of the nCNC and rendered 

it measuring zeros. Further information about the diluter design, its operation and effect on the data can be 

found in the supplementary information (SI) Sect. 2.2.  

Comment 6: L. 208: A reference is needed here to support this statement. 

We added the suitable references and elaborated on the text as per below  

Before correction: 

In addition, spectrums of total particles (both neutral and charged) 206 are usually less ambiguous to classify 

than charged particle spectra (ion mode of NAIS), and the classification 207 of event days may be different if 

one only looks at these charged spectrums. 



After correction:  

In addition, spectra of total particles (both neutral and charged) are often easier to visually classify than the 

charged particle spectra (ion mode of NAIS) because atmospheric nucleation is dominated by neutral processes 

(Kontkanen et al., 2013;Kulmala et al., 2013;Wagner et al., 2017). In addition, the concentration of the growing 

mode in the charged spectra is lower for the smaller particle sizes, and increases with diameter as the 

probability of cluster ions attaching to the growing neutral particles increases (Gonser et al., 2014). Thus, it 

could be visually difficult to determine if particle nucleation starts from the smallest sizes when looking at 

charged spectra only. In contrast, one should not neglect looking at charged spectra because it might show sign 

preference or ion induced nucleation events (Rose et al., 2018).  

Comment 7: L. 231: The start and end time are not fully described here, more details should be given. 

A description of the start and end time has been added. 

Addition to the manuscript: 

An event start is determined by an increase in the 2-4 nm particle concentration above the nighttime level, 

which last for at least an hour. An event end time is determined when the 2-4 nm particle concentration decrease 

to background levels. 

Comment 8: L. 350: The calendar does not contribute to the discussion of the results, it rather occupies a great 

extent of the given page. I would prefer to move the diurnal patterns from Supplementary material next to 

annual variations and remove the calendar. 

The calendar was moved to the supplement and the diurnal patterns of particle modes were moved from the 

supplement to the main text as suggested by the reviewer.  

Comment 9: L. 387: Since there are only few references of dust relevant NPF event in the literature, these 37 

events should be described in more detail and compared to dust free days. At least an example of such possible 

events should be given. 

This comment was addressed in the first comment.  

Comment 10: L. 405: How do you support your hypothesis? This is highly speculative. 

We deleted the speculative hypothesis.  

Comment 11: L.407: I would like to see all these information about Js in a Figure like 2 or 9. 



We replaced the tables for formation rates and growth rates with figures and the data will be available on 

Zenodo.  

Figure 11. Monthly variation of particle formation rates during NPF events: (a) J1.5, (b) J3 and (c) J7. The central 

marks indicate the median, the blue small boxes indicate the mean, the bottom and top edges of the big box 

indicate the 25th and 75th percentiles, respectively. The whiskers extend to the most extreme data points not 

considered outliers, and the outliers are plotted individually using the '+' symbol .The numbers above the box 

plot represent the number of data points within each boxplot. Data presented have daily time resolution. Daily 

J values were calculated by taking the mean of hourly values within event duration times. 

Comment 12: L. 408: How have the J values reported in Table1 been calculated, ie from average daily J 

values, maximum daily values, average values during event duration or something else? 

We first calculated the daily J values by taking the mean of hourly values within event duration times. Then 

we calculated the monthly values as medians of daily values within a month. This calculation is now better 

explained in the caption of designated figure as shown in the responses to comment 11. 

Comment 13: L. 433: Once again a figure for GR would be nice here. 

The growth rates are now presented in a figure as suggested by the reviewer. Based on reviewer 2 comments, 

we additionally calculated the growth rates from the positive charged particles and total particles (charged + 

neutral). The discussion of the growth rates section was updated accordingly (refer to responses to reviewer 2 

comment 7). 



 
Figure 13. Monthly variation of growth rates during NPF events in three size ranges: (a) <3nm (b) 3-7nm and 

(c) 7-20nm. The central marks indicate the median, the bottom and top edges of the big box indicate the 25th 

and 75th percentiles, respectively. The whiskers extend to the most extreme data points not considered outliers, 

and the outliers are plotted individually using the '+' symbol .The numbers above the box plot represent the 

number of data points within each boxplot. Black boxes represent the total particles (neutral+charges), blue 

boxes represent negative ions and red boxes represent positive ions. 

Comment 14: L. 493: However, during the same period, SO2 concentrations are much higher during events 

than during non-events, it seems that the SO2 abundance does make a difference. 

Indeed SO2 abundance makes a difference on an intra-monthly nucleation scale, i.e. when comparing event to 

non-event days within one particular month. However, SO2 concentrations could not explain the seasonality 

in NPF because the month that exhibited lower NPF frequency did not particularly have lower SO2 

concentrations than other month.  

Comment 15: L. 515: What compounds could that be? Such an assumption may be investigated looking for 

instance at SO2 charts for the region. 

The missing compound is most likely a base as later explained in the last paragraph of section 3.4. H2SO4 

binary nucleation with water requires high H2SO4 vapor concentrations that are not atmospherically relevant 

within the lower parts of the troposphere. Additional species are required to stabilize H2SO4 clusters, such as 

ammonia, amines or ions. From figure 18, we concluded that the NPF is proceeding at formation rates that 

cannot be explained by H2SO4-NH3 alone, thus additional compounds like organics could be missing 

(Lehtipalo et al., 2018). 



Comment 16: Table 1: Remove the period punctuation mark from the units of J. 

The table was replaced by a figure as shown in the response to comment 11 and the period punctuation was 

removed.  
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