
 

We thank both reviewers for constructive comments and suggestions. We have carefully 

considered all comments and changed the manuscript accordingly. Please find our answers in 

italic and bold font. The marked-up manuscript is at the end.  

 

Reviewer #1 

 

Interactive comment on “Response of middle atmospheric temperature to the solar 27-day cycle: 

an analysis of 13 years of MLS data” by Piao Rong et al.” 

 

Anonymous Referee #1 

Received and published: 9 October 2019 

 

General Comments: 

Review of ‘Response of middle atmospheric temperature to the solar 27-day cycle: an analysis of 

13 years of MLS data” by Rong et al., submitted to Atmospheric Chemistry and Physics. The paper 

is well written and presents interesting results. Minor comments are detailed below. 

Answer:  

We thank the reviewer for this encouraging comment. 

 

Specific Comments: 

1. Abstract, Line 9: If the sensitivity is larger at high latitudes the why show low latitudes results? 

Is there a rationale behind choosing 5N for the figures and discussion of results in for e.g. section 

4.1.1? 

 Answer: 

In general, from Figure 13 (top panel), we could draw the conclusion that the sensitivity is 

larger at high latitudes. We chose the zonally averaged temperature at 88 km for the [0-10° 

N] latitude range as subject to discuss for the following two reasons: 

One reason is that von Savigny et al. (2012) reported the sensitivity of equatorial 

mesopause temperature to the 27-day solar cycle. They analyzed zonally averaged OH(3-1) 

rotational temperatures at 87 km for the [0, 20° N] latitude range using the Mg II index 

derived from SCIAMACHY. Choosing the close location to analyze is good to compare our 

results with theirs. 

Another reason is that Figure 13 (top panel) shows that the high sensitivity also occurs 

at the mesopause of low latitudes. Therefore, it appears reasonable to choose 5°N at 88 km 

for the discussion. 

 

2. Page 2, Line 15-20: Please specify results from Hood et al. (1991) and Brasseur (1993) 

 Answer:  

OK, we specified results from Hood et al. (1991) and Brasseur (1993) in the manuscript. 

Changes to paper:  

(page 2, line 14-30) “Hood (1986) and Hood et al. (1991) used Nimbus-7/SAMS 

(Stratosphere and Mesosphere Sounder) measurements at low latitudes to determine the 

temperature sensitivity to solar forcing at the 27-day scale for altitudes extending up to 



about 90 km. Hood (1986) used Nimbus-7/SAMS temperature measurements (December 24, 

1978 to May 20, 1981) at low latitudes (25° S to 25° N) to determine the temperature 

sensitivity to solar forcing at the 27-day scale for altitudes ranging from about 24 km to 57 

km, yielding a maximum temperature response amplitude of 0.36 % (~1 K) near the 

stratopause. The peak-to-peak variations in the 205-nm flux were as large as 6% on the 27-

day time scale during their study period. Later, Hood et al. (1991) presented an analysis of 

4.3 years (December 24, 1978 to June 9, 1983) of Nimbus-7/SAMS temperature data for 

estimating and characterizing the response of mesospheric temperature to solar ultraviolet 

variations at the 27-day scale. They found that the maximum low-latitude temperature 

response amplitudes (approximately 1.3 K for the maximum observed Lyman-α flux change 

of ~29%) occur at a level of ~ 0.06 mbar, approximately 68 km altitude, in agreement with 

Keating et al. (1987). Brasseur (1993) used a two-dimensional chemical-dynamical-radiative 

model of the middle atmosphere to investigate the potential changes of temperature in 

response to the 27-day variation in the solar ultraviolet flux. They found that the largest 

temperature response amplitude (approximately 0.37 K) is at the stratopause 

corresponding to a peak-to-trough solar variation of 3.3% at 205 nm. The temperature 

sensitivity using their model for equatorial regions is 0.01 K/% at 30 km, 0.06 K/% at 40 km, 

and 0.12 K/% at 60 km, and the modelled sensitivity for altitudes ranging from 40 km to 60 

km is in agreement with Keating et al. (1987). The temperature response to solar variability 

has not been considered at altitudes above 60 km in Brasseur (1993), because several 

radiative processes specific to the mesosphere had not been treated in detail.” 

 

3. Page 3; Line 8: Yes, the processes leading to the observed 27-day signatures are not well 

understood. This manuscript also only speculates about the influence of dynamics but as in other 

publications doesn’t provide any analysis to understand these processes. 

 Answer:  

 The point is similar to the first point of detailed points raised by reviewer #2. We changed 

the sentence to avoid the misleading to readers. The reviewer is certainly absolutely correct that 

our manuscript does not really attempt to explain the underlying physico-chemical processes. 

This is beyond the scope of our study and will require dedicated model simulations taking all 

relevant physical and chemical processes into account.  

Changes to paper:  

 (page 3, Line 16-18) “In brief, previous studies found that variations of solar spectral 

irradiance at the 27-day time scale affect atmospheric temperature based on different 

observational and modelling data sets. However, for many atmospheric species and parameters, 

the processes leading to the observed 27-day signatures are not well understood. In addition, 

the statistical significance of the identified signatures is often difficult to establish. While the 

works cited above have found correlations between 27-day variations of solar spectral irradiance 

and atmospheric temperature variability in numerous observational and modelling data sets, 

there is still work to be done in characterizing and quantifying the significance of observed 27-

day signatures.” 

 

4. Page 6; Line 1: Is the 0-day, 7-day, 13-day smooth also applied to the temperature anomalies 

(page 8; line 1) or is it used only to identify maxima and minima? Figure 7 shows that 3-day smooth 



is applied to temperature, is the same 3-day data smooth applied to MgII anomaly? 

 Answer:  

Question (1): Page 6; Line 1: Is the 0-day, 7-day, 13-day smooth also applied to the 

temperature anomalies (page 8; line 1) or is it used only to identify maxima and minima? 

We apologize that the manuscript is indeed a bit incorrect regarding this point. The 0-

day, 7-day, 13-day smoothing is actually only applied to the Mg II index anomalies (not 

epoch-averaged) to identify maxima and minima, and is not applied to the temperature 

anomalies. We changed three places in the manuscript as follows. 

Changes to paper:  

(page 8, line 16-18) “as well as different local maxima chosen by 0-day/7-day/13-day 

smoothed temperature Mg II index anomalies based on, for daytime, nighttime, and daily 

averaged temperature observations” 

(page 9, line 4-7) “For the results shown in Figure 9 (a), the local solar maxima used in 

the SEA are chosen from the 7-day smoothed temperature Mg II index anomalies obtained 

by subtracting a 35-day running mean from the daily averaged temperature Mg II index 

data. The temperature anomalies used in the SEA are obtained by subtracting a 35-day 

running mean from the daily averaged temperature time series.” 

(page 11, line 21-24) “For this analysis the local solar maxima used in the SEA were 

determined based on the 7-day smoothed temperature Mg II index anomalies obtained by 

subtracting a 35-day running mean from the temperature Mg II index data. The 

temperature anomalies used in the SEA are obtained by subtracting a 35-day running mean 

from the daily averaged temperature time series.” 

 

Question (2): Figure 7 shows that 3-day smooth is applied to temperature, is the same 3-day 

data smooth applied to MgII anomaly? 

In Figure 7, the 3-day smoothing is only applied to epoch-averaged temperature 

anomalies to calculate the sinusoidal fit. The obtained amplitude of the sinusoidal fit of the 

3-day smoothed epoch-averaged temperature anomalies is used to perform the significance 

test calculations. For the significance test, the 3-day smoothing is applied both to the 1000 

random cases and to the actual case. 

For the sensitivity analysis, the same 3-day smoothing is not applied to epoch-averaged 

temperature anomalies or epoch-averaged Mg II index anomalies. The sensitivity 

parameter (the slope k) shown in Figure 7 (c) is based on the linear regression line to the 

data points, i.e., un-smoothed epoch-averaged temperature and Mg II index anomalies. 

To clarify, we changed three places in the manuscript as follows. 

Changes to paper: 

(page 6, line 27-29) “The obtained epoch-averaged temperature and Mg II index 

anomalies (un-smoothed) are used in the sensitivity analysis. A 3-day smoothing is applied 

to epoch-averaged temperature and Mg II index anomalies for the significance test.” 

(page 7, line 6) “The sensitivity is directly determined by the slope (k) of a linear 

regression line to the data points, i.e., un-smoothed epoch-averaged temperature and Mg 

II index anomalies. 

(page 7, line 30) “Then a sinusoidal function is used to fit every single random 

realization of the 3-day smoothed epoch averaged temperature anomaly.” 



 

5. Page 12; Line 25: Another reason could be the vertical resolution between MLS (>10 km) and 

SOFIE (~2 km). Also, SOFIE measures a range of latitudes (~65-85). 

 Answer:  

Yes, we agree with the reviewer. It can be another possible reason. We added it in the paper. 

Changes to paper: 

(page 13, line 13-16) “Another reason could be the difference in vertical resolution 

between MLS (>10 km) and SOFIE (~ 2 km) for the range of altitudes relevant here (70 - 90 

km). Also, the spatial and temporal sampling of the MLS and SOFIE measurements differs, 

as the latitudes of SOFIE solar occultation measurements vary slowly from day to day within 

the ~ 65°- 85° NS latitude range.” 

 

6. Page 13; Line 13-14: If the 27-day signatures in solar minimum conditions are not statistically 

significant at most altitudes and latitudes, is the comparison of sensitivity values between strong 

and weak activity years valid? Can the authors specify what are the altitudes and latitudes that 

have significant sensitivities? 

 Answer: 

Question (1): If the 27-day signatures in solar minimum conditions are not statistically 

significant at most altitudes and latitudes, is the comparison of sensitivity values between 

strong and weak activity years valid? 

The reviewer’s suggestion is fully correct. The low statistical significance of the results 

for periods of low solar activity is the reason, why comparisons should be interpreted 

carefully. This was the intended meaning of the sentence, but this was obviously not very 

clear. We added the following statement to this paragraph.  

Changes to paper: 

(page 14, line 3-4) “For this reason the comparison of sensitivity values for periods of 

high and low solar activity should be interpreted with caution.” 

 

Question (2): Can the authors specify what are the altitudes and latitudes that have significant 

sensitivities? 

 Yes, we specified the region that have significant sensitivities in the text. 

Changes to paper: 

 (page 14, line 11-14) “The colored areas are the latitudes and altitudes that have 

significant sensitivities. For solar maximum, the region of high latitude of 85° N at about 

40 km has highly significant sensitivities of about 5.0 - 7.2 K (100 sfu)-1. For solar minimum, 

the high altitudes of 80 - 90 km near the equator have highly significant sensitivities of 

about 17.0 - 21.5 K (100 sfu)-1.” 

 

Technical Corrections: 

7. Abstract, line 8: Is there a typo in this sentence “A tendency to higher temperature sensitivity to 

solar forcing in the winter hemisphere is found” (quantify tendency?) 

Answer:  

This statement is incomplete and we changed it as follows. We hope this is now easier to 

follow. 



Changes to paper: 

(Abstract, line 8-10) "A tendency to higher temperature sensitivity to solar forcing in 

the winter hemisphere compared to the summer hemisphere is found." 

 

8. Page3, Lines 3-4: I think there is a typo, grammar issues and/or or missing words in “Besides, an 

influence of 27-day variability on tropospheric parameters is also debated”. Maybe the authors are 

saying that the 27-day variability on tropospheric parameters has been studied previously? 

 Answer:  

 Yes, the grammar was changed. 

Changes to paper: 

(page 3, line 13-15) "Besides, an The influence of 27-day variability on tropospheric 

parameters is has also previously been debated discussed (e.g., Hoffmann and von Savigny 

(2019) and references therein)., but this work focuses specifically on the middle atmosphere, 

so the troposphere is not discussed here. we do not discuss many details related to 

tropospheric parameters here." 

 

9. Page 3; line 27: typo “: : :radio flux ‘or’ can be: : :. 

 Answer: 

Yes, the sentence has be corrected by deleting the extra "or". 

Changes to paper: 

(page 4, line 6) “the F10.7 cm radio flux or can be easily established by a linear 

regression (e.g., von Savigny et al., 2012, 2019).” 

 

10. Page 9, line 17: typo – “: : :the 27-day signature ‘is’ more significant: : :” 

 Answer: 

Yes, this sentence was corrected by adding the missing 'is'. 

Changes to paper: 

(page 10, line 5) "At high latitudes (70 – 85°N), the 27-day signature is more significant 

in winter than in summer, especially for the middle stratosphere (30 – 40 km). " 

 

REFERENCE 

Brasseur, G.: The response of the middle atmosphere to longterm and short-term solar variability: 

A two dimensional model, J. Geophys. Res., 98, 23079 – 23090, 

https://doi.org/doi:10.1029/93JD02406, 1993. 

Hood, L. L.: Coupled stratospheric ozone and temperature responses to short-term changes in 

solar ultraviolet flux: an analysis of Nimbus 7 SBUV and SAMS data, J. Geophys. Res. 91 (D4), 

5264 – 5276, https://doi.org/10.1029/JD091iD04p05264, 1986.  

Hood, L. L., Huang, Z., and Bougher, S. W.: Mesospheric effects of solar ultraviolet variations: 

Further analysis of SME IR ozone and Nimbus 7 SAMS temperature data, J. Geophys. Res., 

96, 12989 – 13002, https://doi.org/10.1029/91JD01177, 1991. 

Keating, G., Pitts, M., Brasseur, G., and Rudder, A. D.: Response of middle atmosphere to short-

term solar ultraviolet variations: 1. Observations, J. Geophys. Res., 92, 889 – 902, 

https://doi.org/10.1029/JD092iD01p00889, 1987.  

von Savigny, C., Eichmann, K. U., Robert, C. E., Burrows, J. P., and Weber, M.: Sensitivity of 



equatorial mesopause temperatures to the 27-day solar cycle, Geophys. Res. Lett., 39, 

L21804, https://doi.org/10.1029/2012GL053563, 2012.  



Reviewer #2 

 

Interactive comment on “Response of middle atmospheric temperature to the solar 27-day 

cycle: an analysis of 13 years of MLS data” by Piao Rong et al. 

 

Mark Weber (Referee) 

weber@uni-bremen.de 

Received and published: 23 October 2019 

 

1 General comment 

This paper reports on the 27-day (corresponding to one solar rotation) periodicities in temperature 

data from MLS covering 13 years of data and the vertical range 20-90 km. The authors use the 

super-epoch approach to identify the 27 day signal. Various sensitivity tests are made to 

demonstrate the robustness of their results. The scientific methods they use is is very clearly 

described and their work tracable for the reader. I recommend publication after some minor 

corrections. My main criticism is that an evaluation of the results obtained here with respect to 

other similar analyses on temperature data (many cited and summarised in the Introduction) 

remains somewhat vague. It is important to stress here which results are new (not seen by others) 

in addition to confirmation of agreement with prior work. 

 Answer:  

We thank the reviewer for his encouraging comments and helpful suggestions. We added 

several sentences in the conclusion to summarise our new results, the details please see our 

answer to the second comment of the following detailed points. 

 

2 Detailed points 

Page 2, l. 3: "While a significant number of experimental studies investigated solar-driven 27-day 

variations in stratospheric and mesospheric parameters, the physical/chemical mechanisms 

leading to these signatures are, in many cases, not well understood. Therefore, it has become a 

highly interesting subject to study atmospheric variations due to the 27-day solar activity cycle in 

middle atmospheric parameters." The expectation is raised here that additional studies (like this) 

will lead to a better understanding of the processes behind the 27d variability. However, this study 

is simply another study lining up with others on fingerprint detection, but falls short of identifying 

the processes behind these changes (except for some plausibility arguments that the processes 

may be dynamical rather than direct solar in nature) 

 Answer:  

Yes, this comment is similar to comment 3 of reviewer #1. We apologize that these sentences 

are misleading and imply another content of this paper. To avoid this problem, we rewrote 

this part. 

Changes to paper: 

(page 2, line 3-5) "While a significant number of experimental studies investigated 

solar-driven 27-day variations in stratospheric and mesospheric parameters, the 

physical/chemical mechanisms leading to further characteristics of these signatures are yet 

to be discovered. in many cases, not well understood." 

 



p. 13: Conclusions: here it may be important to briefly summarise what are the new findings from 

this study with respect to earlier work (see general comment) 

 Answer:  

We added several sentences in the conclusion to summarise our new results as follows. 

Changes to paper: 

(page 14, Conclusion) “This study reports on the investigation of potential solar 27-day 

signatures in middle atmospheric temperature. The analysis is based on a 13-year (2005 – 

2017) global temperature data set obtained from spaceborne measurements with the Aura 

MLS instrument. The results are mainly based on the superposed epoch analysis approach, 

which is well suited for identifying weak signatures in time series characterized by large 

variability. The statistical significance of the obtained results was evaluated with a 

dedicated Monte-Carlo approach. On this basis, several new conclusions can be drawn.  

(1) The analysis showed that a solar 27-day signature in middle atmospheric 

temperature can be identified with high statistical significance under certain conditions. 

However, a complex dependence of the significance of the obtained results on several 

assumptions and parameters was found.  

 (2) The sensitivity of temperature to solar 27-day forcing tends to be larger at high 

latitudes than at low latitudes.  

(3) The overall statistical significance of the 27-day signatures is higher for periods of 

enhanced solar activity than during periods of low solar activity, as expected. The sensitivity 

analysis showed that even for strong solar activity, the 27-day signatures are not significant 

at many latitudes and altitudes. 

(4) Enhanced 27-day signatures during winter were found. It is noteworthy that tThe 

27-day signatures in both hemispheres have a higher significance for northern summer 

compared to northern winter, which may be related to enhanced planetary wave activity 

during Arctic winters.  

Several findings indicate the presence of other sources of variability in the 25 – 30 day 

period range, likely of dynamical nature. The separation of these sources – likely unrelated 

to solar forcing – from a real solar forcing is an intrinsic difficulty when searching for solar 

27-day signatures in atmospheric parameters. Further studies on the interference of 

dynamical effects and/or potential solar impact on these dynamical effects are required for 

a full understanding of the observed variability in middle atmospheric temperature.” 

 

p. 3, l. 25: Here one should briefly mention why Mg II (and not F10.7 or Ly-alpha) is used here. 

Dudok de Wit et al. (2009) and others have shown that the Mg II best correlates with solar UV 

radiation variation particularly during solar minimum conditions. The translation of Mg II changes 

into equivalent F10.7cm flux and 205 nm irradiance is needed since other studies used the latter. 

 Answer:  

Thanks for this information. We added it to the text. 

Changes to paper:  

(page 4, line 1-8) “In contrast to other solar proxies (such as the Lyman-α and the F10.7 

cm radio flux), the Mg II index is used here because the Mg II best correlates with solar UV 

radiation variation, particularly during solar minimum conditions (Dudok de Wit et al., 2009; 

Snow et al., 2014). 



The Mg II index is a dimensionless proxy. , but tThe relationship between the Mg II 

index and other solar proxies, e.g., the Lyman-α or the F10.7 cm radio flux or can be easily 

established by a linear regression (e.g., von Savigny et al., 2012, 2019). The F10.7 cm radio 

flux is usually given in solar flux units (sfu), which are equal to 10−22 W m−2 Hz−1. So, the 

results can This allows the results to be compared well with other research results.” 

 

p. 3 l. 32: "derived from four data sets". Other satellite data were used to fill the gap. The fifth 

major dataset is the early SBUV record (before 1995, not relevant here). 

 Answer:  

 Ok, we changed this sentence as follows. 

Changes to paper:  

(page 4, line 9-12) “For this study we employ the Bremen daily Mg II index composite 

data as the solar proxy, which is available from 1978 to present and is derived from four six 

data sets, i.e., the Solar Backscatter UltraViolet (SBUV) (before 1995), the Global Ozone 

Monitoring Experiment (GOME) (1995-2011), SCIAMACHY (2002-2012), GOME-2A (since 

2007), and GOME-2B (since 2012), and GOME-2C (since 2019).” 

 

p. 4, l. 11: "MLS version 4.2 temperature is" –> "MLS temperatures are". Version 2.4 is already 

mentioned in the sentence before. 

 Answer:  

Okay, deleted. 

Changes to paper:  

(page 4, line 24) “In this work, we use the MLS Level 2 temperature product version 4.2. 

MLS version 4.2 temperature is available from 2 August 2004 to present.” 

 

p. 5., l. 12: Figure 3 is mentioned before Figure 2 in the main text. Please check. 

 Answer:  

There is no problem to the number of Figures.  

We checked and found the Figure 2 is first mentioned in page 5 line 4 (discussion version: 

page 4 line 24) and the Figure 3 is first mentioned in page 5 line 24 (discussion version: page 

5 line 13).  

 

p. 6., l. 5: "Second" –> "Secondly"  

 Answer:  

We would like to keep using “second” (page 6 line 18), because "second" to be a parallel 

construction with "first" in the previous paragraph (page 6 line 10). 

 

Figure 8, l. 29: Wouldn’t it be better to invert the color scale in the significance plots (Figure 9 and 

other figures). That way those regions are highlighted (and more colorful) where the significance 

of the 27d signal is high! For the axis label I would use "(statistical) significance" rather than 

"fraction". It would be also useful to shade out regions where no statistical significance is given. 

This helps to focus on the relevant part in the plots. This applies to Figs. 9, 11, and 12. 

 Answer:  

Yes, the first suggestion is very good and we inverted the color scale in Figs. 9, 11 and 12.  



However, we would like to retain the axis label as “fraction”, because the value of color 

bar shown here means fraction. We think, using “fraction” would be more straightforward 

to show what the values are. Besides, statistical significance is opposite to fraction, i.e., the 

smaller the fraction is, the higher the significance is. We think using “(statistical) 

significance” may cause a bit of misleading if the value is fraction.  

We agree with the reviewer that shading out regions where no statistical significance 

helps to focus on the relevant part in the plots. We have already done a similar thing in 

Figure 15, only the relevant part (high significant region) was shown in color. We think 

Figure 15 is already clearly shown the characteristics of the relevant part and is easier to 

read for readers. 

Changes to paper:  

Fig.9(a) to  

Fig.9(b) to  

Fig.9(c) to  



Fig.9(d)  to  

Fig.11(a)  to  

Fig.11(b)  to  

Fig.12(a)  to  

Fig.12(b)  to  

 

Section 4.1.3 (p. 9) Discussion on the time lag plots (Figure 11) is missing. 

 Answer:  

 Section 4.1.3 is major in the discussion of significance test results. All the time lag plots 



are discussed in Section 4.2. Figure 11 (e-f) are discussed in Section 4.2.3. 

 

p. 9, l. 32: Suggest to use "region of high significance" rather than "low fraction region" throughout 

the main text. 

 Answer:  

Ok, we changed seven places in the main text as follows. 

Changes to paper:  

 (page 9, line 9-11) “As shown in the Figure, low fractions of less than 10 % (high 

significance) appear in the tropics for the altitude range of 40 – 60 km and 80 – 90 km, as 

well as at 40°N for the altitude of about 65 km. The low fractions (< 10 %) high significance 

also appears at the high latitudes, ...” 

 (page 9, line 24-25) “The low fraction regions regions of high significance obviously 

become smaller in Figure 9 (b–d),” 

 (page 10, line 6) “In total, the low fraction (less than 10 %) region region of high 

significance is larger for “summer” months (October – March) than “winter” months (April 

– September) for the global region.” 

 (page 10, line 16) “The low fraction (less than 10 %) region region of high significance 

is larger for strong solar activity years than for weak solar activity years.” 

 (page 10, line 17) “For weak solar activity years, the low fraction region region of high 

significance mainly concentrates in the equatorial mesopause region as shown in Figure 12 

(b).”  

 (page 10, line 18) “For strong solar activity years, the low fraction region region of high 

significance is more distributed over high latitudes,” 

 (page 12, line 18) “Figure 15 (a) displays the sensitivity and shift of the low fraction 

region region of high significance for the latitude range from” 

 

p. 10, l. 16: "different input parameters". Better say "different settings", as input data (MLS, Mg II) 

remain the same. 

 Answer:  

 Ok, changed. 

Changes to paper:  

(page 11, line 3-4) “Table 2 lists the sensitivity values (i.e., the slope of fitted linear 

regression line) and the uncertainties depending on the different input parameters different 

settings.” 

 

p. 11, l. 10: "When comparing the graph with the significance test results shown in Figure 9 (a), it 

is apparent that the larger sensitivity values appear in regions with lower fraction, i.e., higher 

significance." If obvious, why mention it here (can be omitted). 

 Answer:  

We mentioned it here because we want to lead authors to compare the results of 

significance test and sensitivity analysis, i.e., Figure 9 (a) and Figure 13 (top panel).  

Changes to paper:  

(page 11, line 30-31) "When comparing the graph with the significance test results 

shown in Figure 9 (a), it is apparent can be seen that the larger sensitivity values appear in 



regions with lower fraction, i.e., higher significance, as expected." 

 

p. 11, l. 11: "determined time lag" –> "time lag" 

 Answer:  

Ok, done. 

Changes to paper:  

(page 11, line 32) “The bottom panel of Figure 13 shows the determined time lag 

between local solar maximum (at the 27-day scale) and the temperature maximum.” 

 

p. 11, l- l2: "Comparing the two panels of Figure 13 shows that large time lags tend to occur in 

latitude-altitude regions with small sensitivity". Why mention ii here (if greyed out in the plot 

because of no significance) 

 Answer:  

Yes, we are interested in the region of high significance, i.e., the region of high sensitivity in 

Figure 13 (top panel), so this sentence would be better if we changed as follows. 

Changes to paper:  

(page 11, line 32-33) “Comparing the two panels of Figure 13 shows that large time 

lags tend to occur in latitude-altitude regions with small sensitivity. small time lags tend to 

occur in latitude-altitude regions with large sensitivity.” 

 

p. 12, l. 9: "obvious characteristics". What are they? 

 Answer:  

The obvious characteristics are the ones mentioned before regarding the sensitivity: the 

sensitivity increases in general with increasing latitude in the winter hemisphere and the 

sensitivity shows a tendency to increase with altitude in general in summer. To clarify this 

point, we changed the sentence as follows. 

Changes to paper:  

(page 12, line 29-30) “The shifts do not exhibit the same obvious latitude-altitude 

characteristics as the sensitivity, which is not further investigated here.” 

 

p. 12, l. 27: "high significance fraction" –> "high significance region" 

 Answer:  

 Ok, changed. 

Changes to paper:  

(page 13, line 17) “Similar to section 4.2.2, we investigate the sensitivity features for 

the high significance fraction (< 10 %) region for different seasons as shown in Figure 15 (b 

– c).” 

 

Figure 6: Yellow curve is hard to see, suggest to plot first the unsmoothed curve and then overplot 

this with the smoother curves (order: red, blue, yellow). Then all curves may be visible. Yellow is 

hard to see, use another color for better legibility. 

 Answer:  

Ok, Figure 6 was changed. The text used to describe Figure 6 was rewritten in the manuscript 

as follows. 



Changes to paper:  

 (page 6, line 13) “The yellow, blue and red red, blue and green points represent the 

local maxima identified for the 0-day, 7-day and 13-day smoothed Mg II index anomalies, 

respectively.” 

 (page 24, Figure 6) “Figure 6. Top panel: Mg II index anomalies generated by 

subtracting a 35-day running mean from the time series. The black line presents the un-

smoothed or 0-day smoothed Mg II index anomaly. The yellow, blue and red red, blue and 

green points are the local maxima chosen from the 0-day, 7-day, and 13-day smoothed Mg 

II index anomalies, respectively. Bottom panel: similar to top panel except for the year 2005 

only. In addition, the blue and red red, blue and green lines present the Mg II index 

anomalies smoothed by a 0-day, 7-day and 13-day running mean, respectively.” 

Fig. 6 

 
to 

 



 

 

Figure 7: Show a vertical line in panel b, indicating the derived time lag. 

 Answer:  

Ok, changed as follows. 

Changes to paper:  

Fig.7(b) to  
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Other revisions by authors 

 

(1) Page 3, line 23 

Changes to paper:  

“To investigate how robust the results are, the dependence of the results the 

robustness of the results, their dependence on parameters of the analysis methods (e.g., 

smoothing filter, window width and epoch centers),” 

 

(2) Page 4, line 13 

Changes to paper:  

“… Figure 1 shows the Mg II index data from 2005 to 2017 which that is used in this analysis.” 
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Abstract. This work focuses on studying the presence and characteristics of solar 27-day signatures in middle atmospheric

temperature observed by the Microwave Limb Sounder (MLS) on NASA’s Aura spacecraft. The 27-day signatures in temper-

ature are extracted using the superposed epoch analysis (SEA) technique. We use time-lagged linear regression (sensitivity

analysis) and a Monte-Carlo test method (significance test) to explore the dependence of the results on latitude and altitude, on

solar activity and season, as well as on different parameters (e.g., smoothing filter, window width and epoch centers). Using5

different parameters does impact the results to a certain degree, but it does not affect the overall results. Analyzing the 13-year

data set shows that highly significant solar 27-day signatures in middle atmospheric temperature are present at many altitudes

and latitudes. A tendency to higher temperature sensitivity to solar forcing in the winter hemisphere compared to the

summer hemisphere is found. In addition, the sensitivity of temperature to solar 27-day forcing tends to be larger at

high latitudes than at low latitudes. For solar 11-year minimum conditions no statistically significant identification of a solar10

27-day signature is possible at most altitudes and latitudes. Several results we obtained suggest that processes other than solar

variability drive atmospheric temperature variability at periods around 27-days. Comparisons of the obtained sensitivity values

with earlier experimental and model studies show good overall agreement.

Copyright statement. TEXT

1 Introduction15

The 27-day solar cycle is caused by the sun’s differential rotation, which leads to apparent variations in solar flux with a period

of about 27 days (e.g., Sakurai (1980) and references therein). Previous studies have identified solar 27-day signatures in many

different atmospheric parameters, e.g., noctilucent clouds (e.g., Robert et al., 2010), mesospheric water vapor (e.g., Thomas et

al., 2015), tropical upper stratospheric ozone (e.g., Hood, 1986; Fioletov, 2009), the middle atmospheric odd hydrogen species

(e.g., Wang et al., 2015), upper mesospheric atomic oxygen (Lednyts’ kyy et al., 2017), and especially in temperature (e.g.,20
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Hood, 1986; Keating et al., 1987; Hood et al., 1991; Hall et al., 2006; Dyrland and Sigernes, 2007; Robert et al., 2010; von

Savigny et al., 2012; Thomas et al., 2015; Hood, 2016) in the middle atmosphere. The term “middle atmosphere” refers to

the height region of approximately 15 – 90 km and comprises the stratosphere and mesosphere. While a significant number

of experimental studies investigated solar-driven 27-day variations in stratospheric and mesospheric parameters, the

further characteristics of these signatures are yet to be discovered. Therefore, it has become a highly interesting subject to5

study atmospheric variations due to the 27-day solar activity cycle in middle atmospheric parameters.

First, we briefly outline the existing experimental and modelling studies on 27-day solar periodicities in temperature of the

middle atmospheric region.

Ebel et al. (1986) reported observations of solar-driven temperature deviations of about 1.5 K at 80 km in the tropics and

argue that since the response to solar activity (27-day and 13-day) is mainly determined by the dynamical properties of the10

middle atmosphere, the strongest perturbations should occur at middle and higher latitudes. The analysis covers the years from

1975 to 1978 and is based on temperature measurements with the Nimbus 6 Pressure Modulator Radiometer (PMR). Keating

et al. (1987) also identified a 27-day signal in tropical mesospheric temperature (50 – 70 km) in the 1980s using Nimbus 7

Stratosphere and Mesosphere Sounder (SAMS) temperature data, and found a maximum sensitivity at 70 km. Hood (1986)

used Nimbus-7/SAMS temperature measurements (December 24, 1978 to May 20, 1981) at low latitudes (25◦ S to 25◦ N)15

to determine the temperature sensitivity to solar forcing at the 27-day scale for altitudes ranging from about 24 km to

57 km, yielding a maximum temperature response amplitude of 0.36 % (∼ 1 K) near the stratopause. The peak-to-peak

variations in the 205-nm flux were as large as 6 % on the 27-day time scale during their study period. Later, Hood

et al. (1991) presented an analysis of 4.3 years (December 24, 1978 to June 9, 1983) of Nimbus-7/SAMS temperature

data for estimating and characterizing the response of mesospheric temperature to solar ultraviolet variations at the20

27-day scale. They found that the maximum low-latitude temperature response amplitudes (approximately 1.3 K for

the maximum observed Lyman-α flux change of ∼ 29 %) occur at a level of ∼ 0.06 mbar, approximately 68 km altitude,

in agreement with Keating et al. (1987). Brasseur (1993) used a two-dimensional chemical-dynamical-radiative model

of the middle atmosphere to investigate the potential changes of temperature in response to the 27-day variation in

the solar ultraviolet flux. They found that the largest temperature response amplitude (approximately 0.37 K) is at the25

stratopause corresponding to a peak-to-trough solar variation of 3.3 % at 205 nm. The temperature sensitivity using

their model for equatorial regions is 0.01 K/% at 30 km, 0.06 K/% at 40 km, and 0.12 K/% at 60 km, and the modelled

sensitivity for altitudes ranging from 40 km to 60 km is in agreement with Keating et al. (1987). The temperature

response to solar variability has not been considered at altitudes above 60 km in Brasseur (1993), because several

radiative processes specific to the mesosphere had not been treated in detail. Zhu et al. (2003) investigated the ozone30

and temperature responses in the upper stratosphere and mesosphere through analytic formulations and the Johns Hopkins

University Applied Physics Laboratory (JHU/APL) 2D chemical–dynamical coupled model, showing an increasing sensitivity

of temperature to the solar UV forcing with increasing latitude and altitude. Hall et al. (2006) and Dyrland and Sigernes (2007)

identified signatures with periods near 27 days in winter time meteor radar temperature time series at 90 km and for latitudes

of 70◦ N and 78◦ N. Gruzdev et al. (2009) analyzed the effects of the solar rotational (27-day) irradiance variations on the35
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chemical composition and temperature of the middle atmosphere as simulated by the three-dimensional chemistry-climate

model HAMMONIA. They found that the response sensitivities of temperature to solar activity generally decrease when the

forcing increases and in the extra-tropics the response was found to be seasonally dependent with typically higher sensitivities

in winter than in summer. Robert et al. (2010) identified a solar-driven 27-day signature in mesospheric temperatures at middle

and high latitudes during hemispheric summer applying a cross-correlation analysis on MLS/Aura measurements. von Savigny5

et al. (2012) reported on a 27-day signature in equatorial mesopause (87 km) temperatures derived from Envisat/SCIAMACHY

(SCanning Imaging Absorption spectroMeter for Atmospheric CHartographY) observations of the OH(3–1) Meinel band in

the terrestrial nightglow. Thomas et al. (2015) investigated solar-driven 27-day variations in temperature profiles in the high-

latitude summertime region for altitudes between 70 and 90 km and observed with the Solar Occultation for Ice Experiment

(SOFIE) on the Aeronomy of Ice in the Mesosphere (AIM) satellite. Hood (2016) analyzed daily ERA-Interim reanalysis data10

for three separate solar maximum periods and confirmed the existence of a temperature response to 27-day solar ultraviolet

variations at tropical latitudes in the lower stratosphere (15 – 30 km).

The influence of 27-day variability on tropospheric parameters has also previously been discussed (e.g., Hoffmann

and von Savigny (2019) and references therein), but this work focuses specifically on the middle atmosphere, so the

troposphere is not discussed here.15

While the works cited above have found correlations between 27-day variations of solar spectral irradiance and

atmospheric temperature variability in numerous observational and modelling data sets, there is still work to be done

in characterizing and quantifying the significance of observed 27-day signatures.

This paper investigates the presence and characteristics of solar 27-day signatures in middle atmosphere temperature ob-

served by the Microwave Limb Sounder (MLS). The MLS data set is uniquely suited for this purpose, because it provides20

global daily coverage and covers more than an 11-year solar cycle. We employ the solar Mg II index as the solar proxy. In

this study, the superposed epoch analysis (SEA), time-lagged linear regression (sensitivity analysis), and a Monte-Carlo test

method (significance test) are used. To investigate the robustness of the results, their dependence on parameters of the

analysis methods (e.g., smoothing filter, window width and epoch centers), on the time of measurement (e.g., temperature

observation time, solar activity and season), and on latitude and altitude are investigated.25

The remainder of the paper is organized as follows: Section 2 describes the MLS temperature data set and the Mg II index

data used in this study; Section 3 describes the analysis process and the main features of the SEA, the sensitivity analysis and

the significance test; In section 4 the analysis results are presented, discussed and compared to earlier studies; Conclusions are

provided at the end.

2 Data sets30

2.1 Mg II Index

The core-to-wing ratio of the Mg II doublet (280 nm) in the solar irradiance spectrum, i.e., Mg II index, is frequently used

as a proxy for tracking solar activity from the ultraviolet (UV) to the extreme ultraviolet (EUV) associated with the 11-year
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solar cycle (22-year magnetic cycle) and solar rotation 27-day cycle (Cebula and Deland, 1998; Dudok de Wit et al., 2009). In

contrast to other solar proxies (such as the Lyman-α and the F10.7 cm radio flux), the Mg II index is used here because

the Mg II best correlates with solar UV radiation variation, particularly during solar minimum conditions (Dudok de

Wit et al., 2009; Snow et al., 2014).

The Mg II index is a dimensionless proxy. The relationship between the Mg II index and other solar proxies, e.g., the5

Lyman-α or the F10.7 cm radio flux can be easily established by a linear regression (e.g., von Savigny et al., 2012, 2019).

The F10.7 cm radio flux is usually given in solar flux units (sfu), which are equal to 10−22 W m−2 Hz−1. This allows the

results to be compared with other research results.

For this study we employ the Bremen daily Mg II index composite data as the solar proxy, which is available from 1978 to

present and is derived from six data sets, i.e., the Solar Backscatter UltraViolet (SBUV) (before 1995), the Global Ozone10

Monitoring Experiment (GOME) (1995-2011), SCIAMACHY (2002-2012), GOME-2A (since 2007), GOME-2B (since

2012) and GOME-2C (since 2019). The most recent information on the Mg II data can be found in Snow et al. (2014). The

top panel of Figure 1 shows the Mg II index data from 2005 to 2017 that is used in this analysis.

2.2 MLS on Aura

The National Aeronautics and Space Administration (NASA) Earth Observation Satellite Aura has been in a near-polar 70515

km altitude orbit since 2004. The Microwave Limb Sounder (MLS) on Aura consists of seven radiometers observing emission

in the 118 GHz, 190 GHz, 240 GHz, 640 GHz and 2.5 THz regions. The MLS measurements provide vertical profiles of

temperature, geopotential height, several atmospheric trace species and ice water content of clouds with near-global coverage

on a daily basis (Waters et al., 2006; Livesey et al., 2018).

MLS temperature is retrieved primarily from MLS measurements of the thermal emission of O2 near 118 GHz and 24020

GHz (Schwartz et al., 2008). The isotopic 240 GHz line is the primary source of temperature information in the troposphere

(extending the profile down to about 9 km), while the 118 GHz line is the primary source of temperature information in the

stratosphere and above (from 90 km down to about 16 km) (Livesey et al., 2018).

In this work, we use the MLS Level 2 temperature product version 4.2. MLS temperature is available from 2 August 2004

to present. The precision and accuracy of the MLS temperature data product are shown in Table 3.22.1 of Livesey et al. (2018).25

The precision is 1 K or better in the troposphere and lower stratosphere (from 261 hPa to 3.16 hPa), degrading to 3.6 K in the

upper mesosphere (at 0.001 hPa). The observed biases based upon comparisons with analyses and other previously validated

satellite-based measurements range from −2.5 K to +1 K in the troposphere and lower stratosphere, increasing to −9 K at the

highest altitude. The recommended useful vertical range for scientific studies is between 261 hPa (10 km) and 0.001 hPa (96

km), and the vertical resolution varies between 3.6 km (at 31.6 hPa) and 13 – 14 km (at 0.001 hPa). The horizontal resolution30

is ∼165 km between 261 hPa and 0.1 hPa and degrades to 280 km at 0.001 hPa. To investigate the presence of a 27-day solar

cycle signature in the temperature data set and to keep the annual data complete, the period from January 1, 2005 to December

31, 2017 was selected as shown in the bottom panel of Figure 1. In the following analysis, we first employ the day and night
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averaged MLS temperature data. In sections 4.1.1 and 4.2.1 we investigate how the results change if daytime (or nighttime)

measurements only are employed for the analysis.

3 Methodology

The approach employed to analyze the 27-day solar cycle signal in temperature is illustrated in Figure 2. First, temperature

and Mg II index anomalies are calculated (see section 3.1). Next, the SEA method is applied to the temperature and Mg II5

index anomalies to obtain the epoch-averaged temperature and Mg II index anomalies (section 3.2). Then, the epoch-averaged

temperature and Mg II index anomalies are used to perform the sensitivity analysis (section 3.3) and the significance test

(section 3.4). The individual steps are described in detail in the corresponding subsections.

In the process, different input observational and statistical parameters may affect the results. For example, the results may

depend on whether daytime, nighttime or daily averaged MLS temperature data is used for the analysis. Other parameters that10

may affect the results are latitude and altitude, the width of the window used in the data pre-processing, the choice of the epoch

centers (maxima or minima of Mg II index anomalies) applied for the SEA, the smoothing filter used to choose the maxima or

minima as epoch centers. In addition, the dependence of the results on solar activity and season also needs to be discussed. To

check how these parameters affect the results, different tests are performed and described in section 4.

3.1 Data pre-processing15

We defined a standard altitude grid with 36 levels from 20 to 90 km with a step size of 2 km and a standard latitude grid with

18 bins from 90◦ S to 90◦ N with a step size of 10◦. MLS geopotential height was converted to geometric height using the

height and latitude dependent formula provided by Roedel and Wagner (2011). The temperature data were averaged daily and

zonally for each altitude and latitude bin between 1 January 2005 and 31 December 2017.

The bottom panel of Figure 1 shows the daily averaged temperature data for an altitude of 88 km and a latitude of 5◦ N20

(averaged zonally and over the 0 – 10◦ N latitude range). There are 5 data gaps and 6 abnormal peaks. The data gaps occur

in the following periods: days 453 – 458 (6-day gap in 2006), day 555 (1-day gap in 2006), days 2276 – 2298 (23-day gap

in 2011), days 2605 – 2609 (5-day gap in 2012), and days 2630 – 2635 (6-day gap in 2012). Days are counted starting with

January 1, 2005. These gaps exist in the observations at all latitudes and altitudes (see Figure 3). The white lines in Figure 3

indicate that temperature data is missing. The outliers/abnormal peaks visible in the bottom panel of Figure 1 occur on days25

341, 417, 452, 1532, 1759, 3717. Note that the outliers appear on different days for different altitudes and latitudes. In order to

investigate the presence of a 27-day solar cycle signature in the temperature data set, it is necessary to avoid the invalid points

(temperature gaps and outliers) in the SEA. This can be easily implemented in the SEA by ignoring the data gaps and outliers

in the averaging procedure (see below).

Next, we apply a 35-day running mean and then calculate the anomalies as the deviation from the running mean for MLS30

temperature and the Mg II index time series. The resulting temperature anomalies for an altitude of 88 km and a latitude of

5◦ N are shown in the top panel of Figure 4. We define outliers as data points for which the magnitude of the temperature
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anomaly exceeds 4 times the standard deviation of the anomaly time series. The bottom panel of Figure 4 shows the temperature

anomaly with removed outliers. The width of the smoothing window is chosen as 35 days to remove the seasonal modulation

of the temperature signal while leaving the variation at shorter time scales unaltered. In sections 4.1.1 and 4.2.1 we investigate

how the results change if different window widths (e.g., 27 days and 50 days) are employed for the analysis. Those steps above

are a preparation for the subsequent SEA, significance testing and sensitivity analysis.5

3.2 Superposed epoch analysis (SEA)

To identify weak solar 27-day signatures in temperature time series affected by variability from various sources, the superposed

epoch analysis method (SEA) (e.g., Howard, 1833; Chree, 1912) is an effective choice. The SEA is applied to the time series

covering the period from January 2005 to December 2017.

An overview of the SEA is shown in Figure 5. First, the epoch centers need to be chosen. The local maxima in the Mg II10

index time series – reflecting maxima in solar spectral irradiance – can be used as the epoch centers (represented as Max 1 to

Max N in Figure 5). The Mg II index maxima are identified in the un-smoothed (0-day) or 7-day or 13-day smoothed Mg II

index anomalies as shown in Figure 6. The red, blue and green points represent the local maxima identified for the 0-day,

7-day and 13-day smoothed Mg II index anomalies, respectively. We discuss the impact of the smoothing filter on the results

in sections 4.1.1 and 4.2.1. A similar method can be applied to choose the minima in the Mg II index times series and we15

compare the variation on the results by utilizing the maxima or minima of Mg II index anomalies for the SEA in sections 4.1.1

and 4.2.1.

Second, we choose 61 days centered at these solar maxima dates as an analysis epoch (i.e., 30 days before and after these

maxima). The whole time series from 1 January 2015 to 31 December 2017 will be divided into N epochs, and each epoch

covers 61 days. Finally, the epoch-averaged temperature anomaly (Tanomaly[x]) is obtained by averaging N temperatures20

(T x
epoch) of the corresponding day (x) in each 61-day epoch, see Equation (1).

Tanomaly[x] =
1

N

N∑
epoch=1

T x
epoch (1)

Here, x represents an integer between -30 and 30. Similarly, the epoch-averaged Mg II anomaly is determined this way.

Figure 7 (a) displays an example of the resulting epoch-averaged temperature (at 88 km and 5◦ N) and Mg II index anomalies.

The Mg II index anomaly exhibits very symmetric behavior with a maximum at zero day time lag and minima near ±1325

days, as expected. The epoch-averaged temperature anomaly also shows a clear maximum but with a time lag of 2 days,

indicating that the response in mesospheric temperature to the solar forcing occurs with a time lag. The obtained epoch-

averaged temperature and Mg II index anomalies (un-smoothed) are used in the sensitivity analysis. A 3-day smoothing

is applied to epoch-averaged temperature and Mg II index anomalies for the significance test.
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3.3 Sensitivity analysis

The resulting epoch-averaged temperature and Mg II index anomalies are used to determine the sensitivity of middle atmo-

spheric temperature to changes in the solar activity represented here by the Mg II index. The relationship between temperature

anomaly (Tanomaly[x]) and Mg II index anomaly (MgIIanomaly[x]) can be represented by a linear regression line (see Equa-

tion (2)) if the maxima in the epoch-averaged anomalies occur at the same time lag. The sensitivity is directly determined by5

the slope (k) of a linear regression line to the data points, i.e., un-smoothed epoch-averaged temperature and Mg II index

anomalies.

Tanomaly[x] = b+ k×MgIIanomaly[x] (2)

However, as shown in Figure 7 (a), there is a time lag or shift (l) between solar maximum and temperature maximum. If

the times of the maxima do not coincide, then an ellipse is fitted instead of a straight line. To remove the phase shift between10

the two anomalies, we need to shift the temperature curve by l days to obtain the time-lagged epoch-averaged temperature

anomalies Tanomaly[x+ l]. Then the sensitivity parameter (k) is derived from Equation (3).

Tanomaly[x+ l] = b+ k×MgIIanomaly[x] (3)

The phase lag (l) can be determined by time-lagged cross correlation as shown in Figure 7 (b). The sensitivity for this

particular combination of altitude and latitude is obtained by shifting the epoch-averaged temperature anomaly backwards by15

2 days, i.e., l = −2, see Figure 7 (c). The sensitivity obtained for a 35-day window width, a 7-day smoothing filter and using

maxima of the Mg II index anomaly as the epoch centers is 190 (± 15) K (Mg II index unit)−1. The relationship between the

Mg II index and the F10.7 cm radio flux was established by a linear regression to annually averaged values for the years 2003

to 2010 (∆MgII / ∆F10.7 = 0.0135 Mg II index unit (100 sfu)−1) and the sensitivity value translates to 2.57 (± 0.20) K (100

sfu)−1. The result is in very good agreement with the conclusion of von Savigny et al. (2012). They analyzed zonally averaged20

OH(3-1) rotational temperatures at 87 km for the [0◦, 20◦ N] latitude range using the Mg II index derived from SCIAMACHY

and found a temperature sensitivity to solar forcing in terms of the 27-day solar cycle of 182 (± 69) K (Mg II index unit)−1 or

2.46 (± 0.93) K (100 sfu)−1. We need to point out, however, that von Savigny et al. (2012) analyzed a much more limited time

period – i.e., from April 2005 to October 2006 – compared to the results presented here. More comparisons of our sensitivity

results to previously published ones are presented in sections 4.2.2 and 4.2.3.25

3.4 Significance testing

We use a similar Monte-Carlo test method as is used in von Savigny et al. (2019) to examine the significance of the obtained

results. Instead of using local solar maxima as the epoch centers in the SEA, the epoch centers are chosen randomly and the

SEA is repeated. The number of random epochs is the same as in the actual SEA. This procedure is carried out 1000 times.

Then a sinusoidal function is used to fit every single random realization of the 3-day smoothed epoch averaged temperature30

anomaly. Comparing the amplitude of the fitted sinusoidal function of the 1000 random cases to the amplitude of the actual
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case, the statistical significance of the SEA results can be evaluated. The amplitude and phase of fitted sinusoidal functions, as

well as the fraction of random realizations with amplitudes larger than actual data are the results of the significance test. If the

fraction of random realizations with amplitudes larger than the amplitude of the actual SEA is close to zero, then the 27-day

signature in MLS temperature data is likely not a spurious signature. Figure 8 shows the results of the Monte-Carlo significance

test at 88 km and 5◦ N. The local solar maxima used here are determined based on the 7-day smoothed Mg II index anomalies,5

which were obtained by subtracting a 35-day running mean from the daily Mg II index data.

4 Results and discussion

The main purpose of the present work is to investigate the presence and characteristics of solar 27-day signatures in the middle

atmosphere temperature observed by MLS. In order to investigate how robust the results are, different tests were performed,

i.e., a significance test, a sensitivity test, and an investigation of the dependence of the results on real geophysical parameters10

(i.e., solar activity, season, latitude and altitude) and on statistical/numerical parameters (i.e., window width, epoch centers,

and smoothing filter).

4.1 Significance test results

The significance testing method was described in section 3.4. To investigate the dependence of the significance results on

altitude and latitude, on the width of the window, on epoch centers and on the temperature observations, these tests were15

performed at each altitude and latitude, for different window widths of 27 days, 35 days and 50 days, as well as different local

maxima chosen by 0-day/7-day/13-day smoothed Mg II index anomalies, for daytime, nighttime, and daily averaged

temperature observations.

4.1.1 Dependence of the results on statistical parameters

The dependence of the results on the different parameters is carried out based upon temperature data in the tropical (5◦ N)20

mesopause region (88 km). Table 1 lists the results for the different statistical parameters considered and for the different

observational temperature (daytime, nighttime and daily averaged temperature) data sets. The maximum and minimum of the

fraction of random realizations with amplitudes larger than actual data are underlined. The max-to-min variation of the fraction

for the daytime temperature case is larger than the one for the nighttime and daily averaged temperature cases. In terms of daily

averaged temperature, the maximum and minimum fractions are about 1.0 % and 0.0 %, respectively. That is, the variation of25

the fraction is about 1.0 % for different input parameters. For nighttime temperature, the maximum and minimum fractions are

about 1.9 % and 0.0 %, respectively. The max-to-min variation of the fraction is about 1.9 %, but for the daytime temperature,

the maximum and minimum fractions are about 28.6 % and 1.5 %, respectively. The max-to-min variation of the fraction

increases to about 27.1 %. The exact origin of this different behaviour of the daytime temperature data is currently unknown.

More discussion on the dependence of the results on statistical parameters at different latitudes and altitudes will be given in30

subsection 4.1.2.
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4.1.2 Dependence of the results on latitude

We performed the significance test for the daily averaged temperature from 2005 to 2017 for the latitude range from 85◦ S to

85◦ N and the altitude range from 20 to 90 km. The resulting fraction of random realizations with amplitudes larger than the

actual SEA is displayed in Figure 9 as a function of latitude and altitude. For the results shown in Figure 9 (a), the local solar

maxima used in the SEA are chosen from the 7-day smoothed Mg II index anomalies obtained by subtracting a 35-day5

running mean from the Mg II index data. The temperature anomalies used in the SEA are obtained by subtracting a

35-day running mean from the daily averaged temperature time series. As shown in the Figure, there exists a complex

pattern of latitude/altitude regions with low fractions indicating that the identified 27-day signatures are most likely not caused

spuriously – making a solar origin likely. As shown in the Figure, fractions of less than 10 % (high significance) appear in

the tropics for the altitude range of 40 – 60 km and 80 – 90 km, as well as at 40◦ N for the altitude of about 65 km. The high10

significance also appears at the high latitudes, e.g., at 70 – 85◦ S for the altitude ranges of 30 – 40 km and 60 – 80 km, and at

80 – 85◦ N for altitudes of around 40 km.

In addition, Figure 10 provides two examples of high and low significance cases. Figure 10 (a) shows the epoch-averaged

Mg II index and temperature anomalies and the sinusoidal fit to the 3-day smoothed epoch averaged temperature anomalies for

the actual SEA and for 1000 randomly chosen epoch ensembles at 88 km for a latitude of 5◦ N. There is no random sinusoidal15

fit amplitude larger than the actual one, that is, the fraction of the significance test is 0.0 %. Figure 10 (b) is a significance test

result for an altitude of 50 km and a latitude of 85◦ N. In this case 95.0 % of the random sinusoidal fit amplitudes are larger

than the amplitude of the actual analysis.

In order to check the influence of the input parameters on the results at different latitudes, we show in Figure 9 the sig-

nificance results for some of the combinations of input parameters yielding the largest fractions of random realizations with20

amplitudes larger than the actual SEA (see Table 1). The results obtained using a 27-day window width and 0-day smoothing

filter are shown in Figure 9 (b). The results obtained using a 27-day window width, a 0-day smoothing filter, and daytime tem-

perature data are shown in Figure 9 (c). The results obtained using a 50-day window width, a 0-day smoothing filter, nighttime

temperature data, and minima of Mg II index anomaly are shown in Figure 9 (d). The regions of high significance obviously

become smaller in Figure 9 (b–d), but the locations of these regions have not changed. That means, different input parameters25

have an impact on the results, but will not affect the overall characteristics.

4.1.3 Dependence of the results on season

To determine whether the solar 27-day cycle signal in middle atmospheric temperature depends on season, the SEA and the

subsequent significance tests were performed for winter and summer separately. We assume that “winter” includes the six

months of October, November, December, January, February and March, and “summer” includes the other six months for the30

northern hemisphere. For the southern hemisphere, it is the opposite. More than three months for each season are considered

here in order to increase the number of epochs available for analysis.
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The significance testing results depending on season are shown in Figure 11 (a – b). The input parameters used in this analysis

are the same as in Figure 9 (a). In the southern hemisphere, the solar 27-day cycle signal in daily averaged temperature is more

obvious in winter than in summer. In the northern hemisphere, the 27-day signature in temperature at low latitudes (below 50◦)

for the altitude of 35 – 60 km is more significant in summer than in winter, but for the altitude of 20 – 30 km the signature

is more significant in winter. At high latitudes (70 – 85◦ N), the 27-day signature is more significant in winter than in5

summer, especially for the middle stratosphere (30 – 40 km). In total, the region of high significance is larger for “summer”

months (October – March) than “winter” months (April – September) for the global region.

An important finding is that large differences exist between northern hemisphere winter and summer. For northern summer

(see panel (b) of Figure 11), the latitude-altitude ranges with fractions less than 10% – indicative of a likely solar origin of the

identified signatures – are significantly larger than for northern winter (see panel (a) of Figure 11). These differences could10

be related to enhanced planetary wave activity during northern hemisphere winter, leading to enhanced overall atmospheric

variability and consequently making the identification of a solar 27-day signature in atmospheric temperature more difficult.

4.1.4 Dependence of the results on solar activity

In addition, we investigated the dependence of the results on solar activity. The comparison of the strong solar activity years

(2011 – 2014) with the weak solar activity years (2007 – 2009) is shown in Figure 12 (a – b). The input parameters used here15

are identical with the ones for Figure 9 (a). The region of high significance is larger for strong solar activity years than for

weak solar activity years. For weak solar activity years, the region of high significance mainly concentrates in the equatorial

mesopause region as shown in Figure 12 (b). For strong solar activity years, the region of high significance is more distributed

over high latitudes, mainly at 70 – 85◦ N and 40 – 60◦ S at around 40 km, and at 70 – 85◦ S at around 80 – 80 km.

The results demonstrate that the overall significance of the potential solar 27-day signatures in temperature is generally much20

lower for solar minimum conditions (see panel (b) of Figure 12) than for solar maximum conditions (see panel (a) of Figure

12). An exception is the tropical mesopause region, where the fraction of random realizations with amplitudes exceeding the

amplitude of the actual SEA is smaller for low solar activity than for enhanced solar activity. The reasons for this behaviour

are currently not understood. The general decrease of the significance with decreasing solar activity is, however, as expected. It

is also worth pointing out that the overall significance of the results (as quantified by the latitude-altitude ranges with fractions25

less than 10%) is smaller for enhanced solar activity compared to analyzing the entire data set (compare panel (a) of Figure 12

and panel (a) of Figure 9). This can be explained by the reduced number of epochs available if only parts of the time series are

analyzed and highlights the importance of the length of the time series for obtaining statistically significant results.

4.2 Sensitivity analysis

The temperature sensitivity to solar forcing was calculated with the method described in section 3.3. Similar to the significance30

testing, we also investigated the dependence of the sensitivity results on different input and observational parameters.
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4.2.1 Dependence of the results on statistical parameters

The sensitivity analysis was performed first with the temperature data at the mesopause (88 km) and in the tropics (5◦ N). Table

2 lists the sensitivity values (i.e., the slope of fitted linear regression line) and the uncertainties depending on the different

settings. The underlined values in the table represent the maximum and minimum sensitivity values for different cases. The

uncertainties are below 0.6 K (100 sfu)−1. The maximum of the sensitivity is 2.74 (± 0.28) K (100 sfu)−1 for daily averaged5

temperature, 3.18 (± 0.40) K (100 sfu)−1 for daytime temperature, and 2.95 (± 0.45) K (100 sfu)−1 for nighttime temperature.

The minimum of the sensitivity is 1.82 (± 0.27) K (100 sfu)−1 for daily averaged temperature, 1.33 (± 0.34) K (100 sfu)−1 for

daytime temperature, and 1.81 (± 0.38) K (100 sfu)−1 for nighttime temperature. The max-to-min variation of the sensitivity

value due to different input parameters is 0.92 K (100 sfu)−1 for daily averaged temperature, 1.85 K (100 sfu)−1 for daytime

temperature, and 1.14 K (100 sfu)−1 for nighttime temperature. Thus, the influence of the input parameters on the sensitivity10

result is relatively smaller in daily averaged temperature. This feature is in line with the results derived from the significance

test which was discussed in section 4.1.1.

Overall, there is a tendency toward larger sensitivities if a wider window is used for determining the anomalies. The

effect is particularly pronounced for the cases with a 0-day and 7-day smoothing of the anomalies. This dependence of the

sensitivities on window width may be expected, because, for narrower window widths, parts of the 27-day signatures present15

may be removed. The same window width is, however, also used for determining the MgII index anomalies so that part of this

effect is compensated, reducing the effect of window width on the sensitivity value. It is also worth pointing out that, for most

cases, the sensitivity values for the different window widths agree within combined uncertainties.

4.2.2 Dependence of the results on latitude

Next, we performed the sensitivity analysis for the daily averaged temperature from 2005 to 2017 for latitudes from 85◦ S20

to 85◦ N and altitudes from 20 to 90 km. For this analysis the local solar maxima used in the SEA were determined

based on the 7-day smoothed Mg II index anomalies obtained by subtracting a 35-day running mean from the Mg II

index data. The temperature anomalies used in the SEA are obtained by subtracting a 35-day running mean from the

daily averaged temperature time series. The resulting sensitivity values and shifts (time lag) are displayed in Figure 13. The

obtained sensitivity values range from −0.02 to 5.34 K (100 sfu)−1. There are two distinct features in the top panel of Figure25

13. First, the sensitivity generally increases with increasing altitude at low latitudes. Second, the higher sensitivity values

appear near the poles. Near the equator the sensitivity ranges from ∼ 0 to 2.80 K (100 sfu)−1, but the maximum sensitivity

occurs at 85◦ N for an altitude of about 40 km. In addition, two distinct features are present in the 70 – 80 km altitude range

for southern high latitudes and around 65 km at 40◦ N.

When comparing the graph with the significance test results shown in Figure 9 (a), it can be seen that the larger30

sensitivity values appear in regions with lower fraction, i.e., higher significance, as expected. The bottom panel of Figure

13 shows the time lag between local solar maximum (at the 27-day scale) and the temperature maximum. Comparing the two

panels of Figure 13 shows that small time lags tend to occur in latitude-altitude regions with large sensitivity.
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In Figure 14 (a) we show the MLS temperature sensitivity to 27-day solar forcing as a function of altitude for a latitude

of 5◦ S. In order to compare our results to the model calculations based on the three-dimensional chemistry-climate model

HAMMONIA analyzed by Gruzdev et al. (2009) (Figure 12 (b) of their paper), we converted the sensitivity to % change in

temperature per % change in solar 205 nm irradiance. The conversion is based on a linear fit between the Mg II index and the

solar 205 nm irradiance measured by SORCE/SOLSTICE during the period from 2005 to 2017 (LISIRD, 2019), i.e., ∆MgII5

/ ∆205 = 18.928 Mg II index unit (W m−2 nm−1)−1. The percent temperature changes were determined using the mean

temperature of 2005 – 2017 for the latitudes ranging from 85◦ S to 85◦ N, and the percent 205 nm irradiance changes were

determined using the mean UV 205 nm irradiance between 2005 – 2017. As shown in Figure 14 (a), the maximum is at 84 km

and the corresponding sensitivity is 0.13 %/%, a second maximum occurs at 58 km and the corresponding sensitivity is 0.07

%/%. The results are in good agreement with the annually averaged sensitivities for the [20◦S, 20◦N] latitude range in Gruzdev10

et al. (2009) (green lines in Figure 12 (b) of their paper). Their model results for enhanced forcing show a main maximum at

85 km and a corresponding sensitivity of about 0.11 %/% and a second maximum at 55 km with a sensitivity of about 0.04

%/%, see black dashed line in Figure 14 (a). For standard forcing, their model results show a main maximum at 85 km and a

corresponding sensitivity of about 0.13 %/%, see blue dashed line in Figure 14 (a).

In order to study the sensitivity features for regions with high significance of the identified 27-day signatures, we choose15

the region that meets the condition that the significance test fraction is less than 10 %. The white parts in the panels of Figure

15 represent the regions for significance test fractions exceeding 10 %. Figure 15 (a) displays the sensitivity and shift of the

region of high significance for the latitude range from 85◦ S to 85◦ N and the altitude range from 20 to 90 km for years from

2005 to 2017. The red contour lines represent the sensitivity value and the colors represent the shift. The sensitivity is in many

cases larger than 1.0 K (100 sfu)−1. The absolute shift is frequently less than 9 days at high altitudes (45 – 90 km). The shift at20

low altitudes (20 – 45 km) varies largely from −13 days to +13 days.

4.2.3 Dependence of the results on season

Next, the temperature sensitivity to solar forcing was analyzed for different seasons. Figure 11 (c – f) show the sensitivity

and shift for the latitude range from 85◦ S to 85◦ N and the altitude range from 20 to 90 km for different seasons. As shown

in Figure 11 (c – d), the sensitivity in winter is obviously larger than in summer. In the northern hemisphere, the maximum25

sensitivity, i.e., 12.41 K (100 sfu)−1, occurs in winter at 85◦ N for altitudes of about 40 km. In the southern hemisphere, the

maximum sensitivity is 5.16 K (100 sfu)−1 and occurs at around 70◦ S for about 75 km altitude winter. In other words, the

sensitivity increases in general with increasing latitude in the winter hemisphere. In summer, the sensitivity shows a tendency

to increase with altitude in general. Figure 11 (e – f) shows the determined lag. The shifts do not exhibit the same obvious

latitude-altitude characteristics as the sensitivity, which is not further investigated here.30

The graphs indicate larger sensitivity of atmospheric temperature to solar forcing at the 27-day scale in the winter hemisphere

(see panels (c) and (d) in Figure 11) – although one has to keep in mind that the results are not significant at all latitudes

and altitudes. The identified interhemispheric difference in temperature sensitivity is in agreement with the model results

of Gruzdev et al. (2009), who reported that the temperature response to the 27-day solar cycle at extra-tropical latitudes
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is seasonally dependent with frequently higher sensitivities in winter than in summer. This has also been reported, e.g., by

Ruzmaikin (2007), who analyzed MLS ozone and temperature observations in the stratosphere. The origin of the enhanced

sensitivity in the winter hemisphere – particularly at high latitudes – is not well understood.

In Figure 14 (b), we plot the MLS temperature sensitivity profile (%/%) for the southern summer at 75◦ S (black solid line)

and for the northern summer at 75◦ N (blue line). We used the averaged sensitivity profile (red line) of those two profiles to5

compare with the results of Thomas et al. (2015) (Figure 8 (b) of their paper), here represented by black dashed line in Figure

14 (b). They analyzed the response of SOFIE temperature observations to the solar 27-day cycle for two northern hemisphere

summertime seasons (2010, 2011) and three southern hemisphere (2011-2012, 2012-2013 and 2013-2014) summertime sea-

sons. At 78 km altitude, our sensitivity is 0.13 %/% which is in excellent agreement with the value reported by Thomas et al.

(2015). The MLS temperature sensitivity values reported here are larger than the values derived from SOFIE observations for10

altitudes below 78 km. Our MLS temperature sensitivity is smaller than the SOFIE based values for altitudes above 78 km.

One possible reason for the differences between MLS and SOFIE results could be the different time periods analyzed in the

respective studies. Another reason could be the difference in vertical resolution between MLS (>10 km) and SOFIE (∼
2 km) for the range of altitudes relevant here (70 – 90 km). Also, the spatial and temporal sampling of the MLS and

SOFIE measurements differs, as the latitudes of SOFIE solar occultation measurements vary slowly from day to day15

within the ∼ 65◦ – 85◦ NS latitude range.

Similar to section 4.2.2, we investigate the sensitivity features for the high significance region for different seasons as

shown in Figure 15 (b – c). The sensitivity is larger than 1.0 K (100 sfu)−1 in most of the high significance region, except for

the tropical region at low altitudes (20 – 30 km) for northern winter and southern summer season. In the northern hemisphere,

the large shift of ±13 days appears at around 75 km near the equator in summer, but in winter it occurs at 85◦ N for an altitude20

of about 60 km and at 0◦ – 45◦ N for the altitude range 20 – 30 km. In the southern hemisphere, a large shift of ± 13 days

occurs at low latitudes for the altitude range from 20 – 30 km in summer, but it is mainly focused at high latitudes for the

altitude range from 20 to 45 km in winter.

4.2.4 Dependence of the results on solar activity

Last, we investigated the dependence of the resulting sensitivity on solar activity. The sensitivity values of the strong solar25

activity years (2011 – 2014) and the weak solar activity years (2007 – 2009) are shown in Figure 12 (c – d). For strong solar

activity years, the sensitivity ranges from −0.06 to 7.20 K (100 sfu)−1. The sensitivity values are larger at high latitudes than

at low latitudes. In addition, the maximum appears at 85◦ N at about 40 km altitude. The sensitivity values of the strong solar

activity years are much smaller than the values in the weak solar activity years. However, unusually high values up to 21.48 K

(100 sfu)−1 are found for the weak solar activity years, with the maximum occurring at the equatorial mesopause. Such high30

sensitivities in weak solar activity years likely is an indication that temperature is affected by factors other than the 27-day

solar cycle.

Overall, the results show a tendency to enhanced temperature sensitivity to solar forcing during periods of low solar activity.

Gruzdev et al. (2009) state that this effect is also present in their model simulations of the effect of the 27-day solar UV
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forcing on middle atmospheric temperatures, where the sensitivities of temperature to solar activity generally decrease when

the forcing increases. For the analysis presented here it is important to remember that, for solar minimum conditions, the

27-day signatures are not statistically significant at most altitudes and latitudes. For this reason the comparison of sensitivity

values for periods of high and low solar activity should be interpreted with caution.

Interestingly, increased sensitivity during period of low solar activity has been reported for 27-day signatures in different5

atmospheric parameters, including polar summer mesopause temperature (Robert et al., 2010), noctilucent clouds (or polar

mesospheric clouds) (Thurairajah et al., 2016) or standard phase heights (von Savigny et al., 2019). These findings may be

caused by other sources of variability in a similar period range – likely unrelated to solar forcing – such as planetary wave

activity. We refer to von Savigny et al. (2019) for a more detailed discussion on a potential interference by dynamical effects.

Similar to sections 4.2.2 and 4.2.3, the sensitivity and shift for the high significance (i.e., fraction < 10 %) region for10

different solar activity are shown in Figure 15 (d – e). The colored areas are the latitudes and altitudes that have significant

sensitivities. For solar maximum, the region of high latitude of 85° N at about 40 km has highly significant sensitivities

of about 5.0 – 7.2 K (100 sfu)−1. For solar minimum, the high altitudes of 80 – 90 km near the equator have highly

significant sensitivities of about 17.0 – 21.5 K (100 sfu)−1. For strong solar activity years, a large shift of ±13 days occurs at

southern extra-tropical latitudes for the altitude range from 25 – 45 km. For weak solar activity years, large shifts of ±13 days15

occur at southern extra-tropical latitudes for the altitude range from 80 – 90 km and at low latitudes for altitudes around 75 km

and 20 km.

5 Conclusions

This study reports on the investigation of potential solar 27-day signatures in middle atmospheric temperature. The analysis is

based on a 13-year (2005 – 2017) global temperature data set obtained from spaceborne measurements with the Aura MLS20

instrument. The results are mainly based on the superposed epoch analysis approach, which is well suited for identifying weak

signatures in time series characterized by large variability. The statistical significance of the obtained results was evaluated

with a dedicated Monte-Carlo approach. On this basis, several new conclusions can be drawn.

(1) The analysis showed that a solar 27-day signature in middle atmospheric temperature can be identified with high statisti-

cal significance under certain conditions. However, a complex dependence of the significance of the obtained results on several25

assumptions and parameters was found.

(2) The sensitivity of temperature to solar 27-day forcing tends to be larger at high latitudes than at low latitudes.

(3) The overall statistical significance of the 27-day signatures is higher for periods of enhanced solar activity than during

periods of low solar activity, as expected. The sensitivity analysis showed that even for strong solar activity, the 27-day

signatures are not significant at many latitudes and altitudes.30

(4) Enhanced 27-day signatures during winter time were found. It is noteworthy that the 27-day signatures in both

hemispheres have a higher significance for northern summer compared to northern winter, which may be related to enhanced

planetary wave activity during Arctic winters.
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Several findings indicate the presence of other sources of variability in the 25 – 30 day period range, likely of dynamical

nature. The separation of these sources – likely unrelated to solar forcing – from a real solar forcing is an intrinsic difficulty

when searching for solar 27-day signatures in atmospheric parameters. Further studies on the interference of dynamical effects

and/or potential solar impact on these dynamical effects are required for a full understanding of the observed variability in

middle atmospheric temperature.5

Code availability. The source code will be made available by the authors upon request.

Data availability. The data sets used in this paper are publicly accessible. The Bremen daily Mg II index composite data were obtained

online from the UV satellite data and science group (http://www.iup.uni-bremen.de/UVSAT/Datasets/mgii, last access: 18 September 2018).

The MLS Level 2 temperature product (version 4.2) was obtained online from the NASA Jet Propulsion Laboratory (https://mls.jpl.nasa.gov/

products/temp product.php, last access: 14 September 2018), The MLS Level 2 Geopotential Height product was obtained online from the10

NASA data center (https://disc.gsfc.nasa.gov/datasets/ML2GPH V004/summary?keywords=MLS, last access: 14 September 2018).

Author contributions. PR designed and carried out the tests with the help of CVS. PR prepared the manuscript with contributions from CVS,

CZ, CGH, and MJS. CVS provided the code in this study, supervised and guided the analysis process and reviewed the paper. CZ discussed

and reviewed the paper. CGH contributed to the discussion of the method and results and reviewed the paper. MJS is contributor of MLS

data, discussed and reviewed the paper.15

Competing interests. The authors declare that they have no conflict of interest.

Acknowledgements. This work was supported by the Key Program of National Natural Science Foundation of China (Grant No. 41530422),

National High Technology Research and Development Program of China (863 Program) (Grant No.2012AA121101), the Program of Na-

tional Natural Science Foundation of China (Grant No. 61775176) and China Scholarship Council (201706280357). This work was supported

by the University of Greifswald. Work at the Jet Propulsion Laboratory, California Institute of Technology, was performed under contract20

with the National Aeronautics and Space Administration (NASA). We thank the MLS team for providing the high quality MLS data sets,

which are the basis of this work. We are indebted to Mark Weber from the University of Bremen for providing the Mg II index data set used

in this study.

15



References

Beig, G.: Overview of the mesospheric temperature trend and factors of uncertainty, Phys. Chem. Earth, 27, 509 – 519,

https://doi.org/10.1016/S1474-7065(02)00032-3, 2002.

Beig, G., Scheer, J., Mlynczak, M. G., and Keckhut, P.: Overview of the temperature response in the mesosphere and lower thermosphere to

solar activity, Rev. Geophys., 46, RG3002, https://doi.org/10.1029/2007RG000236, 2008.5

Brasseur, G.: The response of the middle atmosphere to long-term and short-term solar variability: A two dimensional model, J.

Geophys. Res., 98, 23079 – 23090, https://doi.org/doi:10.1029/93JD02406, 1993.

Cebula, R. P., and Deland, M. T.: Comparisons of the NOAA11 SBUV/2, UARS SOLSTICE, and UARS SUSIM MgII solar activity proxy

indices, Sol. Phys., 177, 117 – 132, https://doi.org/10.1023/A:1004994727399, 1998.

Chree, C.: Some phenomena of sunspots and of terrestrial magnetism at Kew Observatory, Philos. Trans. R. Soc. London A, 212, 75 – 116,10

https://doi.org/10.1098/rsta.1913.0003, 1912.

Dudok de Wit, T., Kretzschmar, M., Lilensten, J., and Woods, T.: Finding the best proxies for the solar UV irradiance, Geophys. Res. Lett.,

36, L10107, https://doi.org/10.1029/2009GL037825, 2009.

Dyrland, M. E. and Sigernes, F.: An update on the hydroxyl airglow temperature record from the auroral station in Adventdalen, Svalbard

(1980–2005), Can. J. Phys., 95, 143 – 151, https://doi.org/10.1139/p07-040, 2007.15

Ebel, A., Dameris, M., Hass, H., Manson, A. H., and Meek, C. E.: Vertical change of the response to solar activity oscillations with periods

around 13 and 27 days in the middle atmosphere, Ann. Geophys., 4, 271 – 280, 1986.

Fioletov, V. E.: Estimating the 27-day and 11-year solar cycle variations in tropical upper stratospheric ozone, J. Geophys. Res., 114, D02302,

doi:10.1029/2008JD010499, 2009.

Gruzdev, A. N., Schmidt, H., and Brasseur, G. P.: The effect of the solar rotational irradiance variation on the middle and upper atmosphere20

calculated by a three-dimensional chemistry-climate model, Atmos. Chem. Phys., 9, 595 – 614, https://doi.org/10.5194/acp-9-595-2009,

2009.

Hall, C. M., Aso, T., Tsutsumi, M., Höffner,J., Sigernes, F., and Holdsworth, D. A.: Neutral air temperatures at 90 km and 7◦ N and 78◦ N,

J. Geophys. Res., 111, D14105, https://doi.org/10.1029/2005JD006794, 2006.

Hoffmann, C. G., and von Savigny, C. : Indications for a potential synchronization between the phase evolution of the Madden–Julian25

oscillation and the solar 27-day cycle, Atmos. Chem. Phys., 19, 4235-4256, https://www.atmos-chem-phys.net/19/4235/2019/, 2019.

Hood, L. L.: Coupled stratospheric ozone and temperature responses to short-term changes in solar ultraviolet flux: an analysis of Nimbus 7

SBUV and SAMS data, J. Geophys. Res. 91 (D4), 5264 – 5276, https://doi.org/10.1029/JD091iD04p05264, 1986.

Hood, L. L.: Lagged response of tropical tropospheric temperature to solar ultraviolet variations on intraseasonal time scales, Geophys. Res.

Lett., 32, 4066 – 4075, https://doi.org/10.1002/2016GL068855, 2016.30

Hood, L. L., Huang, Z., and Bougher, S. W.: Mesospheric effects of solar ultraviolet variations: Further analysis of SME IR ozone and

Nimbus 7 SAMS temperature data, J. Geophys. Res., 96, 12989 – 13002, https://doi.org/10.1029/91JD01177, 1991.

Howard, L., The climate of London, 2nd edition, London, 1833.

Karlsson, B., McLandress, C., and Shepherd, T. G.: Inter-hemispheric mesospheric coupling in a comprehensive middle atmosphere model,

Journal of Atmospheric and Solar-Terrestrial Physics, 71(3-4), 518 – 530, https://doi.org/10.1016/j.jastp.2008.08.006, 2009.35

Keating, G., Pitts, M., Brasseur, G., and Rudder, A. D.: Response of middle atmosphere to short-term solar ultraviolet variations: 1. Obser-

vations, J. Geophys. Res., 92, 889 – 902, https://doi.org/10.1029/JD092iD01p00889, 1987.

16



Körnich, H. and Becker, E.: A simple model for the interhemispheric coupling of the middle atmosphere circulation, Adv. Space Res., 45(5),

661 – 668, https://doi.org/10.1016/j.asr.2009.11.001, 2010.

Lednyts’ kyy, O., von Savigny, C., and Weber, M.: Sensitivity of equatorial atomic oxygen in the MLT region to the 11-year and 27-day solar

cycles, J. Atmos. Sol.-Terr. Phys., 162, 136 – 150, https://doi.org/10.1016/j.jastp.2016.11.003, 2017.

LISIRD: LASP Interactive Solar IRradiance Data Center, SORCE SOLSTICE High-Res Solar Spectral Irradiance dataset,5

http://lasp.colorado.edu/lisird/data/sorce solstice ssi high res/, 2019.

Livesey, N. J., Read, W. G., Wagner, P. A., Froidevaux, L., Lambert, A., Manney, G. L., Millán Valle, L. F., Pumphrey, H. C., San-

tee, M. L., Schwartz, M. J., Wang, S., Fuller, R. A., Jarnot,R. F., Knosp,B. W., Martinez, E., Lay, R. R.: Aura Microwave Limb

Sounder (MLS): Version 4.2x Level 2 data quality and description document, Jet Propulsion Laboratory, https://mls.jpl.nasa.gov/data/v4-

2 data quality document.pdf, 2018.10

Robert, C. E., von Savigny, C., Rahpoe, N., Bovensmann, H., Burrows, J. P., DeLand, M. T., and Schwartz, M. J.: First evidence of a 27 day

solar signature in noctilucent cloud occurrence frequency, J. Geophys. Res., 115, D00I12, https://doi.org/10.1029/2009JD012359, [printed

116(D1), 2011], 2010.

Roedel, W. and Wagner, T.: Physik unserer Umwelt: Die Atmosphäre, Springer, Berlin Heidelberg, Germany, 2011.

Ruzmaikin, A., Santee, M. L., Schwartz, M. J., Froidevaux, L., and Pickett, H. M.: The 27-day variations in stratospheric ozone and temper-15

ature: New MLS data, Geophys. Res. Lett., 34, L02819, https://doi.org/doi:10.1029/2006GL028419, 2007.

Sakurai, K.: The Solar Activity in the Time of Galileo, J. Hist. Astron., 11, 164 – 173, https://doi.org/10.1177/002182868001100302, 1980.

Schwartz, M. J., Lambert, A., Manney, G. L., Read, W. G., Livesey, N. J., and Froidevaux, L., Ao, C. O., and others: Valida-

tion of the Aura Microwave Limb Sounder temperature and geopotential height measurements, J. Geophys. Res., 113, D15S11,

https://doi.org/10.1029/2007JD008783, 2008.20

Snow, M., Weber, M., Machol, J., Viereck, R., and Richard, E.: Comparison of Magnesium II core-to-wing ratio observations during solar

minimum 23/24, J. Space Weather Space Clim., 4, A04, https://doi.org/10.1051/swsc/2014001, 2014.

Thomas, G.E., Thurairajah, B., Hervig, M.E., von Savigny, C., and Snow, M.: Solar induced 27-day variations of mesospheric temperature

and water vapor from the AIM SOFIE experiment: drivers of polar mesospheric cloud variability, J. Atmos. Sol.-Terr. Phys., 134, 56 – 68,

https://doi.org/10.1016/j.jastp.2015.09.015, 2015.25

Thurairajah, B., G. E. Thomas, C. von Savigny, M. Snow, M. E. Hervig, S. M. Bailey, and C. E. Randall, Solar-induced 27-day variations of

polar mesospheric clouds from AIM SOFIE and CIPS Experiments, J. Atmos. Sol.-Terr. Phys., 162, 122 – 135, 2016.

von Savigny, C., Eichmann, K. U., Robert, C. E., Burrows, J. P., and Weber, M.: Sensitivity of equatorial mesopause temperatures to the

27-day solar cycle, Geophys. Res. Lett., 39, L21804, https://doi.org/10.1029/2012GL053563, 2012.

von Savigny, C., Peters, D. H. W., and Entzian, G.: Solar 27-day signatures in standard phase height measurements above central Europe,30

Atmos. Chem. Phys., https://doi.org/10.5194/acp-2018-799, 19, 2079-2093, doi.org/10.5194/acp-19-2079-2019, 2019.

Waters, J. W., Froidevaux, L., Harwood, R. S., Jarnot, R. F., Pickett, H. M., Read, W. G., and others. The Earth Observing

System Microwave Limb Sounder (EOS MLS) on the Aura satellite, IEEE Trans. Geosci. Remote Sens., 44, 1075 – 1092,

https://doi.org/10.1109/TGRS.2006.873771, 2006.

Wang, S., Zhang, Q., Millán, L., Li, K. F., Yung, Y. L., Sander, S. P., Livesey, N. J., and Santee, M. L.: First evidence of mid-35

dle atmospheric HO2 response to 27 day solar cycles from satellite observations, Geophys. Res. Lett., 42, 10,004 – 10,009,

https://doi.org/10.1002/2015GL065237, 2015.

17



Zhu, X., Yee, J., and Talaat, E.: Effect of short-term solar ultraviolet flux variability in a coupled model of photochemistry and dynamics, J.

Atmos. Sci., 60, 491 – 509, https://doi.org/10.1175/1520-0469(2003)060<0491:EOSTSU>2.0.CO;2, 2003.

18



1000 2000 3000 4000
Day since January 1, 2005

0.14

0.15

0.16

0.17

0.18

M
gI

I i
nd

ex

2005 2006 2007 2008 2009 2010 2011 2012 2013 2014 2015 2016 2017 

1000 2000 3000 4000
Day since January 1, 2005

160

170

180

190

200

210

220

T
em

pe
ra

tu
re

 (
K

)

2005 2006 2007 2008 2009 2010 2011 2012 2013 2014 2015 2016 2017 

Altitude: 88 km
Latitude: 5o

Figure 1. Top panel: Mg II index data from 2005 to 2017. Bottom panel: time series of zonally and daily averaged temperature for the 5◦ N

(i.e., 0 – 10◦ N) latitude bin at 88 km derived from MLS on Aura. Data gaps occur on the days 453–458, 555, 2276–2298, 2605–2609, and

2630–2635.
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Figure 3. Top panel: the MLS temperature as a function of altitude and time day at 5◦ N. Bottom panel: the MLS temperature as a function

of latitude and time at 88 km altitude. The white lines indicate data gaps.
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Figure 4. Top panel: the MLS temperature anomalies generated by subtracting a 35-day running mean from the time series for an altitude of

88 km and a latitude of 5◦ N. Bottom panel: Similar to top panel except for avoiding the abnormal peaks on the days 341, 417, 452, 1532,

1759, 3717. The plots are based on daily averaged temperature data.
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Figure 7. (a) Epoch-averaged Mg II index and temperature anomalies for a total of 173 epochs. The dashed red line is the epoch averaged

Mg II index anomaly multiplied by a factor of 220. The solid thin blue line corresponds to the epoch averaged temperature anomaly. The

solid bold blue line represents the temperature anomaly smoothed with a 3-day running mean. The black line is a sinusoidal fit to the 3-day

smoothed epoch averaged temperature anomaly, with an amplitude of 0.28 K. (b) Cross correlation between the 61-day epoch-averaged

temperature and Mg II index anomaly time series (the results correspond to the 35-day running mean) for the time lag between −30 and +30

days. (c) Scatter plot of the 2-day lagged temperature and Mg II index anomalies based on the epoch averages displayed in (a). The black

line represents the fitted linear regression line.
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Figure 9. (a) The fraction of random realizations with amplitudes larger than the actual SEA based on the daily averaged temperature data for

latitudes ranging from 85◦ S to 85◦ N and altitudes ranging from 20 to 90 km. A 35-day window width, 7-day smoothing filter and maxima

of the Mg II index anomaly are used in this test. (b) Similar to (a) except that a 27-day window width and 0-day smoothing filter are used.

(c) Similar to (a) except that a 27-day window width, 0-day smoothing filter and daytime temperature data are used. (d) Similar to (a) except

that a 50-day window width, 0-day smoothing filter, nighttime temperature data and minima of the Mg II index anomaly are used.
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Figure 10. Similar to Figure 7 (a) except that the orange lines are sinusoidal fit to the 3-day smoothed epoch averaged temperature anomalies

for 1000 randomly chosen epoch ensembles. (a) For an altitude of 88 km and a latitude of 5◦ N. (b) For an altitude of 50 km and a latitude

of 85◦ N.
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Figure 11. (a–b) Similar to Figure 9 (a), except for different seasons. (c–f) Sensitivity and shift for the latitude from 85◦ S to 85◦ N and the

altitude from 20 to 90 km for different seasons. (a, c, e) are the results for the time range from October to March (northern winter/southern

summer), and (b, d, f) are the results for the time range from April to September (northern summer/southern winter).
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Window width: 35-day Smoothing filter: 7-day Daily averaged
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Figure 12. (a–b) Similar to Figure 9 (a), except for strong and weak solar activity years. (c–f) Sensitivity and shift for the latitude from 85◦

S to 85◦ N and the altitude from 20 to 90 km for different solar activity.
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Window width: 35-day Smoothing filter: 7-day Daily averaged

[2005-2017]

Figure 13. Sensitivity (top) and shift (bottom) for all the latitude from 85◦ S to 85◦ N and the altitude from 20 to 90 km, and the analysis

year is from 2005 to 2017.
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Figure 14. (a) MLS temperature sensitivity profile (red line) (sensitivity expressed as % change of temperature per % change in solar UV

flux at 205 nm) for a latitude of 5◦ S and altitudes ranging from 20 to 90 km for the daily averaged temperature data from 2005 to 2017.

The profile is from Figure 13 top panel. The dashed lines are the sensitivity results from HAMMONIA for enhanced forcing (black) and for

standard forcing (blue) calculated by Gruzdev et al. (2009). (b) Similar to (a), except for the southern summer and a latitude of 75◦ S (black

solid line) and for the northern summer and a latitude of 75◦ N (blue line) for altitudes from 70 km to 90 km. The sensitivity profile (black

solid line) is from Figure 11 (c). The sensitivity profile (blue) is from Figure 11 (d). The red profile is the averaged sensitivities of the black

and blue profiles. The black dashed line is the sensitivity results based on SOFIE data from Thomas et al. (2015).
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Window width: 35-day Smoothing filter: 7-day Daily averaged
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Window width: 35-day Smoothing filter: 7-day Daily averaged
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Window width: 35-day Smoothing filter: 7-day Daily averaged

[Weak]

Figure 15. Sensitivity in K (100 sfu)−1 (red contour lines) and shift (color filled contour) of the region that satisfies the condition that the

significance test fraction less than 10 % for all the latitude from 85◦ S to 85◦ N and the altitude from 20 to 90 km for years from 2005 to

2017 (a), for different season (b–c) and for different solar activity (d–e).
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Table 1. Significance testing results for different input parameters used in the analysis. The temperature data at latitude of 5◦ N and altitude

of 88 km are used here. There are two parameters shown in the table. The first one is absolute amplitude in K of the fitted sinusoidal function.

The second one is the fraction (%) of random realizations with amplitudes larger than actual data. The underlined values correspond to the

maximum and minimum of the fraction of random realizations with amplitudes larger than the actual data for the daily averaged, the daytime

and the nighttime measurements.

Time series Temperature Epoch centers*
Smoothing

filter

Window width

27-day 35-day 50-day

2005-2017

daily averaged

Maxima

0-day 0.18 K, 1.0 % 0.22 K, 0.6 % 0.22 K, 0.5 %

7-day 0.21 K, 0.2 % 0.28 K, 0.0 % 0.25 K, 0.0 %

13-day 0.20 K, 0.5 % 0.23 K, 0.4 % 0.23 K, 0.3 %

Minima

0-day 0.20 K, 0.5 % 0.25 K, 0.3 % 0.22 K, 0.4 %

7-day 0.20 K, 0.4 % 0.26 K, 0.2 % 0.22 K, 0.3 %

13-day 0.21 K, 0.2 % 0.26 K, 0.2 % 0.22 K, 0.3 %

daytime

Maxima

0-day 0.14 K, 28.6 % 0.22 K, 9.8 % 0.23 K, 4.9 %

7-day 0.20 K, 6.9 % 0.27 K, 2.7 % 0.26 K, 2.4 %

13-day 0.15 K, 23.4 % 0.18 K, 20.0 % 0.16 K, 24.1 %

Minima

0-day 0.23 K, 3.1 % 0.30 K, 1.5 % 0.28 K, 1.7 %

7-day 0.22 K, 3.6 % 0.27 K, 3.2 % 0.18 K, 17.4 %

13-day 0.18 K, 11.4 % 0.23 K, 8.8 % 0.17 K, 22.0 %

nighttime

Maxima

0-day 0.20 K, 0.8 % 0.25 K, 0.4 % 0.23 K, 1.6 %

7-day 0.24 K, 0.0 % 0.32 K, 0.0 % 0.28 K, 0.0 %

13-day 0.25 K, 0.0 % 0.31 K, 0.0 % 0.30 K, 0.0 %

Minima

0-day 0.25 K, 0.1 % 0.27 K, 0.3 % 0.22 K, 1.9 %

7-day 0.23 K, 0.1 % 0.28 K, 0.1 % 0.27 K, 0.1 %

13-day 0.25 K, 0.1 % 0.30 K, 0.1 % 0.28 K, 0.1 %

(*Maxima / Minima of Mg II index anomaly)
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Table 2. Sensitivity (Unit: K (100 sfu)−1) and the uncertainties of different cases at latitude of 5◦ N and altitude of 88 km. The sensitivity

value is linear fitted by the time lagged epoch averaged temperature anomaly with epoch averaged Mg II index anomaly. The underlined

values correspond to the maximum and minimum of the sensitivity value for the daily averaged, the daytime and the nighttime measurements.

Time series Temperature Epoch centers*
Smoothing

filter

Window width

27-day 35-day 50-day

2005-2017

daily averaged

Maxima

0-day 1.82 ± 0.27 1.91 ± 0.25 2.47 ± 0.33

7-day 2.44 ± 0.26 2.57 ± 0.20 2.74 ± 0.28

13-day 2.02 ± 0.34 1.88 ± 0.26 2.25 ± 0.28

Minima

0-day 2.01 ± 0.27 2.29 ± 0.25 2.48 ± 0.30

7-day 1.91 ± 0.20 2.29 ± 0.17 2.48 ± 0.24

13-day 2.17 ± 0.27 2.22 ± 0.23 2.08 ± 0.28

daytime

Maxima

0-day 1.91 ± 0.35 2.10 ± 0.31 2.91 ± 0.40

7-day 2.37 ± 0.35 2.77 ± 0.30 3.18 ± 0.40

13-day 1.45 ± 0.48 1.33 ± 0.34 1.55 ± 0.40

Minima

0-day 2.27 ± 0.51 2.92 ± 0.41 2.91 ± 0.51

7-day 2.29 ± 0.47 2.57 ± 0.36 2.10 ± 0.46

13-day 2.20 ± 0.38 2.21 ± 0.34 1.92 ± 0.35

nighttime

Maxima

0-day 1.81 ± 0.38 1.96 ± 0.36 2.30 ± 0.47

7-day 2.55 ± 0.37 2.51 ± 0.31 2.50 ± 0.44

13-day 2.49 ± 0.47 2.47 ± 0.36 2.89 ± 0.45

Minima

0-day 1.96 ± 0.48 2.46 ± 0.32 2.60 ± 0.39

7-day 2.06 ± 0.33 2.48 ± 0.29 2.95 ± 0.45

13-day 2.29 ± 0.30 2.48 ± 0.25 2.57 ± 0.32

(*Maxima / Minima of Mg II index anomaly)

35


	acp-2019-rong-responses20191210 -to editor
	rong-acp-2019_v7-marked

