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Response to Reviewers’ Comments. 

 

 

Reviewer 1 

 5 

1 Overall Remarks 

The manuscript investigates interannual, as well as long-term variations of total 

ozone columns over the Tibetan Plateau and neighbouring regions. Analysis is 

based on the Copernicus Climate Change Service dataset, and on SLIMCAT 

chemical transport model simulations. Direct observational data are not used. 10 

Main analysis tool is multiple linear regression. In principle this could provide 

some new and useful information to ACP readers. However, I found it very 

difficult to grasp meaningful main messages from the manuscript. In my opinion 

the manuscript presents a largely un-organized smorgas-board of regression 

results, which may or may not be statistically significant. Results are taken 15 

largely at face-value. I did not see any clear scientific questions to be addressed, 

nor any stringent logical arguments towards answering such questions. In a 

similar fashion, the manuscript does cite a large number of papers, but I never 

see any coherent line-of-thought, how the present results would add new 

knowledge to what is already out there.  20 

In my opinion the manuscript needs a major rewrite and re-organization. The 

authors should first decide on their new and major results and then work out 

these main messages from their analysis. A much more clear and concise 

presentation is necessary. Right now, I feel that the most appropriate title for the 

manuscript would be "Regressions that we did, and correlations that we found, 25 

for total ozone data near the Tibetan Plateau". This might be OK for a 

bachelor-thesis, but certainly not for an ACP paper. 

 

We thank the reviewer for the thoughtful comments and suggestions. We have made 

substantial modifications to improve the quality of the paper. Our replies are given below with 30 

a description of what we have changed in the revised manuscript. 

 

Our modifications include: 

(1) Focus on the main points and make the paper clearer and more concise.  

(2) Improve discussion of statistical significance. 35 

(3) Adjust the structure of the paper. 

(4) Delete or remove some figures and discussions. 

(5) Update the results with the updated discussions. 

(6) Add observations to validate the C3S ozone and ECMWF GH data. 

(7) Recheck the references. 40 

 

Three main points based on the major results are listed as follows: 

 The Tibetan Plateau (TP) is showing asymmetrical (slower) ozone recovery compared 

to the zonal mean over the same latitude band. 
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 The 150 hPa geopotential height (GH150) is a more realistic dynamical proxy (than 45 

previously used surface temperature) for TP column ozone. It influences summertime 

TCO variations over the TP through persistence of the wintertime ozone signal. 

 Model results confirm that wintertime TP ozone variations are largely controlled by 

tropics-to-high latitude transport processes whereas summertime concentrations are 

combined effect of photochemical decay and tropical processes. 50 

 

Based on the updated main points, we rename our manuscript from “Decreases in wintertime 

total column ozone over the Tibetan Plateau during 1979-2017” to “Analysis and attribution 

of total column ozone changes over the Tibetan Plateau during 1979-2017”. We have revised 

the abstract and the conclusions to be a clearer reflection of the main points and major results. 55 

Please see lines 17-47 and lines 529-563 in the revised manuscript. 

 

 

2 Detailed Suggestions  

Abstract: EESC says TP ozone should go up since 1997, PWLT and OLR say 60 

ozone is going down or staying constant. Does this difference mean anything? Is 

it even statistically significant? Is EESC even a good / relevant proxy for TP 

ozone? Does the GH150 proxy explain some of the ozone trend? Is there a trend 

in the GH150 proxy (or in surface temperature)? Is that relevant for the ozone 

trend? Do the SLIMCAT experiments provide more information about the 65 

underlying processes than the C3S data? The fact that regression of SLIMCAT 

data gives very similar results to regression of C3S data does not provide new 

insight. Both should give very similar results, because underlying meteorological 

conditions are very similar, and SLIMCAT should represent chemistry 

reasonably well. Does the comparison between 2004 and 2008 in SLIMCAT data 70 

provide anything different from comparing 2004 and 2008 in C3S data? All these 

questions come up when reading abstract and paper. None of them is answered 

satisfactorily. 

 

Reply: We thank the reviewer for the comments and agree that some of the conclusions in the 75 

previous version were confusing. Also, we apologise that we found a bug in our processing 

routine of the seasonal means (the last DJF value in 2017 should include the Jan and Feb data 

in 2018), hence our new results are slightly different. The updated results and discussions are 

shown and marked in red in the revised manuscript. Based on the updated major results and 

the three main points, we have revised our abstract (Please see lines 17-47). We feel that these 80 

address the above general points. 

 

 

(1) EESC says TP ozone should go up since 1997, PWLT and OLR say ozone is 

going down or staying constant. Does this difference mean anything? Is it 85 

even statistically significant? Is EESC even a good / relevant proxy for TP 

ozone? 
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Reply: In the updated abstract, we present the methods and results for the long-term ozone 

trend analysis: “We use piecewise linear trend (PWLT) and equivalent effective stratospheric 90 

chlorine loading (EESC)-based multi-variate regression models with various proxies to 

attribute the influence of dynamical and chemical processes on the TCO variability.” and 

“Both regression models show that the TP column ozone trends change from negative trends 

from 1979-1996 to small positive trends from 1997-2017, although the later positive trend 

based on PWLT is not statistically significant. The wintertime positive trend since 1997 is 95 

larger than that in summer, but both seasonal TP recovery rates are smaller than the zonal 

means over the same latitude band.” 

 

We also expand Section 4.2 where we use PWLT and EESC-based multi-variate regression 

models to study the long-term ozone trends and variability over the TP. The ordinary least 100 

square regression (OLR) method in the old version has been removed to avoid confusion. 

Both remaining regression models show that TCO trends over the TP decrease during 

1979-1996 and go up since 1997. The comparison between the PWLT and EESC-based trends 

(Table 3 in Section 4.2 and Table S3 in the Supplement) shows a good agreement, except that 

EESC trends are statistically significant within 2σ for the full data record. However, the 105 

positive trends in PWLT are always not significant (please see the description in lines 

353-362). That is, EESC is a good and relevant proxy for the TP ozone variability, which 

represents the chemical contribution to the ozone trend.   

 

 110 

(2) Does the GH150 proxy explain some of the ozone trend? Is there a trend in 

the GH150 proxy (or in surface temperature)? Is that relevant for the ozone 

trend? 

 

Reply: In the updated abstract, we present the regression results and the discussion concerning 115 

GH150: “For TP column ozone, both regression models suggest that the geopotential height at 

150 hPa (GH150) is a more suitable and realistic dynamical proxy compared to a surface 

temperature proxy used in some previous studies. Our analysis also shows that the wintertime 

GH150 plays an important role in determining summertime TCO over TP through persistence 

of the ozone signal.” 120 

 

The information about GH150 proxy (or the surface temperature) is given in Section 4.1. The 

GH150 proxy is relevant to the ozone trend (variations). Table 1 shows that the correlation 

between the TCO and GH150 is -0.514 (above the 99% confidence level). Figure S3 in the 

Supplement shows an increasing trend in the GH150 proxy. However, in our regression, the 125 

GH150 proxy is de-trended so is independent of other trend proxies (EESC or PWLT). The 

regression analysis in Section 4.2 indicates that GH150 is a more suitable and realistic 

dynamical proxy for the wintertime ozone variability over the TP compared to the surface 

temperature. The significant correlation between wintertime and summertime highlights the 

dynamical influence of the wintertime GH150 on the summertime ozone concentrations. 130 
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(3) Do the SLIMCAT experiments provide more information about the 

underlying processes than the C3S data? The fact that regression of 

SLIMCAT data gives very similar results to regression of C3S data does not 135 

provide new insight. Both should give very similar results, because 

underlying meteorological conditions are very similar, and SLIMCAT 

should represent chemistry reasonably well. 

 

Reply: Yes, we do believe that the SLIMCAT experiments provide additional information 140 

about the underlying processes beyond the C3S data. We use SLIMCAT sensitivity 

experiments to explore the role that GH150 plays in the DJF mean ozone variations over the 

TP region (as described in Section 5). This information cannot be obtained from the C3S data.  

 

It is true that the regression of SLIMCAT control experiment output gives very similar results 145 

to regression of C3S data with very similar underlying meteorological conditions. Therefore, 

in the revised abstract we have omitted the content about the SLIMCAT control experiment. 

In the revised manuscript (Section 5), we also have moved the figures about the SLIMCAT 

control experiment results to the Supplement (Figures S5 and S6), mainly focusing on the 

discussion of the sensitivity experiments and the results. 150 

 

 

(4) Does the comparison between 2004 and 2008 in SLIMCAT data provide 

anything different from comparing 2004 and 2008 in C3S data?  

 155 

Reply: Basically, SLIMCAT is used for time-slice-type simulations with fixed dynamical 

conditions so that effect of short-term variability on ozone (e.g. time varying QBO, ENSO, 

solar fluxes, ODS changes) are avoided for a particular year. A 5-year mean comparison 

between 2004 and 2008 in SLIMCAT does provide some additional insight about 

“dynamics-only” influence on the ozone change compared to just comparing C3S data for 160 

2004 and 2008. This is very important in the lower stratosphere where the ozone lifetime is of 

the order of years.  We don’t think that the comparison between 2004 and 2008 in SLIMCAT 

data and C3S data would be enough to elucidate the role GH at 150 hPa plays over the TP.  

 

Thus, in the abstract we introduce the SLIMCAT sensitivity experiments and discuss the 165 

simulation results: “We also use a 3-D chemical transport model to diagnose the contributions 

of different proxies for the TP region. The role of GH150 variability is illustrated by using 

two sensitivity experiments with repeating dynamics of 2004 and 2008. Simulated ozone 

profiles clearly show that wintertime TP ozone concentrations are largely controlled by 

tropics to mid-latitude pathways, whereas in summer variations associated with tropical 170 

processes play an important role.” In the revised manuscript, we also have added some 

information to make it clearer (lines 213-215 in Section 2.2 and lines 459-463 in Section 5). 

 

 

Section 2.1: C3S is based on model assimilation of meteorological and ozone 175 

observations. It would be very important to check if the results in the paper are 
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also valid for real ozone observations (e.g. from the SBUV or GOME series of 

satellites, or, even better, from a nearby total ozone station) and for real 

geopotential heights, e.g. from a nearby radiosonde station. Such data should be 

added to the manuscript / plots. 180 

 

Reply: We thank the reviewer for the suggestion. In the revised manuscript, we use the direct 

ozone observations from the SBUV series of satellites to validate the results based on C3S. 

The information about SBUV is briefly introduced in Section 2.1 (lines 155-159). In Section 3, 

C3S-based total ozone data and SBUV satellite-based observations over the North-TP latitude 185 

band (40°-50°N) and the South-TP latitude band (10°-20°N) are compared and shown in 

Figures 1 (a) and (b). As SBUV total columns are assimilated in C3S, their differences are 

less than 2-3% throughout the entire data record (as shown in the supplementary Figure S1).  

 

To check if the 150 hPa geopotential height (GH150) data from ECMWF are realistic, we 190 

make the comparison of the DJF mean GH150 from ECMWF ERA-Interim with those from a 

nearby radiosonde station (http://weather.uwyo.edu/upperair/seasia.html). As shown in Section 

4.1 (lines 292-295) as well as the supplementary Figure S3, both ECMWF and radiosonde 

GH150 data averaged in DJF over Lhasa (30°N, 91°E) show an increasing trend during the 

time period 1979-2017 with a statistically significant correlation (0.96). However, as 195 

mentioned earlier GH150 and ST proxies are de-trended before their inclusion in the 

regression model, hence they represent only inter-annual dynamical variability. 

 

 

Section 2.2: Are the SLIMCAT model results really important for the main 200 

messages of the paper? If not, maybe just omit them. To me, it never becomes 

clear what additional insight comes from the (coarser resolution than C3S) 

SLIMCAT simulations here. 

 

Reply: In the revised manuscript, we clarify how SLIMCAT sensitivity experiments help to 205 

elucidate the role of GH150 on the variability. The composite analysis in Section 5 

demonstrates that seasonal fluctuations in GH150 play a key role in controlling the DJF mean 

TCO variability over the TP, which may be associated with ITCZ, ENSO events or Walker 

circulation.  

 210 

To make the paper clearer and more concise, we have reduced information about the 

SLIMCAT control simulations and added it to the Supplement (Figures S5 and S6). We also 

have tried to improve the description about the SLIMCAT sensitivity simulations in Section 5 

(lines 447-463). 

 215 

 

Section 2.3: I found this section, especially the results part, out-of-place and 

confusing here. To me, a more logical flow would be to present the total ozone 

time-series first, then, later, the multiple linear regression and its results 

 220 

http://weather.uwyo.edu/upperair/seasia.html
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Beginning of Section 4: That would be the right place for the description of the 

MLR /Equation 2 and for the presentation of Table 1. 

 

Reply: We thank the reviewer for the suggestion. We have rearranged the structure of the 

paper. Section 2.3 with the description of the regression models is moved to Section 4.1. The 225 

analysis results based on the regression models are now presented in Section 4.2. 

 

The new structure of the revised manuscript is described in the lines 141-146: “The layout of 

the paper is as follows. Section 2 introduces the C3S ozone dataset and TOMCAT/SLIMCAT 

model used for the analysis of the total ozone variability. The long-term TCO time series and 230 

TOL over the TP region are presented in Section 3. Regression methods as well as analysis of 

the contribution of different proxies to the total ozone variations in different seasons are given 

in Section 4. Section 5 discusses sensitivity experiment results based on TOMCAT/SLIMCAT 

and is followed by our summary and conclusions in Section 6.” 

 235 

 

Figure 3 (especially 3b) and Figure 4: How relevant are these for the main new 

messages of the paper? Is there much value in a simple linear trend over the 

entire period? Especially, using and discussing this simple linear trend, to me, 

creates confusion and mis-understanding for the later use of the more 240 

comprehensive regression (which includes the additional proxies). I would 

suggest to omit both figures and their corresponding text. 

 

Reply: We thank the reviewer for the comments. To avoid confusion with the later trend 

analysis using multi-variate linear regression models, we have omitted the old Figure 3 (b) 245 

and Figure 4 and their corresponding text. As the seasonal variability in old Figure 3 (a) is 

associated with the TOL over the TP (Section 3) and contributions of different proxies in 

different seasons (Section 4.2), we have removed it to the supplementary Figure S2. 

 

 250 

Figure 10: How would that Figure look for C3S data? How would it look for a 

single model year? I would assume that each SLIMCAT year would be very 

similar for repeating meteorology. Discussion of Fig. 10: From Fig. 10 it is not 

clear to me what causes what. Especially in JJA, there are really no distinctive 

features near the TP. If there are signatures of circulation cells, e.g. with locally 255 

high / low ozone, these circulation cells (Walker, ENSO) should be indicated (e.g. 

by arrows) in the figure. As it is now, the discussion of Fig. 10 is largely 

speculative / hand-waving. Not very convincing to me. 

 

Reply: As we have mentioned above, the comparison between 2004 and 2008 in C3S data 260 

does not make any sense for elucidating the role GH150 plays in the ozone variability over 

the TP, because it is impossible to control most dynamical and chemical factors to be similar 

and only keep the factor GH150 as the major contributor to the C3S ozone variations.  
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Neither does it make sense to look for a single model year, even though each SLIMCAT year 265 

would be very similar for repeating meteorology. The reason we use the 5-year averaged 

SLIMCAT sensitivity experiments is to exclude the influence from short-term processes (e.g. 

aerosol, solar cycle) and mainly study the contribution from the dynamical GH150 proxy. If 

we only take a single model year for sensitivity experiments, the ozone anomalies will be 

different from those averaged for 5 years (Figure 6 in Section 5), because at this time not only 270 

GH150 but also other chemical proxies have contributed to the ozone variations in the year 

2004 and 2008. Due to the long ozone lifetime their influences are indistinguishable so that 

we cannot judge the role GH150 plays in the ozone variations over the TP. 

 

Discussion of Figure 10 (the new Figure 6 in the revised manuscript) is to indicate and 275 

explain why the wintertime ozone difference over the TP is caused by the GH150 difference. 

In JJA, there are no distinctive features near the TP. For the years 2004 and 2008, the 

distinctive GH150 difference happens in DJF not in JJA, so we mainly discuss the GH150 

role in the wintertime ozone differences over the TP. In the revised version, we have tried to 

improve and clarify the discussion (lines 477-484 and 500-514). The model results support the 280 

hypothesis that wintertime TP ozone variations are largely controlled by tropics-to-high 

latitude transport processes whereas summertime concentrations are combined effect of 

photochemical decay and tropical processes (lines 511-514). In the new Figure 6, we have 

added arrows in (a) and (c) to indicate the GH differences influenced by those from the high 

and low latitudes; the dashed blue and red boxes in (b) are also marked to indicate the 285 

negative and positive ozone anomalies over the TP and the Pacific Ocean. Based on the 

composite analysis, we conclude that “GH150 fluctuations play a key role in controlling the 

DJF mean TCO variability over the TP, which may be associated with ITCZ, ENSO events or 

Walker circulation.” (lines 555-557). 

 290 

 

Table 1, 2. Are these correlations and regressions taken for the individual months 

D, J, F, or for the 3-month DJF average. From the figures it seems like the latter 

is the case. However, this should clarified in the table captions. 

 295 

Reply: The correlations and regressions in Table 1, 2 are taken for the 3-month DJF average. 

They are now clarified in the table captions in the revised manuscript (lines 295 and 340). 

 

 

Table 2 and its discussion: Increasing R or R
2
 with the addition of new predictors 300 

is quite normal. Every additional predictor is likely to pick up some variance, but 

this may be random and meaningless. This might be the case for the slightly 

larger R for PWLT over EESC, because PWLT or 2-Linear-Trends add 

additional predictors. So the authors should be careful not to over-interpret 

small changes in R. Try it, take any additional random time series, and add it as 305 

a predictor. It will increase the overall R. So the real question is: Is the increase 

in R significant? There are tests for this (e.g. F-test, or adjusted R). These should 

be used, and small changes in R should not be over-interpreted. 
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Reply: We thank the reviewer for the comments. We agree with the reviewer that the 310 

coefficient of determination (R-squared) increases with the addition of new predictors, and the 

slightly larger R-squared for PWLT over EESC should not be over-interpreted in the paper. 

Therefore, we have deleted the R-squared comparison between the EESC and PWLT in Table 

2. 

 315 

In the revised manuscript, we have used adjusted R-squared to assess the overall significance 

of the regression models (Table 2 in Section 4.2 for the PWLT regression model and Table S2 

in the Supplement for the EESC-based regression model). We also used t-test statistics with 

standard errors within 2σ to check the significance of each proxy in the regression model 

(Table 3 in Section 4.2 and Table S4 in the Supplement for PWLT and EESC-based regression 320 

models, respectively). Both regression models show that the wintertime GH150 proxy 

improves the adjusted determination coefficient for the TP region and is statistically 

significant above the 99% confidence level. 

 

 325 

Table 3: Are the stated uncertainties 1σ or 2σ? Please state. Even with 2σ, many 

of the discussed difference would, at the most, be borderline significant. With 1σ, 

uncertainties should be doubled, and nearly all statistical significance would 

disappear. 

 330 

Table 4: Again, is the given uncertainty / std. err 1σ or 2σ? 

 

Reply: The uncertainties in the old Table 3 and Table 4 (also the new Table 3 in Section 4.2 

and Table S3 in the Supplement) are 2σ. With 2σ uncertainties, most factors in these tables are 

statistically significant. We also now make it clear in these tables and the corresponding texts 335 

(lines 348-349 and 359-361). 

 

 

Fig. 8 and its discussion: Does this add anything substantial over what is already 

known, e.g. from Fioletov and Shepherd (2003) or Holton and Tan (1980)? If not, 340 

does it add anything to the salient main messages of the paper? If not, maybe just 

drop it? 

 

Reply: Yes, we introduce the results from Fioletov and Shepherd (2003) and Holton and Tan 

(1980) with the purpose to further explore what happens to the TP region, e.g. if the transport 345 

in wintertime ozone buildup persists through the summer, if the QBO still dominates the 

transport which modulates the wintertime ozone buildup and persists through the summertime, 

and if there exist some different proxy contributions during the seasonal persistence.  

 

In the Introduction part, we expanded this discussion (lines 127-133) as: “In different seasons, 350 

especially in winter and summer, the proxies affecting the ozone variations over the TP may 

also be different due to some complicated mechanisms. Fioletov and Shepherd (2003) have 
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studied the seasonal persistence of mid-latitude total ozone anomalies and demonstrated that 

ozone values are correlated through the annual cycle from the buildup in winter-spring to the 

ozone minimum in autumn. For mid-latitudes, the tropical zonal winds as manifested in the 355 

QBO dominate the wintertime ozone buildup (Holton and Tan, 1980). However, such 

information remains unknown for the large local TP region.” 

 

In the revised manuscript, we also have improved the discussion of the old Figure 8 (the new 

Figure 5 in Section 4.2) in lines 431-433: “Fioletov and Shepherd (2003) highlighted the 360 

seasonal persistence of mid-latitude total ozone anomalies and indicated that seasonal 

predictability is applicable for latitudinal belts or large regions only.” and lines 435-443: “The 

ozone buildup in wintertime when transport dominates is largely modulated by QBO (Holtan 

and Tan, 1980); however, GH150 represents large part of wintertime variability in the ozone 

transport. In summertime, as expected, photochemical processes become more important 365 

while dynamical impact from QBO decreases and almost disappears for GH150. Seasonal 

persistence in TCO anomalies shows that if there is more transport in DJF as represented by 

GH150 changes, higher ozone values will persist for at least 6 months, even though there is 

little correlation between summertime ozone anomalies and GH150. This analysis clearly 

highlights dynamical influence of the wintertime GH150 on the summertime (JJA) ozone 370 

concentrations.” 
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Reviewer 2 

 

 375 

General comments: This paper investigated the long term trend and seasonal variation 

of total column ozone (TCO) and total ozone low over Tibetan Plateau (TP) by using the 

regression analysis. The impacts of individual variables including solar cycle, QBO, and 

geopotential height (GH) have been discussed. They found that the GH may play an 

important role influencing the TCO especially on 150hPa levels. Moreover, they 380 

mentioned there might be the dynamical controlling of Inter Tropical Convergence 

Zone, ENSO events or Walker circulation in the lower stratosphere. In this paper, the 

scientific conclusions may need to be addressed more carefully and clarified. Some other 

details could be found beneath in the “specific comments”. I would also suggest the 

author to work on the writing of the manuscript. 385 

 

 

We thank the reviewer for the helpful comments and suggestions. We have made substantial 

modifications to improve the quality of the paper. The three main points based on our major 

results are listed as follows: 390 

 The Tibetan Plateau (TP) is showing asymmetrical (slower) ozone recovery compared 

to the zonal mean over the same latitude band. 

 The 150 hPa geopotential height (GH150) is a more realistic dynamical proxy (than 

previously used surface temperature) for TP column ozone. It influences summertime 

TCO variations over the TP through persistence of the wintertime ozone signal. 395 

 Model results confirm that wintertime TP ozone variations are largely controlled by 

tropics-to-high latitude transport processes whereas summertime concentrations are 

combined effect of photochemical decay and tropical processes. 

Based on the updated main points, we rename our manuscript: “Analysis and attribution of 

total column ozone changes over the Tibetan Plateau during 1979-2017”. The abstract and the 400 

conclusions are also revised based on the three main points and our updated major results.  

 

Our replies to the reviewer’s specific comments are given below with a description of what 

we have changed in the revised manuscript. 

 405 

 

1. Results of TOL in abstract?  

 

Reply: In our updated abstract, we have added some results of TOL in lines 25-33: “We also 

compare the seasonal behaviour of the relative total ozone low (TOL) over the TP with the 410 

zonal mean at the same latitude. Both regression models show that the TP column ozone 

trends change from negative trends from 1979-1996 to small positive trends from 1997-2017, 

although the later positive trend based on PWLT is not statistically significant. The wintertime 

positive trend since 1997 is larger than that in summer, but both seasonal TP recovery rates 

are smaller than the zonal means over the same latitude band.”  415 
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2. Some discussion of reasons for choosing 4 TP regions? 

 

Reply: In the revised manuscript (Section 2.1), we have added a discussion of reasons for 

choosing 4 TP regions (lines 184-187): “These regions represent the tropics and mid-latitudes 420 

with the TP and zonal TP in the critical zone. We choose them to compare the contribution of 

different dynamical proxies to their ozone variations, especially over the TP region.” 

 

3. Fig.1 shows results of C3S?  

 425 

Reply: The new Figure 1 in the revised manuscript shows the TCO time series based on C3S 

and SBUV. As C3S is based on model assimilation of meteorological and ozone observations, 

we use the direct ozone observations from the SBUV series of satellites to validate the results 

based on C3S. Their differences are less than 2-3% throughout the data record and are shown 

in the supplementary Figure S1. 430 

 

4. Fig.6, in QBO analysis, purple dots represent combined QBO at 30hPa and 10hPa? 

 

Reply: Yes, purple dots in the old Figure 6 represent combined QBO at 30 hPa and 10 hPa. In 

the revised manuscript, we have re-plotted the new Figure 3 with updated plot legend to make 435 

it easier to understand. 

 

5.    SLIMCAT results show much smaller 150 hPa GH contribution in DJF due to 

coarser resolutions? Simulations with a finer resolution might be suggested to perform 

here. The values in JJA almost double in model simulations. It might need some 440 

discussions. 

 

Reply: Actually, our updated results (with the early 2018 data included to determine the last 

DJF value in 2017) show that SLIMCAT simulation results are similar to the C3S regression 

results, although contributions from most explanatory proxies are larger except for the GH150 445 

in DJF. This difference is probably due to the coarse model resolution and the 

inhomogeneities in ERA-Interim data (lines 451-454).  

 

TOMCAT/SLIMCAT is a global 3D off-line chemistry-transport model widely used to study 

the processes controlling tracer distributions in the atmosphere. The resolution of the 450 

simulations in the paper is 2.8
o
×2.8

o
, which is coarser than the resolution of C3S (0.5

o
×0.5

o
). 

That may be one reason why SLIMCAT results are different from those based on C3S. 

 

It is true that the version of the model with higher resolution would be expected to present a 

more realistic representation of ozone. Feng et al. (2005) has indicated that SLIMCAT with 455 

higher resolution (2.8
o
×2.8

o
) shows more reasonable transport and mixing than the lower 

resolution (7.5
o
×7.5

o
). With higher resolution, chemical ozone depletion reproduced by the 

model is generally larger, which agrees better with observations. However, it should be noted 

that Feng et al. (2011) also investigated the effect of resolution in the CTM (from 5.6
o
×5.6

o
 to 

1.1
o
 ×1.1

o
) on the convective mass fluxes and found that the changes are small. For polar 460 
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stratospheric studies, Grooß et al. (2018) also found that there is not much difference in the 

time series of HCl which affects the simulated ozone depletion using two resolutions 

(1.2
o
×1.2

o
 and 2.8

o
×2.8

o
) of TOMCAT/SLIMCAT. Hence, simulations with a finer resolution 

may not promise a large improvement on the 150 hPa GH contribution compared to the C3S 

results. Given the prohibitive computational cost of performing high resolution simulations, 465 

and the improvement in the presented results compared to the submitted version, we have 

kept the moderate resolution 2.8
o
×2.8

o 
simulations. 

 

Our simulation results show overestimated contributions from the different explanatory 

factors when compared to the C3S regression results in both DJF and JJA (the values in JJA 470 

almost double). Some differences are expected because there are uncertainties in the model 

simulations. The complex set of processes in the model (e.g. chemistry, photolysis, dynamics 

and emission) and the quality of meteorological analysis data used will inevitably cause the 

uncertainties in the model. Therefore, in the revised manuscript, we briefly summarise the 

control simulation results, and our focus is on the two relative sensitivity experiments to 475 

investigate the role of wintertime GH150 on ozone transport (see also response to Reviewer 

1). The simulated ozone profiles clearly show that wintertime TP ozone concentrations are 

largely controlled by tropics-to-mid-latitude pathways, whereas in summer variations 

associated with tropical processes play an important role (lines 42-44 and Section 5). 

 480 
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Abstract: Various observation-based datasets have confirmed positive zonal mean column 

ozone trends at mid-latitudes as a result of the successful implementation of the Montreal 

Protocol. However, there is still uncertainty about the longitudinal variation of these trends and 

the direction and magnitude of ozone changes at low latitudes. Here, we use the extended 20 

Copernicus Climate Change Service (C3S) dataset (1979-2017) to investigate the long-term 

variations in total column ozone (TCO) over the Tibetan Plateau (TP) for different seasons. We 

use piecewise linear trend (PWLT) and equivalent effective stratospheric chlorine loading 

(EESC)-based multi-variate regression models with various proxies to attribute the influence of 

dynamical and chemical processes on the TCO variability. We also compare the seasonal 25 

behaviour of the relative total ozone low (TOL) over the TP with the zonal mean at the same 

latitude.  

 

Both regression models show that the TP column ozone trends change from negative trends from 

1979-1996 to small positive trends from 1997-2017, although the later positive trend based on 30 

PWLT is not statistically significant. The wintertime positive trend since 1997 is larger than that 

in summer, but both seasonal TP recovery rates are smaller than the zonal means over the same 

latitude band. For TP column ozone, both regression models suggest that the geopotential height 

at 150 hPa (GH150) is a more suitable and realistic dynamical proxy compared to a surface 

temperature proxy used in some previous studies. Our analysis also shows that the wintertime 35 

GH150 plays an important role in determining summertime TCO over the TP through 

persistence of the ozone signal. For the zonal mean column ozone at this latitude the QBO is 

nonetheless the dominant dynamical proxy.  

 

We also use a 3-D chemical transport model to diagnose the contributions of different proxies for 40 

the TP region. The role of GH150 variability is illustrated by using two sensitivity experiments 



 

2 

with repeating dynamics of 2004 and 2008. The simulated ozone profiles clearly show that 

wintertime TP ozone concentrations are largely controlled by tropics to mid-latitude pathways, 

whereas in summer variations associated with tropical processes play an important role. These 

model results confirm that the long-term trends of TCO over the TP are dominated by different 45 

processes in winter and summer. The different TP recovery rates relative to the zonal means at 

the same latitude band are largely determined by wintertime dynamical processes. 

 

1 Introduction 

The Tibetan Plateau (TP), also known as the third pole, is one of the areas most sensitive to 50 

global climate change. It exerts important thermal and dynamical effects on the general 

circulation and climate change (Yanai et al., 1992; Ye and Wu, 1998). Furthermore, climate 

changes over the TP have a significant impact on the distribution of stratospheric ozone. By 

acting as an important greenhouse gas and ultraviolet radiation absorber, variation of the ozone 

amount and distribution will modify the radiative structure of the atmosphere over the plateau, 55 

thereby influencing the climate, ecosystem and human activities (Forster and Shine, 1997; 

Hartmann et al., 2000).  

Using observations from the Total Ozone Mapping Spectrometer (TOMS) satellite instrument, a 

persistent summertime total column ozone low (TOL) centred over the TP was reported by Zhou 

et al. (1995). Later studies using satellite and ozonesonde data also found the ozone low in other 60 

seasons but with different magnitudes (Zheng et al., 2004; Bian et al., 2006; Tobo et al., 2008). 

Zou (1996) analyzed total ozone seasonal variations and trends over the TP and showed that 

relative to zonal mean values, the largest ozone deficit occurs in May, while the smallest deficit 

occurs in wintertime. They also reported a negative correlation between the ozone deficits and 

the heat flux from the surface to the air over the plateau. Ye and Xu (2003) also confirmed the 65 

persistent existence of the TOL over the TP. They proposed that the high topography and the 

elevated heating source associated with thermally forced circulations are the two main reasons 

for its occurrence. In addition, previous observational and modelling studies have suggested that 

the thermal-dynamical forcing of the TP, for example by air expansion, uplifting of the 

tropopause, thermal convection, and monsoon circulation, makes a dominant contribution to the 70 

TOL especially in summer (e.g. Tian et al., 2008; Bian et al., 2011; Guo et al., 2012, 2015). 

However, the exact coupling pathways between the thermal-dynamical forcing and long-term 

total column ozone (TCO) changes during different seasons are still not well established. 

It is well known that Antarctic stratospheric ozone decreased severely due to anthropogenic 

emissions of ozone-depleting substances (ODS) from the 1980s onwards (e.g. Farman et al., 75 

1985). Also, following the implementation of the Montreal Protocol in 1987, signs of an ozone 

recovery have been reported in recent years (e.g. Chipperfield et al., 2015, 2017; Solomon et al., 

2016; Weber et al., 2018). Outside of the polar region, column ozone amounts are largely 

determined by the stratospheric dynamics and hence quantifying long-term trends is quite 

challenging (e.g. Rex et al., 2004; Harris et al., 2008; Zhang et al., 2018, 2019). Observations 80 

and model simulations indicate that the variability and long-term ozone trends are significantly 

different at different latitudes (e.g. Austin et al., 2010; Chipperfield et al., 2017, 2018). Major 

factors contributing to short- and long-term ozone variations include changes in ODS emissions, 

https://agupubs.onlinelibrary.wiley.com/doi/10.1029/2018GL078071
https://agupubs.onlinelibrary.wiley.com/doi/10.1029/2018GL078071
https://agupubs.onlinelibrary.wiley.com/doi/10.1029/2018GL078071
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atmospheric dynamics, solar irradiance and volcanic aerosols (e.g. WMO, 2014 and references 

therein). 85 

Previous studies have also documented that TP trends can be affected significantly by internal 

variabilities. Zou (1996) reported strong negative ozone trends over Tibet for the 1979-1991 time 

period. The effects of the quasi-biennial oscillation (QBO) and the El Niño-Southern Oscillation 

(ENSO) on TCO over Tibet were analyzed in subsequent studies (e.g. Zou et al., 2000, 2001). 

The stratospheric ozone abundance can also be influenced by long-term variations in volcanic 90 

aerosols and solar radiation (e.g. Soukharev and Hood, 2006; Fioletov, 2009; Dhomse et al., 

2011, 2015, 2016). Besides these traditional explanatory factors, some dynamical proxies, e.g., 

temperature and geopotential height (GH) have been shown to have significant influence on the 

long-term ozone variations and effectively help better estimation of ozone trends (e.g. Ziemke et 

al., 1997; Dhomse et al., 2006). Zhou and Zhang (2005) presented decadal ozone trends over the 95 

TP using the merged TOMS/SBUV ozone data over the period 1979-2002 and found that the 

downward trends are closely related to the long-term changes of temperature and geopotential 

height. Zhou et al. (2013) found substantial downward ozone trends in the merged TOMS/SBUV 

ozone data (1979-2010) during the winter-spring seasons over the TP. They also showed that 

long-term ozone variations are largely correlated with thermal-dynamical proxies such as the 100 

lower stratospheric temperatures, with its contribution reaching around 10% of the total ozone 

change. Zhang et al. (2014) indicated that the TOL over the TP in winter has deepened during 

the period 1979-2009 and the thermal-dynamical processes associated with the TP warming 

(increasing surface temperature) may account for more than 50% of the TCO decline in this 

region.  105 

Many previous studies have demonstrated the contributions of dynamical processes to the 

long-term ozone variation in different latitude bands (e.g. Dhomse et al., 2006; Chehade et al., 

2014) as well as the TP region (e.g. Zhou et al., 2013; Zhang et al., 2014). As we know that 

wintertime stratospheric circulation has large interannual variability that is mainly driven by 

tropospheric processes, the choice of dynamical proxy for this tropospheric influence varies for 110 

different latitude bands. For mid-high latitudes, most studies use the Eliassen-Palm Flux (or heat 

flux) to explain a large part of dynamical variability (e.g. Weber et al, 2003). However, heat flux 

is not a suitable dynamical proxy for subtropical latitudes (e.g. Fusco and Salby, 1999; Hood and 

Soukharev, 2005; Dhomse et al., 2006) as transport in this region is balanced by tropical 

upwelling and isentropic transport in the lower stratosphere. Hence a better proxy is needed to 115 

explain the dynamical influence for the TP region. 

Under the background of global surface warming, concern about regional climate changes have 

been focused on high-elevation areas, such as the Tibetan Plateau. The geopotential height in the 

free atmosphere is an important thermal-dynamical proxy that not only conveys information 

about the thermal structure of the atmosphere, but also serves as an indicator of synoptic 120 

circulation changes (Christidis and Stott, 2015). The natural and anthropogenic contributions to 

the changes in GH establish the coherent thermal-dynamical nature of externally forced changes 

in the regional climate system, which provides the basis for the validation of climate models. In 

this study, the GH at 150 hPa over the TP is used as a new thermal-dynamical proxy which 

incorporates coupling between the local TP circulation and various tropospheric teleconnection 125 

patterns and represents the tropospheric dynamical influence more realistically.  
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In different seasons, especially in winter and summer, the proxies affecting the ozone variations 

over the TP may also be different due to some complicated mechanisms. Fioletov and Shepherd 

(2003) have studied the seasonal persistence of mid-latitude total ozone anomalies and 

demonstrated that ozone values are correlated through the annual cycle from the buildup in 130 

winter-spring to the ozone minimum in autumn. For mid-latitudes, the tropical zonal winds as 

manifested in the QBO dominate the wintertime ozone buildup (Holton and Tan, 1980). 

However, such information remains unknown for the large local TP region. 

With the extended Copernicus climate change service (C3S) TCO time series available from 

1979 to early 2018, the aim of this paper is to study the long-term ozone trend and variability 135 

over the Tibetan region. Based on statistical regression analysis of C3S ozone data and 

TOMCAT/SLIMCAT three-dimensional (3-D) chemical transport model (CTM) simulations, the 

contributions of different influencing variables including the local thermal-dynamical proxy (GH) 

are diagnose to help understand the long-term ozone variability in different seasons and over 

different areas. 140 

The layout of the paper is as follows. Section 2 introduces the C3S ozone dataset and 

TOMCAT/SLIMCAT model used for the analysis of the total ozone variability. The long-term 

TCO time series and TOL over the TP region are presented in Section 3. Regression models as 

well as analysis of the contribution of different proxies to the total ozone variations in different 

seasons are given in Section 4. Section 5 discusses sensitivity experiment results based on 145 

TOMCAT/SLIMCAT and is followed by our summary and conclusions in Section 6. 

 

2 Data  

2.1 Ozone dataset from C3S 

High quality observational based datasets are necessary for better quantification of decadal TCO 150 

trends. This is because interannual variability can cause variations of up to 20% whereas ozone 

trends are generally less than half a percent. As the lifetime of most satellite instruments is less 

than two decades, merged satellite datasets are widely used to determine long-term ozone trends. 

These datasets are created by combining total ozone measurements from different individual 

instruments to provide global coverage over several decades (e.g. Frith et al., 2014). The Solar 155 

Backscatter Ultraviolet (SBUV) provides nearly continuous satellite-based measurements of total 

ozone to analyze trends. The variations from all the instruments are within 2% relative to the 

ground-based data at all latitudes (Labow et al., 2013). SBUV-merged data is obtained from 

https://acd-ext.gsfc.nasa.gov/Data_services/merged/instruments.html. However, this merged 

satellite dataset is available as zonal mean values at 5
o
 latitude resolution, and therefore is not 160 

well suited to study relatively small geographical areas such as the TP.  

Hence, here we use the total column ozone from the C3S which is produced by the European 

Centre for Medium-Range Weather Forecasts (ECMWF). For a detailed description and data 

availability, see https://cds.climate.copernicus.eu/cds. In brief, these are monthly mean gridded 

data that span from 1970 to present. They are created by combining total ozone data from 15 165 

satellite sensors including GOME (1995-2011), SCIAMACHY (2002-2012), OMI 
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(2004-present), GOME-2A/B (2007-present), BUV-Nimbus4 (1970-1980), TOMS-EP 

(1996-2006), SBUV-9, -11, -14, -16, -17, -18, -19 (1985-present) and OMPS (2012-present). The 

horizontal resolution of the assimilated product after January 1979 is 0.5° × 0.5°. The document 

describing the methodology adopted for the quality assurance in the C3S-Ozone procurement 170 

service, with detailed information about the ground-based measurements used to verify satellite 

observations, the specific technical project implemented to compare the gridded (level-3) and 

assimilated (level-4) data, and the metrics developed to associate validation results with user 

requirements, can be downloaded from https://cds.climate.copernicus.eu/cdsapp#!/dataset/ 

ozone-monthly-gridded-data-from-1970-to-present?tab=doc. The strength of this dataset is the 175 

long-term stability of the total column monthly gridded average product that is below the 

1%/decade level. Systematic and random errors in this data are below 2% and 3-4%, respectively, 

hence making it suited for long-term trend analysis. The evaluation of ozone trends performed 

using merged deseasonalized anomalies is presented in Sofieva et al. (2017) and Steinbrecht et al. 

(2017). They show that ozone trends are in agreement with those obtained using other datasets, 180 

and they are close to those reported in WMO (2014).  

We use four different area-weighted total ozone time series during 1979-2017: TP (27.5°-37.5°N, 

75.5°-105.5°E), zonal TP (full zonal mean for 27.5°-37.5°N) as well as zonal mean for latitude 

bands to the south (10°-20°N) and north (40°-50°N) of the TP region. These regions represent 

the tropics and mid-latitudes with the TP and zonal TP in the critical zone. We choose them to 185 

compare the contribution of different dynamical proxies to their ozone variations especially over 

the TP region. In this paper, we also use the direct ozone observations from the SBUV series of 

satellites to validate the results based on C3S. 

2.2 TOMCAT/SLIMCAT model  

Chemistry-transport models are important tools to investigate how past and present-day ODS and 190 

greenhouse gas (GHG) concentrations have influenced the ozone layer (e.g. Shepherd et al., 

2014; Zvyagintsev et al., 2015). In combination with observed ozone time series, simulations 

allow the attribution of ozone changes, thus encapsulating our understanding of the fundamental 

physics and chemistry that controls ozone and its variations (e.g. Chipperfield et al., 2017). 

TOMCAT/SLIMCAT (hereafter SLIMCAT) is a 3-D off-line chemical transport model 195 

(Chipperfield et al., 2006), which uses winds and temperatures from meteorological analyses 

(usually ECMWF) to specify the atmospheric transport and temperatures and calculates the 

abundances of chemical species in the troposphere and stratosphere. The model has the option of 

detailed chemical schemes for various scenarios with different assumptions of factors affecting 

ozone (e.g. Feng et al., 2011; Grooss et al., 2018), including the concentrations of major 200 

ozone-depleting substances, aerosol effects from volcanic eruptions (e.g. Dhomse et al., 2015), 

and variations in solar forcing (e.g., Dhomse et al., 2013; 2016) and surface conditions. For this 

study, the model has been forced by ECMWF ERA-Interim reanalysis (Dee et al., 2010) and run 

from 1979-2017 at a horizontal resolution of 2.8° × 2.8° with 32 levels (up to around 60 km). 

We perform control and sensitivity simulations based on the SLIMCAT CTM to elucidate the 205 

impact of dynamical changes on the total ozone variations over the TP region. The control 

experiment R1 uses standard chemical and dynamical parameters for the time period 1979-2017, 

which is identical to the control run of Chipperfield et al. (2017). To understand the special 
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dynamical influences (e.g. GH) on ozone variations over the TP, two sensitivity experiments R2 

and R3 were performed with all configurations the same as R1 except the simulations used 210 

annually repeating meteorology for the years 2004 and 2008, respectively. These years were 

chosen because the 150 hPa GH in wintertime is substantially different while other dynamical 

proxies are almost the same for the two years. We also take a 5-year average from model dates 

2004-2008 for each sensitivity experiment to exclude the influence from other time-dependent 

changes (e.g. chemical processes). 215 

 

3 TCO and TOL over the TP  

Figure 1 shows the TCO time series averaged for December-January-February (DJF) and 

June-July-August (JJA) seasons during 1979-2017 over the North-TP (40°-50°N), South-TP 

(10°-20°N), zonal-TP region (27.5°-37.5°N) and the TP region (27.5°-37.5°N, 75.5°-105.5°E). 220 

Zonal mean values from SBUV-merged total ozone data for same latitude band are also shown in 

Figures 1 (a) and (b) to compare with the C3S datasets. Differences between C3S and SBUV are 

less than 2-3% throughout the data record and are shown in Figure S1, confirming that there is 

no long-term drift in the C3S data. As shown in Figure 1, the magnitudes of inter-annual 

variations increase with latitude, with amplitude of DJF ozone variations being much larger than 225 

JJA. Besides, Figures 1 (c) and (d) show the TP and zonal-TP ozone time series, highlighting 

much smaller difference in DJF (<5 DU) compared to about 20 DU difference in JJA. This is 

consistent with previous studies (e.g. Ye and Xu, 2003; Zhang et al., 2014).  

 

Figure 1. C3S-based total column ozone (TCO) time series averaged for December-January-February 230 
(DJF) and June-July-August (JJA) seasons during 1979-2017 over (a, b) the North-TP (40°-50°N), and 

South-TP (10°-20°N) regions, and (c, d) the zonal-TP (27.5°-37.5°N) and the TP regions (27.5°-37.5°N, 
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75.5°-105.5°E). Panels (a) and (b) also show the satellite-based observations from SBUV (black solid 

lines).  

To illustrate TOL characteristics, we calculate the zonal deviations by subtracting the zonal mean 235 

total ozone for each latitude band from the TCO at each grid point (Figure 2). The negative zonal 

deviations suggest that the TOL centred over the TP exists for all the seasons. As shown in Figures 

1 (c) and (d), TOL over the TP is most discernible in summer (JJA), followed by spring 

(March-April-May, MAM) and autumn (September-October-November, SON), while weakest in 

winter (DJF). The TOL centre also moves from the northwest in spring (MAM) to the south in 240 

winter (DJF). The mechanisms for these seasonal differences over the TP are very different in 

winter and summer. In wintertime, the plateau geographic effect is somewhat less effective in 

modifying the lower stratospheric circulation as the subtropical jet moves southwards (e.g. Luo 

et al., 2019). During summertime, the TP is an elevated heating source causing thermally forced 

anticyclonic circulation. The upper-level Asian summer monsoon anticyclone coupling with 245 

deep convection over the TP can potentially transport ozone-poor air from the boundary layer 

upward into the upper troposphere and lower stratosphere (Liu et al., 2003; Gettelman et al., 

2004; Randel and Park, 2006; Bian et al., 2011). Seasonal variations in TCO over the TP and 

zonal-TP region are shown in Figure S2. The wintertime ozone buildup and steady summertime 

ozone decline are evident over both regions. However, the high topography of the TP causes an 250 

earlier phase (about 1 month) and smaller amplitudes in TCO variability over the TP. The 

different TOL magnitudes in different seasons could be associated with the fact that wintertime 

ozone concentrations are largely controlled by large-scale dynamical processes, while 

photochemical loss is the only dominant process in summer. Thus, it is necessary to analyze the 

influences of the chemical and dynamical processes (e.g. EESC, solar, QBO and the local 255 

thermal-dynamical proxy) on the total ozone variability under different atmospheric conditions. 

 

Figure 2. Latitude-longitude cross section of the zonal ozone deviations for (a) March-April-May (MAM), 

https://agupubs.onlinelibrary.wiley.com/doi/full/10.1029/2008GL034341#grl24732-bib-0003
https://agupubs.onlinelibrary.wiley.com/doi/full/10.1029/2008GL034341#grl24732-bib-0003
https://agupubs.onlinelibrary.wiley.com/doi/full/10.1029/2008GL034341#grl24732-bib-0007
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(b) June-July-August (JJA), (c) September-October-November (SON) and (d) December-January- 

February (DJF) seasons based on C3S total ozone dataset for 1979-2017 time period. The solid and 260 
dashed contours represent the positive and negative zonal deviations. The contour interval is 5 DU. The 

TP region (27.5°-37.5°N, 75.5°-105.5°E) is marked by the white rectangle. 

 

4 Multi-variate linear regression based on C3S 

4.1 Regression models 265 

Multi-variate linear regression models are widely used to assess the long-term total ozone trends. 

In these models, proxies are included to separate the influences of important short- and long-term 

processes on trend determination. Typically, multi-variate linear regression models use  

Equivalent Effective Stratospheric Chlorine (EESC) or piecewise linear trend (PWLT) terms for 

long term ozone trends (e.g. Reinsel et al., 2002; Nair et al., 2013; Chehade et al., 2014). EESC 270 

is a measure of the total inorganic chlorine and bromine amounts in the stratosphere, which drive 

chemical ozone depletion. Previous studies have indicated that EESC is a main contributor to the 

long-term global ozone decline and the trend changes after the end of 1990s (e.g. Newman et al., 

2004; Fioletov and Shepherd, 2005; Randel and Wu, 2007). We use this method to study the 

effect of EESC on the long-term ozone variations over the TP and the other zonal regions. A 275 

PWLT-based regression method is used to statistically analyze robustness of decreasing and 

recovery trends in the total ozone before and after the EESC peak in 1997. Our aim is to clarify 

statistical significance of the key processes responsible for the total column ozone variations 

over the TP in different seasons, using two different regression models. 

Traditional explanatory proxies to account for influence of chemical and dynamical processes, 280 

include the F10.7 solar flux for the 11-year solar cycle, quasi-biennial oscillation (QBO) at 30 

hPa and 10 hPa (QBO30 and QBO10), and El-Nino Southern Oscillation (ENSO) (e.g. Baldwin 

et al. 2001; Camp and Tung, 2007). Some studies also include aerosol optical depth at 550 nm, to 

account for ozone loss due to volcanically enhanced stratospheric aerosol loading after 

El-Chichón (1982) and Mt. Pinatubo (1991) eruptions. To account for dynamical variability 285 

typical indices are wind near vortex, Arctic oscillation (AO) index, Ellison Palm Flux or eddy 

heat flux (e.g. Chehade et al., 2014 and references therein). Due to unique nature of TP 

orography, the local thermal-dynamical forcing, e.g. the geopotential height at 150 hPa (GH150) 

and the surface temperature (ST) are also considered as dynamical proxies. We calculate the 

GH150 and ST over the TP and zonal latitude bands from the ECMWF ERA-Interim reanalysis 290 

dataset obtained via https://apps.ecmwf.int/datasets/data/interim-full-daily/ (last access: 10 

January 2020). Radiosonde-based GH150 data from a nearby Lhasa station 

(http://weather.uwyo.edu/upperair/seasia.html) are also used for comparison with ECMWF data 

(Figure S3). The statistically significant correlation (0.96) validates our use of the ECMWF 

GH150 data for TP region. 295 
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Table 1. Correlation coefficients for the DJF mean TCO and explanatory variables over the TP during 

1979-2017 

 EESC Solar QBO30 QBO10 ENSO Aerosol AO ST GH150 

TCO -0.324 

** 

0.247 

 

-0.411 

*** 

-0.560 

*** 

0.256 

 

0.048 -0.124 -0.256 

 

-0.514 

*** 

EESC 1.0 -0.196 0.029 0.040 -0.064 -0.138 0.120 -0.057 -0.058 

Solar  1.0 0.011 0.060 0.035 0.234 0.398 

*** 

-0.089 0.069 

QBO30   1.0 0.011 0.006 -0.035 0.222 -0.072 0.163 

QBO10    1.0 -0.011 0.219 0.100 -0.069 0.096 

ENSO     1.0 0.372 

** 

-0.180 -0.089 -0.468 

*** 

Aerosol      1.0 0.216 -0.309 

** 

-0.214 

AO       1.0 -0.104 0.374 

** 

ST        1.0 0.618 

*** 

GH150         1.0 

*** 99% confidence level; ** 95% confidence level 300 

Due to the large differences in scales and units of the explanatory variables, we have standardized 

all the time series to ensure each factor contributes approximately proportionately to the final 

ozone variations. The transformation does not change the correlation and fitting coefficients. 

Another important criterion for multi-variate regression model is that explanatory variables should 

not be highly correlated with each other. Table 1 shows the correlation values for the DJF mean 305 

TCO (over the TP region) and explanatory variables during 1979-2017 (a similar analysis for 

JJA is presented in the supplementary Table S1). The local thermal-dynamical proxy (GH150 or 

ST over the TP) is de-trended before being used in the regression models. As shown from the 

correlation analysis, the DJF mean TCO has significant negative correlations with EESC, QBO 

and GH150. The solar variability proxy (F10.7 index) is strongly correlated with the AO (0.398) 310 

time series. Also, the GH150 time series shows relatively stronger correlation with the ENSO 

(-0.468), AO (0.374), and ST (0.618) time series. We also find that aerosol and ENSO are 

correlated (0.372). Hence, to avoid any aliasing effects, we omit the data after El-Chichón (1982, 

1983) and Mt. Pinatubo (1991, 1992) volcanic eruptions. AO is also removed as it shows strong 

correlation with the solar and GH150 proxies. As for the other partially correlated proxies 315 

(ENSO, ST and GH150), we make three groups of independent variables to analyze the TCO 

variations and compare the corresponding regression results under different situations: 

0 1 2 3 4
( ) ( ) ( ) ( ) ( ) ( )TCO t C C EESC t C solar t C QBO t C ENSO t t                 (1) 

0 1 2 3 4 5
( ) ( ) ( ) ( ) ( ) ( ) ( )TCO t C C EESC t C solar t C QBO t C ENSO t C ST t t               (2) 

0 1 2 3 4
( ) ( ) ( ) ( ) 150( ) ( )TCO t C C EESC t C solar t C QBO t C GH t t                  (3) 320 
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where t is a running index corresponding to the years during the period 1979-2017, excluding the 

four years due to the volcanic aerosol loading. QBO herein is equivalent to (a×QBO30 + 

b×QBO10). C0 is a constant for the long-term average. C1-C5 represent the time-dependent 

regression coefficients of each proxy and ε is the residual. In the PWLT regression model, the 

C1×EESC(t) term is replaced by (c1× t1 + c2×t2) in Eq. (1-3) with linear trends (Trend1 and 325 

Trend2) in the periods 1979–1996 and 1997–2017, respectively.  

 

4.2 Regression analysis 

We apply the multi-variate linear regression models to the seasonal mean TCO time series to 

determine long-term ozone changes over the TP, zonal-TP, South-TP and North-TP zonal bands, 330 

respectively. Table 2 lists the adjusted determination coefficients (Adj. R-squared) based on 

PWLT regression model for DJF mean TCO time series with three groups of independent 

explanatory variables over four different regions. Compared to the regression results based on Eq. 

(1), the additional consideration of the ST proxy in Eq. (2) improves the adjusted R-squared over 

all these regions, especially over the TP. By replacing ENSO in Eq. (1), the GH150 in Eq. (3) 335 

improves the regression fit more significantly for the TP and zonal-TP time series compared to 

the ST. However, similar improvements are not visible for the non-TP zonal time series. This 

seems more feasible as the changes in GH150 represent locally relevant dynamical variability that 

is modulated by the orography and local circulations over the TP. EESC-based regression results 

with adjusted determination coefficients are also shown in the supplementary Table S2, and are 340 

consistent with PWLT-based regression results in Table 2. 

 

Table 2. Adjusted determination coefficients of PWLT-based regression model for DJF mean TCO over 

different regions with different proxies 

DJF TCO 

(Adj. R-squared) 

PWLT, solar, QBO, 

ENSO 
based on Eq. (1) 

PWLT, solar, QBO, 

ENSO, ST 

based on Eq. (2) 

PWLT, solar, QBO, 

GH150 
based on Eq. (3) 

TP, 27.5°N -37.5°N,    

75.5°E -105.5°E 0.56 0.68 0.75 

North-TP,  

40°N -50°N 

 

0.55 

 

0.56 

 

0.54 

Zonal-TP,  

27.5°N -37.5°N 

 

0.64 

 

0.69 

 

0.74 

South-TP,  

10°N -20°N 

 

0.64 

 

0.70 

 

0.67 

 345 

Using the PWLT-based regression model, we analyze the TCO trends for 1979-1996 and 

1997-2017. The fitted signals of the TCO anomalies and explanatory terms in Eq. (3) for DJF and 

JJA are shown in Figure 3, and corresponding regression coefficients along with 2σ standard 

deviations are listed in Table 3. As the summer/autumn time ozone variability is much weaker 

compared to seasonal ozone buildup during winter and spring, the long-term ozone anomalies as 350 
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well as the contributions from different explanatory variables show much weaker contribution in 

JJA. Hence, the adjusted determination coefficient in JJA mean TCO regression (0.61) is also 

much smaller. As expected, linear trends in both DJF and JJA show a decline over the TP during 

1979-1996 (Trend1) and a recovery since 1997 (Trend2). Furthermore, the upward trend since 

1997 in JJA is relatively weaker than that in DJF. EESC-related ozone trends over the TP and 355 

zonal-TP region in both seasons are given in the supplementary Table S3. The TCO trends over 

the TP, compared to those over the zonal-TP region, show relatively smaller decline and 

recovery rates before and after 1997. These differences indicate the zonal asymmetry in ozone 

trends due to longitudinal variations. The comparison between the EESC and PWLT trends shows 

a good agreement, except that EESC trends are statistically significant within 2σ due to the full 360 

data record, however, the positive trends (Trend2 term) in PWLT are always non-significant, 

highlighting complexities in determination of ozone trends at low latitudes.  

Except for the linear trends, all the other explanatory proxies (solar cycle, QBO and GH150) 

contribute significantly to the ozone variations in DJF (above the 99% confidence level), 

especially combined contribution from three dynamical proxies (QBO30, QBO10 and GH150) 365 

which adds up to 40 DU. As shown later JJA ozone concentration are largely controlled by 

photochemical ozone loss, contribution from GH150 drops sharply (~ 0.27 DU). Hence, main 

contributors to the JJA mean TCO variations are linear trends (7.86 DU), solar cycle (4.61 DU) 

and QBO at 10 hPa (6.56 DU). Results obtained from the EESC-based regression model (not 

shown) are very similar to those shown in Table 3, confirming the robustness of the results. 370 

 

Figure 3. (a) PWLT regression results with contributions from linear trends for 1979-1996 and 1997-2017 

time periods, solar cycle, QBO at 30 hPa and 10 hPa, and the GH at 150 hPa in DJF based on C3S during 

1979-2017 over the TP region; (b) Similar to (a) but with all factors averaged in JJA. 
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Table 3. PWLT-based regression coefficients and standard deviations for the DJF and JJA mean TCO 375 
over the TP during 1979-2017 

PWLT 

Regression 

DJF, Adj. R
2
=0.75 JJA, Adj. R

2
=0.61 

coef ± std err (2σ)   |p|>t coef ± std err (2σ)   |p|>t 

Trend1 -0.45±0.28 0.118 -0.46±0.13 0.002 

Trend2 0.20±0.19 0.311 0.15±0.09 0.126 

Solar 2.87±0.99 0.008 1.40±0.49 0.008 

QBO30 -3.27±0.94 0.002 -0.20±0.40 0.614 

QBO10 -5.05±0.89 0.000 2.11±0.44 0.000 

GH150 -4.67±0.90 0.000 0.06±0.46 0.893 
 

To describe quantitatively the contributions of different explanatory proxies to the DJF and JJA 

mean total ozone variability over different regions, we calculate the percentage ozone change for 

comparison, as shown in Figure 4. These contributions using percentage ozone change are 380 

represented by Eq. (4): 

  

   (4) 

where X means the contribution of one proxy (in DU) to the long-term ozone variability. In Figure 

4, the percentage contribution with an error bar indicates the statistical significance within 2σ. 385 

During the wintertime (DJF), dynamical proxies (QBO and GH150) exert a significant effect on 

the total ozone variability over the TP (about 8% each), while QBO dominates over the zonal-TP 

region (up to 7%). However, in summertime (JJA), contributions from dynamical proxies are 

much smaller; although the contribution from the QBO10 remains above 2%, the contribution 

from GH150 almost disappears. 390 

 

 

Figure 4. Peak contributions of various explanatory variables to variability in the total ozone column 

(in %) in (a) DJF and (b) JJA over the TP and the zonal-TP region based on C3S data during 1979-2017. 

The hatched bars without error bars indicate the contribution is not significant within 2σ level.  395 
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Previous studies have found that changes in GH150 associated with an enhanced South Asian high 

(SAH) results in significant TCO deviations at 150-50 hPa over the TP (Tian et al., 2008; Bian et 

al., 2011; Guo et al. 2012). From April onwards, as the SAH advances over the TP, summertime 

GH150 starts increasing (Figure S4). Between the TP and zonal-TP region the GH150 400 

contribution shows a maximum difference in May when the negative TOL is also strongest 

(Figure S2), with a correlation coefficient of -0.86 within the 0.001 significance level. Thus, the 

amplitude of SAH imposes an important constraint on the formation of the summertime TOL over 

the TP. However, here we find that GH150 makes a major contribution to the TCO variability in 

wintertime but not in summertime. The sharp contrast between the contributions of the 150 hPa 405 

GH in DJF and JJA is an interesting feature and a possible explanation for those differences is 

discussed below. 

The seasonal variability in TCO over the TP (Figure S2) indicates a marked seasonal cycle with a 

buildup of total ozone through the winter and a decline through the summer. The correlation of the 

DJF mean TCO with the subsequent JJA means over the TP during 1979-2017 is 0.44, which is 410 

statistically significant above the 95% confidence level. This significant positive correlation 

indicates that negative or positive wintertime TCO anomalies over the TP appear to persist 

through the summer period (as shown in Figure 5). Table 4 lists the correlation coefficients of 

TCO variations in a given season of the year with those in subsequent seasons. The correlation 

decreases from the buildup in winter to the end of summer and there exists a sharp drop between 415 

the summer (JJA) and autumn (SON) which may reflect that dynamical variability is nearly 

absent during summer months and ozone simply drops off photochemically in a predictable way 

(Fioletov and Shepherd, 2003). Detailed analysis of the correlation between subsequent months of 

the year is provided in the supplementary information Table S4. 

 420 

 
 

Figure 5. (a) Correlation map of the DJF and JJA mean TCO based on C3S during 1979-2017. 

Correlation values in the stippled area are statistically significant above the 95% confidence level. The 

white rectangle represents the TP region. (b) Correlation fit between the DJF and JJA mean ozone 425 
anomalies (DU) during 1979-2017 over the TP region. 
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Table 4. Correlation coefficient between ozone values in a given season and the subsequent season  

lags 1 2 3 

SON 0.626 0.537 0.345 

DJF 0.812 0.440 -0.217 

MAM 0.662 0.053 -0.158 

JJA 0.413 0.018 0.058 

1 lag=3 months, bolded numbers are statistically significant within 2σ 430 

Fioletov and Shepherd (2003) highlighted the seasonal persistence of mid-latitude total ozone 

anomalies and indicated that seasonal predictability is applicable for latitudinal belts or large 

regions only. The seasonal persistence of ozone anomalies over the TP also implies a causal link 

between the wintertime ozone buildup due to planetary-wave induced transport and the subsequent 

chemical loss. The ozone buildup in wintertime when transport dominates is largely modulated by 435 

QBO (Holtan and Tan, 1980). However, GH150 represents large part of wintertime variability in 

the ozone transport. In summertime, as expected, photochemical processes become more 

important while dynamical impact from QBO decreases and almost disappears for GH150. 

Seasonal persistence in TCO anomalies shows that if there is more transport in DJF as represented 

by GH150 changes, higher ozone values will persist for at least 6 months, even though there is 440 

little correlation between summertime ozone anomalies and GH150. This analysis clearly 

highlights dynamical influence of the wintertime GH150 on the summertime (JJA) ozone 

concentrations.  

 

5 Model Sensitivity Simulations 445 

To investigate the role of wintertime GH150 on ozone transport, we use the SLIMCAT 3-D 

chemical transport model to understand its role under different conditions. The simulated TCO 

time series obtained from the control experiment R1 are shown in the supplementary Figure S5. 

Overall, modelled TCO are consistent with the C3S-based TCO data although they are low 

biased. By applying the PWLT regression model in Eq. (3) to the simulated TCO time series, the 450 

percentage ozone change from each explanatory proxy is shown in Figure S6. The simulation 

results are similar to the C3S regression results, although contributions from most explanatory 

proxies are larger except for the GH150. This difference is probably due to the coarse model 

resolution and the inhomogeneities in ERA-Interim data, especially before 2000 (e.g. Dhomse et 

al., 2011, 2013; McLandress et al., 2014). The contribution of the GH150 proxy to the simulated 455 

TCO variations over the TP is statistically significant in DJF but not in JJA. To further elucidate 

the role GH150 plays in the total ozone variability over the TP, we performed two sensitivity 

experiments (R2 and R3) with repeating dynamics from years 2004 and 2008, respectively. For the 

two years, the wintertime difference in QBO is modest but GH150 is significantly different. We 

then take a 5-year average based on a time-slice simulation during 2004-2008 for each sensitivity 460 

experiment to ensure that other chemical factors (EESC, solar cycle etc.) are the same between the 

simulations. Thus, the model settles down with the GH150 as the main proxy that influences the 

ozone variations over the TP. 
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 465 

Figure 6. (a) Pressure-latitude and (b) pressure-longitude cross section of DJF mean ozone differences 

(colours in DU) between the 5-year averaged SLIMCAT sensitivity experiments R2 and R3, and the 

geopotential height (GH) differences (contours in gpm) between the years 2004 and 2008. (c, d) Similar to 

(a, b) but averaged for JJA. Positive ozone and GH differences are shown with red colours and solid 

contours, whereas blue colours and dashed contours indicate negative differences. The shaded area shows 470 
the TP region averaged over the 75.5°-105.5°E longitude band (a, c) and the 27.5°-37.5°N latitude band (b, 

d). The arrows in (a) and (c) indicate the TP GH differences influenced by those from the high and low 

latitudes; the dashed blue and red boxes in (b) indicate the negative and positive ozone anomalies over 

the TP and the Pacific Ocean. 

A caveat is that none of the dynamical processes is independent. The GH150 proxy represents the 475 

overall tropospheric dynamical influence somewhat realistically as it incorporates coupling 

between various tropospheric teleconnection patterns and the local TP circulation. To better 

understand the zonal and meridional pathways, the vertical DJF mean GH differences between the 

years 2004 and 2008 as well as the 5-year averaged ozone differences (2004-2008) based on the 

SLIMCAT sensitivity simulations are represented by the contours and colours in Figure 6. The 480 

shaded area shows the TP region. In DJF (Figures 6 (a) and (b)), a positive anomaly centre of the 

GH difference occurs near the 150 hPa pressure level, co-located with a negative ozone anomaly. 

In JJA (Figures 6 (c) and (d)) there are no such clear anomaly centres for mean GH and ozone 

differences over the TP. 

By comparing the GH variation with latitude in Figures 6 (a) and (c), we find that the DJF mean 485 

GH differences over the TP are mainly influenced by those over the high latitudes, and in JJA they 
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are mainly influenced by those from low latitudes (as shown by the arrows therein). This may be 

because the TP lies near the boundary between the tropics and mid-latitudes in the troposphere. 

Due to the movement of the Inter Tropical Convergence Zone (ITCZ), the TP in wintertime is 

located in mid-latitude band where ozone variability is determined by the tropopause height or 490 

folds in the lower stratosphere, while in summer, the TP lies in the tropical band where ozone 

variability is largely determined by QBO (and QBO-induced circulation) in the mid-stratosphere 

(Baldwin et al., 2001). 

The GH variation with longitude in Figures 6 (b) and (d) suggests a tropospheric coupling 

between the local TP circulation and some tropospheric teleconnection patterns (e.g. ENSO or 495 

Walker circulation). As the TP is an elevated heat source, the differences in heat distribution 

between the plateau and ocean will cause air motions in the zonal and vertical direction. In the 

normal condition, the pressure gradient force that results from a high-pressure system over the 

eastern Pacific Ocean and a low-pressure system over the TP will cause the global general 

circulation (such as Walker circulation) and therefore affect the ozone distribution. A correlation 500 

analysis shows that the GH150 proxy over the TP is in a strong, negative relation to ENSO in 

DJF, which means during an El Niño event GH150 near the TP also increases, thereby increasing 

tropopause height, leading to a decrease in TCO over the TP. The positive-negative vertical 

band-like features in DJF mean ozone differences shown in Figure 6 (b) seem to closely 

resemble Walker-circulation-type anomalies (Hu et al., 2016). They also explain why the ozone 505 

differences over the TP and the Pacific Ocean are opposite in sign, as indicated by the dashed 

blue and red boxes therein. Thus, we suggest that wintertime GH fluctuations associated with 

ENSO events or Walker circulation may play an important role in controlling the TCO 

variability over the TP. In JJA, however, there are no distinctive features of GH and ozone 

differences near the TP. As the summertime ozone is less controlled by the dynamical processes 510 

(especially GH150), there would not exist such a clear correlation as that in wintertime. Overall, 

the model results support the hypothesis that wintertime TP ozone variations are largely 

controlled by tropics-to-high latitude transport processes whereas summertime concentrations 

result from the combined effect of photochemical decay and tropical processes. 

 515 

6 Summary and Conclusions 

In this study, we have analyzed the variations and trends of the total column ozone and the relative 

total ozone low over the Tibetan Plateau in different seasons during the period 1979–2017. The 

most recent C3S datasets based on model assimilation of meteorological and ozone observations 

are used and compared with merged SBUV satellite observations. We use the PWLT- and 520 

EESC-based multi-variate regression models to analyze the contributions and trends associated 

with the dynamical and chemical processes that modify the total ozone changes over the TP and 

zonal areas. In addition to conventional regression proxies (EESC, solar cycle, QBO, ENSO etc.), 

we also use the local thermal-dynamical proxy (ST or GH150) to account for the dynamical 

influence on the wintertime and summertime ozone changes over the TP. Based on the SLIMCAT 525 

3-D model, we have performed sensitivity experiments to explore the role 150 hPa GH plays in 

the DJF mean ozone variations over the TP.  

Our main conclusions are as follows: 
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 The comparison of the C3S ozone dataset with the merged SBUV satellite-based 

observations has verified the feasibility of using assimilated C3S data to study long-term 530 

variations over the relatively small TP region.  

 With the C3S data extended up to early 2018, the long-term variations of TCO and TOL 

averaged in different seasons are compared over 1979-2017. The TOL over the TP 

compared to the zonal mean at the same latitude band exists throughout the year though 

the magnitude and the centre location change with season. Both PWLT and EESC-based 535 

multi-variate regression models show a change in TCO trends from the pre-1997 decline 

to the post-1997 recovery, although the positive trend based on PWLT is not statistically 

significant. Compared to the zonal mean trend over the same latitude band, the TP ozone 

trend shows a relatively smaller rate of increase after 1997, which highlights the zonal 

asymmetry in ozone recovery.  540 

 Overall, regression results based on three groups of independent explanatory variables 

show that the GH150 proxy improves the regression especially for the TP region, and is 

more significant than the ST proxy. By comparison of the contributions of different 

proxies in DJF and JJA, dynamical proxies (QBO and GH150) dominate the wintertime 

TCO variations over the TP, with statistical significance at 99% confidence level, but in 545 

summertime photochemical processes dominate and dynamical process decays (QBO at 

10 hPa persists but GH150 disappears). The positive correlation between the DJF and JJA 

TCO over the TP indicates the seasonal persistence of total ozone variations from the 

ozone buildup in winter to the decreasing period in summer. Our analysis clearly highlights 

the influence of wintertime GH150 variations on summertime TCO trends. 550 

 Results from the SLIMCAT control experiment R1 reproduce the TCO time series and 

regression results for the TP region, and are consistent with the C3S-based results. 

Sensitivity experiments R2 and R3 are performed to explore the significant contribution 

of the GH150 proxy to the wintertime Tibetan ozone variations. The composite analysis 

shows that GH150 fluctuations play a key role in controlling the DJF mean TCO 555 

variability over the TP, which may be associated with ITCZ, ENSO events or Walker 

circulation.  

Overall, our results show that stratospheric ozone recovery due to the impact of the Montreal 

Protocol is not expected to behave similarly at all longitudes within a certain latitude region. In 

the specific case of the Tibetan Plateau, other local factors, which vary with season, will affect 560 

column ozone variations. Given, the impact of dynamical proxies described above, column 

ozone over the TP will be subject to long-term changes beyond halogenated ozone-depleting 

substances and needs careful monitoring. 

Data availability. The satellite and climate data used in this study are available at the sources and 

references in the dataset section. The model data used are available upon request 565 

(w.feng@ncas.ac.uk). 
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