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Reply to Anonymous Referee #1 

 

Thanks to the referee for their helpful comments, which we feel have improved the clarity and 

quality of the manuscript. Point-by-point responses follow below in which the referee’s 

comments are in red, our response is in black, and changes to the text are in blue. 

Laura Revell (on behalf of all other co-authors), University of Canterbury, 4 November 2019. 

 

 The authors contrast the Gong (2003) source function to one with a windspeed to the 

power of 2.8 from a study in preparation. Very little information is given from that study, 

other than it is based on “Analysis of aerosol measurements made on a 2018 Tangaroa 

research voyage on the Southern Ocean”. What type of measurements were these? How 

was the analysis conducted? How does the new source function compare to observations 

of SSA mass concentrations available at coastal ground-sites and during other cruises? 

The Hartery et al. (2019) sea salt aerosol source function (hereafter H2019) cited in the 

manuscript is based on a series of in situ measurements of the total suspended sea spray 

concentration within the Southern Ocean boundary layer. The total concentration of sea spray 

was constrained from the number concentration size spectra measured with a PCASP-100X 

optical particle counter throughout a voyage from Wellington, New Zealand to the Ross Sea in 

February-March 2018. (A map of the voyage track is given in Figure 1 of Kuma et al. (2019) – the 

TAN1802 track.)  

After the voyage, the Lagrangian particle trajectory model FLEXPART-WRF was used to develop 

source-receptor relations between the upwind environment and the in situ measurements. The 

source-receptor framework acted as a bridge through which several different formulas for the 

sea spray source function could be optimized. The newly optimized functions all found that the 

Gong (2003) parameterization (hereafter G2003) produced too much sea spray at high wind 

speeds, as described by H2019 and others (e.g. Madry et al., 2011, Jaeglé et al., 2011, Spada et al., 

2015). 

In our study we used one such function; the newly optimized power-law developed by H2019 

(Eq. 5 of our manuscript). We used this parameterization as it takes the same power-law form as 

G2003 (i..e a × u10b) and was thus straightforward to implement into our chemistry-climate model. 

H2019 show that the two parameterizations differ primarily at high wind speeds; for example 

when the 10 m scalar wind speed (u10) is 4 m s-1, H2019 and G2003 both predict the same SSA 

flux. However when u10 = 11 m s-1, H2019 predicts a 40% smaller sea salt aerosol flux than G2003, 

which H2019 demonstrate is more realistic compared to in situ measurements.  

Finally, H2019 tested predictions for the total number concentrations of sea spray from the 

optimized functions against airborne data collected on HIAPER (the NSF/NCAR High-

performance Instrumented Airborne Platform for Environmental Research) as part of the 

SOCRATES (Southern Ocean Clouds, Radiation, Aerosol Transport Experimental Study) 

campaign. The goodness-of-fit between predictions and airborne measurements provided 

validation that the newly optimized functions accurately constrained the flux of sea spray from 

the Southern Ocean. 

We have included a summary of the above in the methods section of our manuscript, which is 

given in our response to reviewer 2. In addition, H2019 has been submitted to JGR: Atmospheres. 
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 I have to be a little skeptical of applying the results of one single set of observations in a 

limited region and season to derive a source function applicable to the entire globe. 

As noted above, the difference between H2019 and the original G2003 parameterisation is 

primarily at the high wind speeds observed over the Southern Ocean; elsewhere the difference in 

simulated sea salt aerosol is minimal. However, we have noted in the manuscript the need to 

evaluate the new model implementations globally at the end of the results and discussion section: 

Future work will focus on … evaluating changes to clouds and aerosols outside the Southern 

Ocean region when these changes are implemented. 

 

 The authors’ main recommendation is “However, given that the chemistry schemes used 

in the CHEM2 and CHEM3 simulations also show the best agreement with Nd 

observations, we recommend a combination of the Hartery et al. SSA source function and 

either the CHEM2 or CHEM3 DMS chemistry schemes for future studies.” (page 12). In 

their recommendation, the authors seem to weight more strongly the comparison to Nd 

than to AOD. Can they please justify this? 

One motivation for carrying out this study was to improve the representation of cloud 

microphysics in the model, which in turn should improve the simulated shortwave radiative bias 

over the Southern Ocean in the model (e.g. see the original manuscript, page 3 lines 3-7). We agree 

with the reviewer that our recommendation is unclear and have reworded this section: 

Of all the CHEM and CHEM-SSF sensitivity simulations, AOD simulated in the CHEM1 simulation 

agrees most favorably with MODIS (Fig. 11a), and the root-mean square error between 40-60°S 

has decreased slightly (from 0.032 to 0.028) following the original REF and MODIS comparison 

(Fig. 1c). However, the seasonal bias remains. The CHEM1-SSF simulation shows good agreement 

with MODIS during austral winter but underestimates summertime AOD and Nd (Fig. 10 and 11d). 

CHEM2-SSF and CHEM3-SSF show the reverse; simulated summertime AOD agrees well with 

MODIS but wintertime AOD is too high, even with the new SSA source function included. In terms 

of simulating Southern Ocean AOD accurately, we recommend CHEM1 for future studies. 

However, given the improvements in Nd in the CHEM2, CHEM3, CHEM2-SSF and CHEM3-SSF 

simulations relative to observations, the CHEM2 and CHEM3 DMS chemistry schemes allow for a 

more accurate representation of cloud microphysical properties over the Southern Ocean. 

Furthermore, the CHEM2 and CHEM3 schemes represent a fundamentally improved 

representation of DMS chemistry over the default scheme, and improve process-based 

understanding of sulfate aerosol formation over the Southern Ocean. 

 

 

 Almost no information is provided about the Nd dataset used. The authors reference one 

paper (Grosvenor et al., 2018) in the figure caption, but that paper discusses multiple 

retrievals of Nd. What specific Nd dataset is used, for what year? How accurate are these 

retrievals (I see no error bars in Figure 10)? How is that Nd dataset compared to the 

simulations (model sampling)? 

The Nd dataset used is the “GW14” (Grosvenor and Wood, 2014) data set analysed by Grosvenor 

et al. (2018), but updated through to 2015. Grosvenor et al. (2018) compare GW14 with the 

“BR17” (Bennartz and Rausch, 2017) Nd data set. Annual-mean Nd concentrations are shown to 

be similar in the two data sets over the Southern Ocean (see Fig. 7 of Grosvenor et al. (2018)), 
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with BR17 reporting slightly higher values. Grosvenor et al. (2018) note: “At high latitudes, the 

BR17 data set shows larger values than those from GW14. This is likely due to the lack of 

screening for SZA bias in BR17 beyond what is done in the operational MODIS Level 2 cloud 

product.” 

Grosvenor et al. (2018) Nd data are available for 2003 – 2015. For our study these were compiled 

into climatological monthly means, and the area-weighted climatological monthly mean is plotted 

in Fig. 10b. The same procedure was followed for each of the model simulations. Measurement 

uncertainties are not available with the Grosvenor et al. (2018) data set, but we have added the 

standard deviation on the climatological monthly mean to give an indication of variability (see 

figure, below). 

 

Figure 10. (a) Climatological-mean seasonal cycle in the concentration of cloud condensation 

nuclei at 800 m above the surface between 40–60°S. (b) As for (a), but showing the cloud droplet 

number concentration at the cloud top. The Nd observations shown are derived from MODIS data 

over the period 2003 – 2015 (Grosvenor et al., 2018). The climatological monthly mean is plotted 

for all years available of observational data and model data. The errorbars on the observations 

indicate the standard deviation on the climatological monthly mean. 

 

We have included a summary of the above points in the Methods section of the revised 
manuscript: 
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To evaluate Nd in HadGEM3-GA7.1-mod we used the “GW14” data set presented by Grosvenor et 

al. (2018), which is derived from MODIS retrievals. GW14 was originally developed by Grosvenor 

and Wood (2014) and later extended to 2015. Grosvenor et al. (2018) compare the GW14 data 

set with another MODIS-derived Nd data set compiled by Bennartz and Rausch (2017) and show 

that the two data sets are similar over the Southern Ocean, with the Bennartz and Rausch (2017) 

data set reporting slightly higher values. Grosvenor et al. (2018) note that this is likely related to 

a lack of screening for any biases in the solar zenith angle in the Bennartz and Rausch (2017) data 

set. We compiled GW14 Nd data between 2003 and 2015 into climatological monthly means, and 

examined the area-weighted mean over the Southern Ocean. The same procedure was followed 

for each of the model simulations. 

 

 Also, Figure 10 shows that the Hartery et al. source function (SSF) leads to a decrease in 

Nd relative to most of the other simulations. I would thus expect that combining CHEM2 

or CHEM3 to that SSA scheme would lead to Nd being close to the REF simulation. Hence 

the comparison between CHEM2-SSF and CHEM3-SSF to observed Nd would not 

necessarily lead to an improvement. Can the authors add these comparisons to Figure 10 

and provide a better justification for their recommendation? 

In general, the SSF simulations (using H2019) show 5-20% less Nd than their corresponding 

simulation with G2003. We have added the CHEM1-SSF, CHEM2-SSF and CHEM3-SSF simulations 

to Figure 10 following the reviewer’s suggestion, as shown above. Even when the new SSA 

parameterisation is included, the CHEM2-SSF and CHEM3-SSF simulations still represent an 

improvement in Nd over REF relative to observations. 

 

 Page 2. Lines 9-10 “. . .sulfate aerosol are formed from nucleation of sulfur-containing 

gases”. Not all sulfur-containing gases lead to new particle formation. Another pathway is 

condensation on pre-existing particles. 

Thank you. We have noted this in the text: 

Secondary aerosols such as sulfate aerosol are formed from nucleation of sulfur-containing gases 

or condensation on pre-existing particles. 

 

 Page 2. Lines 22-24. In addition to forming SO2, DMS can also form MSA. 

This is noted in the text: 

When DMS is emitted into the atmosphere, it has a lifetime of 1--2 days and undergoes a series of 

chemical reactions to form sulfur dioxide (SO2), and is further oxidised to form sulfuric acid and 

sulfate aerosol. Alternative oxidation pathways result in some DMS sulfur forming methane 

sulfonic acid (MSA). 

 Page 5. Lines 13-15 “. . .emissions of aerosols and their precursors were prescribed based 

on the year 2000”. Is this only for anthropogenic emissions or all emissions? For example, 

are the SSA emissions based on winds for the year 2000 or do they vary with the actual 

winds calculated for the specific year? 

SSA emissions were calculated based on winds for the year in question (i.e. not only for the year 

2000). DMS emissions are calculated from the Lana et al. (2011) seawater climatology and Liss & 
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Merlivat (1986) DMS sea-air exchange parameterisation (as noted in the original manuscript). All 

other emissions are for the year 2000, including: NOx, CH4, CO, SO2, isoprene, monoterpenes, C2H6, 

C3H8, formaldehyde, acetaldehyde, acetone, NH3 and biofuel, fossil fuel and biomass burning 

emissions of black carbon and organic carbon. 

We have clarified this in the text: 

Emissions of NOx, CH4, CO, SO2, isoprene, monoterpenes, ethane, propane, formaldehyde, 

acetaldehyde, acetone, NH3, black carbon and organic carbon were prescribed based on the year 

2000 (Lamarque et al., 2010). 

 

 Figure 1. The latitude range on panel d (60-40S) is different than for all other panels (65-

35S), which makes the comparison difficult. Also, the labels on the colorbars do not fall 

on the discrete colors, making it difficult to relate a given color to a specific value in AOD 

or AOD difference. The sample problem exists with the colorbars for all the other figures. 

I suggest that the authors modify the colorbars to make them more readable. 

Following the reviewers suggestion, we have ensured that the latitude range is set to 40-60°S for 

all contour plots shown. In some cases this has changed the calculated root-mean square errors 

slightly, and these have been updated in the text where necessary. We have also re-plotted the 

figures with discrete colorbars, as recommended. The revised figure 1 is shown below: 

 

 

 Figure 4. Could the authors combine the 2 panels into one so that the two functions can 

be compared? Or at least, add the fit from panel a to panel b. Why were the bins only done 

for the month of July? The texts mentions that windspeeds and hence SSA are high during 

all seasons except summer. Does the correlation between windspeed and AOD change for 

different months? Also, it wasn’t clear from the text whether the AOD and windspeeds are 

averaged longitudinally before doing the binning, or whether individual gridboxes are 

considered. 
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Thanks for this helpful suggestion – we have combined the panels as shown above and it is much 
clearer to read. July was chosen as a representative wintertime month when wind speeds are high 

over the Southern Ocean (Fig. 3a) and aerosol predominantly consists of sea salt (Fig. 2d). We 

have noted both points in the text. 

The correlation between wind speed and AOD does indeed change for different months; this has 

already been established in previous papers (e.g. Madry et al., 2011) and we decided not to show 

that here. Finally yes, individual gridboxes were considered (i.e. AOD and wind speeds were not 

averaged longitudinally prior to binning). We have clarified this in the caption: 

Figure 4. Binned AOD at 550 nm vs 10 m wind speed. Daily averages of AOD were matched to 10 

m wind speeds for all ocean grid-cells at latitudes between 40-60°S for July 2003-2007. These 

values were then sorted into discretised 1 m s-1 bins, and the median AOD in each bin was 

recorded. Grid cells were considered individually during the binning process (i.e. AOD and wind 

speeds were not averaged zonally prior to binning). A least-squares regression was performed 

on the gridded data and the fit is shown for the model and ERA-Interim and MODIS between 2003-

2007. Days on which there were less than five MODIS observations of AOD in a given 0.5° x 0.5° 

grid cell were removed from the analysis.  
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