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Response to Reviewer #1’s comments on He et al. 2019 Atmospheric Physics and Chemistry 

manuscript 

 

We thank the anonymous reviewer for thoroughly reading our manuscript and providing helpful 

comments and suggestions, which lead a significant improvement of our manuscript. The 

detailed responses to major point comments are listed below (text in italic and black is the 

reviewer’s comments, and the normal text highlighted in blue is our response): 

 

The authors presented a study on ozone pollution trend and its sensitivity to key precursors in the 

US over 1990 – 2015. While the lack of measurement data of ozone precursors in time and space 

makes it difficult to study long-term trends in ozone chemistry, increasingly available model 

simulations may be in place for such analysis with caution exercised. This study represents such 

effort. Studies like this one are needed for information of changes in ozone chemistry due to 

climate change and anthropogenic emissions control. I have a few comments as follows. 

Response: We appreciate the positive comments from the anonymous reviewer, and the 

manuscript has been revised according to these comments as listed below. 

*Line numbers are based on the revised clean version of the manuscript. 

 

The authors stated that, to avoid introducing inconsistency for model evaluation caused by 

“direct comparison”, they used the EPA RSIG software to visualize the observed and modeled 

ozone values. The question I have is how they quantified the difference between the modeled and 

observed values besides directly comparing the modeled value from a grid and the observed 

value(s) contained in that grid. Incidentally, what did “gridded” mean in “AQS station data 

were gridded to the CMAQ grid” in the Figure 5 caption? Didn’t they just superimpose the 

station data on the CMAQ simulated distribution there? 

Response: The direct comparison is usually conducted through sampling the grid of CMAQ 

where the AQS site is located. In our previous study (He et al., 2016), we found that due to the 

uneven distribution of AQS monitoring sites, the direct comparison of AQS observations and our 

30-km CMAQ simulations could be of problem. Figure 1 adapted from He et al. (2016) presents 

the case study of the CMAQ evaluation over California. AQS monitoring sites are point 

measurements and usually concentrated in populous urban and suburban areas such as the Los 

Angeles basin where high ozone levels prevail, but sparse in rural areas where ozone 

concentrations are generally low. Therefore, sampling CMAQ grids over locations of these AQS 

sites could introduce important biases. At that time, we lacked the capability to process large 

amount of AQS observations to our modeling grid (i.e., regrid observations to model grids), so 

we only raised this question. Recently, EPA added the capability in the Remote Sensing 

Information Gateway (RSIG) system (https://www.epa.gov/hesc/remote-sensing-information-

gateway), which can calculate the gridded values of air pollutants on a selected model grid. The 

RSIG software applied the inverse-distance-weighted method to calculate the gridded mean 

(https://www.epa.gov/hesc/how-rsig-regrids-data), which is not a simple arithmetic mean of 

AQS observations within the grid. To explain the problem of direct comparison and the unique 

characteristics and advantage of RSIG, we added the following sentence in Line 215 as “The 

direct comparison is usually conducted through sampling the grid of CMAQ where the AQS site 

https://www.epa.gov/hesc/remote-sensing-information-gateway
https://www.epa.gov/hesc/remote-sensing-information-gateway
https://www.epa.gov/hesc/how-rsig-regrids-data
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is located, while the distribution of AQS monitoring sites is usually uneven with more sites 

concentrated in populous urban and suburban areas where high ozone levels prevail. Sampling 

30-km CMAQ grids over the locations of AQS measurements, i.e. direct comparison of averaged 

concentrations in the 900 km
2
 CMAQ grid and pointwise AQS observations, could introduce 

important biases” and in Line 222 as “The RISG has the capability to ‘re-grid’ the AQS 

observations on a selected model grid using the inverse-distance-weighted method to calculate 

the gridded mean concentrations (https://www.epa.gov/hesc/how-rsig-regrids-data).” 

 

Figure 1. Comparison of EPA AQS ozone observations (color dots) and model simulations 

(background) in California (adapted from He et al. (2016)). 

The authors stated that in subdomains CMAQ performance exhibited large interannual 

variations (Table 2) and they further stated that their CWRF-CMAQ simulations showed 

improved performance in the Northeast and Midwest. It would be illuminating to the modeling 

community if they could expand on those two statements by explaining why. 

Response: We appreciate that the reviewer raised this question. Previous studies usually 

aggregate and average data from all modeling years into one analysis without considering 

interannual variations. Figure 2 shows a comparison using 2000-2015 data for the CONUS, 

which has better performance (NMB = -1.3%) than the year-by-year evaluation summarized in 

Table 2. In our manuscript, we conducted the evaluation by year for the CONUS and five 

subdomains, so we can identify the years with good and bad performance. With the assumption 

that our emissions reflect the gradual reduction of anthropogenic emissions in the past decades, 

the year-to-year fluctuations of model performance should be related to climate signals that 

control the regional ozone pollution. By doing so, we effectively reduced the impact of emissions 

reduction on the model performance. We are investigating the relationships between regional 

https://www.epa.gov/hesc/how-rsig-regrids-data
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climate characteristics and ozone pollution especially extreme pollution episodes, and hope to 

better address your question from the perspective of how extreme events affect interannual 

variations. 

About the model improvement, we apologize that the current manuscript is not stated very 

clearly. These improvements were achieved through comparison with our previous study 

employing the CMM5-CMAQv4.7 modeling system (He et al. 2016). CMM5 is the previous 

generation of regional climate model, developed on the MM5 model. Our CWRF model has 

shown better performance for downscaling the U.S. climate and the updated CMAQ v5.2 has 

also improved. We have demonstrated that CWRF with more sophisticated physical processes 

(Liang et al., 2012) can simulate better regional climate variations in the United State including 

surface temperature and precipitation (Chen et al., 2016; Liu et al., 2016), especially for extreme 

events (Sun and Liang, 2020a; Sun and Liang, 2020b). These meteorological variables are key 

factors for better air quality simulations. To make these two points clear, we added following 

sentences and revised this paragraph in Line 233 as “With gradual reduction in anthropogenic 

emissions, the fluctuations of CMAQ performance could be related to climate signals which 

control the regional ozone pollution. Future work is needed to identify the relationship between 

these regional climate variations and the U.S. ozone pollution” and in Line 236 as “Generally, 

this modeling system has substantially improved performance in the Southeast, California and 

Texas, and moderately improved performance in the Northeast and Midwest as compared with 

our previous modeling system (He et al., 2016), which significantly underestimated the U.S. 

ozone pollution. One reason is that CWRF with more sophisticated representation of physical 

processes have the capability to better simulate the U.S. climate especially surface temperature 

and precipitation (Liang et al., 2012; Chen et al., 2016; Liu et al., 2016; Sun and Liang, 2020b; 

Sun and Liang, 2020a), which are key to accurate air quality simulations. The evaluation of 

CMAQ performance demonstrates the capability of CWRF-CMAQ to credibly simulate historical 

air quality.” 

 

Figure 2. Similar as Figure 5b in the main article, but with data from 2000-2015 
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The authors brought up an interesting point that for Baltimore and Denver the peak ozone 

increased in some years after 2002 although anthropogenic emissions were continuously 

decreasing in the past decades. From there they inferred that the increased ozone pollution on 

those areas “could be caused by other factors such as higher summer temperatures in certain 

years or enhanced stratosphere-troposphere exchange” (lines 234-244). Their Figure 4 showed 

the largest peak of fires emissions over a couple of years starting in 2002, which could have 

influenced ozone during those years. Also, were the summer temperatures really higher and STE 

enhanced during those couple of years? The authors might want to avoid making such sheer 

speculations if they had no intention to get into making these points. 

Response: Thanks for pointing out that the wildfire emissions could be an important source for 

the increasing summer ozone in some regions, especially Denver which could be impacted by the 

wildfire activities in the western United States. Another paper under review (Tao et al., Remote 

Sensing, 2020) confirmed the impacts from wildfires on air quality in the western United States. 

Another possibility is the change of ozone production regime, especially in Baltimore as 

discussed in the later section. We checked the temperature anomaly at Essex MD (AQS ID: 

240053001, Fig. 3), which did not support our hypothesis. We agree that these speculations 

about possible high regional temperatures and STE lack evidences in current study, and removed 

these hypotheses in the revised manuscript. 

 

Figure 3. The AQS temperature anomaly at Essex, Maryland (Site ID: 240053001). 
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I am a bit concerned with their threshold value of the O3/NOy ratio used to examine changes in 

the ozone formation regime. In our experience the model simulated O3/NOy ratio could differ 

greatly from the observed values and between simulations using different models. I am not sure if 

the threshold value of 15 from Zhang et al.(2009b), which used completely different models and 

had very different emissions and chemical environments, would be applicable. The authors need 

to find their own threshold value for their model simulations. 

Response: Thanks for this important question. We understand that the model simulated O3/NOy 

ratio could differ largely from the observed values. In our study, we could not access the long 

record of research-grade NOy observations from the EPA network and did not conduct long-term 

sensitivity experiments of CMAQ with reduced emissions rates due to limited computation 

resources. So we have to rely on results from the previous studies. Sillman explored the concept 

using photochemical indicators including O3/NOy to identify the regime of ozone photochemical 

production, finding that the link between the ozone production sensitivity and these indicators is 

largely unaffected by changes in model assumptions, including emission rates of anthropogenic 

and biogenic species (Sillman, 1995; Sillman et al., 1997). Observations from urban areas of 

Atlanta, New York, and Los Angeles was compared with modeling results from the Urban 

Airshed Model at urban scales, and a threshold of 7 was proposed for using O3/NOy ratios as the 

photochemical indictor (Sillman et al., 1997). Zhang et al. (2009) expanded the study to the 

CONUS with 1-year CMAQ simulations, suggesting a threshold of 15 for O3/NOy ratios. Zhang 

et al. (2009) used previous CMAQ version 4.4 for 1-yr CONUS simulations of 2001 at a 

relatively coarse spatial resolution (36 km) which is close to our 30-km CONUS domain, so we 

adopted their proposed threshold. We agree that the current manuscript lacked the evaluation of 

this threshold with our modeling system, and we developed the following approach to test it. 

We selected hourly O3, NOy, and NOx concentrations from CMAQ in the afternoon (defined as 

12 pm to 4 pm) in 2014, and calculated the O3/NOy ratios. Figure 4a shows scatter density of 

O3/NOy ratios vs. NOx concentrations, which is calculated based on a 100 × 100 bins with NOx 

from 0-20 ppbv NOx (i.e., 0.2 ppbv per bin) and 0-100 O3/NOy ratios (i.e., 1 per bin). In the 

afternoon over the CONUS, the ozone production is mainly in high O3/NOy ratio (>15) and low 

NOx (less than 2 ppbv) environment, i.e., in the NOx-sensitive regions by thresholds proposed by 

both Sillman et al. (1997) and Zhang et al. (2009). Figure 4b shows the same density plot, but the 

color stands for mean O3 concentrations. Both low and high ozone concentrations exist in high 

NOx region (NOx > 4 ppbv), which are usually urban or suburban. Then we calculated the 

weighted ozone concentrations that equals to the product of O3/NOy and NOx scatter density (Fig. 

4a) and mean O3 concentrations (Fig. 4b), which stands for the O3 sensitivity with respect to 

O3/NOy ratios and NOy concentrations over the CONUS (Fig. 4c). At the national scale, when 

the weighted ozone concentrations increase with CMAQ NOx levels, the photochemical 

production is NOx-sensitive. The region with O3/NOy higher than 7 and 11 both have this 

characteristics, while due to low probability (Fig. 4a) and urban environment (Fig. 4b) we 

believe the O3/NOy threshold of 7 stands for the urban environment. Thus, the O3/NOy ratio 

threshold of 15 is more proper for the CONUS scale analysis. This analysis qualitatively 

supports our application of results from Zhang et al. (2009).  

In summary, due to limited resources and experiment design, identifying a threshold of O3/NOy 

ratio is beyond the scope of this study. Using results from our CMAQ model, we proved that the 

threshold of 15 should be practical for our study. We added the following sentences in Line 323 

as “The usage of O3/NOy ratio was first proposed by Sillman (Sillman, 1995; Sillman et al., 
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1997). Sillman et al. (Sillman et al., 1997) conducted a case study of observations in urban areas 

(Atlanta, New York, and Los Angeles) and modeling results from the Urban Airshed Model and 

suggested the threshold of 7 as the transition region from VOC-sensitive environment to NOx-

sensitive environment. Zhang et al. (2009a; 2009b) expanded this method to the CONUS with 1-

year observations and CMAQ simulations (36-km spatial resolution) and suggested a threshold 

of 15 for ozone pollution at the national scale. In this study, we did not have access to the long-

term research grade NOy observations from the AQS network and did not conduct sensitivity 

experiments (due to computational resource limit) with reduced NOx emissions following Sillman 

et al. (1997), so we have to reply on the O3/NOy threshold from literature. We conducted a 

simple evaluation of our CMAQ results and found the threshold of 7 could be more proper for 

urban areas and the threshold of 15 should be more applicable for our study of the whole United 

State (Figure S1 in the supplementary material). Please note that the O3/NOy ratio could depend 

on the modeling framework, so due to the similarity of our modeling system (30-km CMAQ) and 

the model used in Zhang et al. (2009a; 2009b), our analysis suggests the similar threshold of 15” 

and the discussion above to the supplementary material. 

 

a) 
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b) 

 

c) 
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Figure 4. Afternoon O3/NOy ratios vs. NOx concentrations simulated by CMAQ in 2014. a) 

Scatter density, the color contour stands for the probability for each bin; b) O3 concentrations, 

the color contour stands for the mean O3 over the bins; c) Weighted O3 concentrations. Two 

black lines stand for the O3/NOy ratios of 7 and 11.  
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