Dear Editor and the reader,

We would like to thank you for your positive comments and detailed suggestions. In this manuscript, we
have undertaken several changes.

First, we provided the significance test and p-values for all regression analyses.

Second, the assessment analysis and discussion about satellite climatology have been added.

Third, the methodology and data description have been revised.

After making substantial improvements, we have addressed your comments in this revised manuscript.
Please find the specific response to comments in the following context. The revised parts in the manuscript
are marked.

Thanks very much for your time and efforts in reviewing the manuscript.

Best,

Aolin Jia and co-authors



The Tibetan Plateau is a region which undergoes significant climate change. Air temperatures have
increased with 1.39 K since 1850 while the amount of incident solar radiation decreased. The
consequences of this solar dimming phenomenon on surface warming are still unclear. Previous research
shows contradictory conclusions regarding the proper attribution of solar dimming. Therefore, the roles
of clouds and aerosols will be investigated in this study to provide more clarity regarding the causes and
impacts of solar dimming.

The paper is well written and the different sub-sections improve the readability and enable the reader to
search for specific sections. | feel confident about the data analysis and interpretation done by the authors.
However, there are some important remarks regarding certain assumptions, significance of results and
data visualisation. | would strongly recommend considering and including these remarks in the manuscript
before publication. | will come back to these remarks in more depth in the remainder of this review. Firstly,
| want to emphasise what | thought to be very good and interesting about this research. To start with the
introduction which describes in a clear and convincing way why this research is relevant. The current
controversy regarding the proper attribution of solar dimming is a driving force for this research to
introduce new knowledge and provide a conclusive answer. In order to generate this new knowledge,
multiple high-quality data sources have been used: model simulations, remote sensing products and
ground measurements. The methods applied seem quite advanced and are well-documented in previous
literature which makes the methods trustworthy because it can be checked and compared with other
research. Especially the improved accuracy of the generated downward surface radiation datasets by
applying the NNLS method is a very strong aspect of this research. The solar dimming phenomenon has a
large effect on local but also on global climate change. It turns out that humans are largely responsible for
the increase of air pollution which turns out to be the main driving factor of solar dimming. The role of
human activities in remote areas is discussed and emphasises the societal relevance of the topic.

We greatly appreciate your positive comments.

Major argument 1:

The method which is used for the attribution analysis of solar dimming is the optimal fingerprinting
method. It’s is based on a linear relationship between driving variables and a responding variable, in this
case downward shortwave radiation (DSR). When the scaling factor is larger than zero at a certain
significance level, the variable has a positive contribution towards the responding variable. My concern
regarding this method is that no value of the significance level is given in the manuscript. The results of
the attribution analysis indicate that anthropogenic aerosols (AA) are the main cause of solar dimming.
However, it’s not clearly described or listed if other variables were tested with optimal fingerprinting
method besides the noAA simulation and if there were variables which didn’t reach the required
significance level and are consequently left out of the analysis. The CMIP5 simulations with and without
AAs have uncertainties which are indicated by the shaded area in figure 6a. Zhou et al. (2018) calculated
the 5%-95% confidence intervals using Monte Carlo simulations. Do these shaded areas and errors bars
represent the same confidence intervals and are they calculated in a similar manner? It is stated that the
overall variation is of significance tested but the outcomes of these statistical tests or thresholds (p-values,
r-values, etc.) are not included. The time over which the method is applied is divided in two periods: 1950-
2005 and 1970-2005. Is the selection of these periods linked with the respective increase and decrease of
downward longwave and shortwave radiation? Do you believe that two periods are enough to describe



the trend in the data? Yao et al. (2018) described for example that the heating of the Tibetan Plateau
began in the 1960s but reached the highest levels in the last 30 years which indicates that significant
changes in the climate have occurred within the selected periods.

The results show that the scaling factor is positive for the AA simulation and negative for the noAA
simulation, which supports the conclusion that AAs are the main driver of solar dimming. Especially the
scaling factor for the AA simulation for 1970-2005 seems convincing with small error bars and a mean
value close to 1. If other variables would have been included in the analysis, the scaling factors could be
compared with the scaling factor of the AA simulation. This would show the relative contribution of other
factors and possibly strengthen the assumption that AAs are indeed the main driving factor. It can be
observed that the scaling factors become more positive and more negative for the shorter time period.
The error for noAA (1970-2005) is quite substantial in my opinion because the total length of the error
bars covers approximately 1/3 of the length of the y-axis of the graph. The negative scaling factor for noAA
is attributed to the decrease in cloud cover. The evidence for this statement is obtained from figure 5c
where the temporal variation in cloud cover from three satellite data sources is shown. However, the
satellite data only covers the period 1980-2005/2015. Thus, from the period 1950-1980 there is no data
available to support this conclusion. In addition, the trend of the ISCCP data shows a slight increase of
cloud cover which doesn’t support the statement that the cloud fraction decreased over time.

| would recommend providing the value(s) of the significance level in the methodology section and
indicate if certain variables were left out of the analysis. Could these variables be included when the
significance level would change and would this make a difference for the outcomes of the analysis in your
opinion? The results of the analysis would be more robust if the values of statistical tests and thresholds
are included with the results and figures in the manuscript. Currently | have to believe that the variation
is of significance tested without this statement being supported by numbers. Could you elaborate a bit
more the selection of the two different time periods in the methodology section, why did you choose for
these periods? Am | correctly assuming that it’s related to the turning-point of the increase of longwave
radiation and the decrease of shortwave radiation? The negative scaling factor of the noAA simulation,
with the largest uncertainty, is completely attributed to the decrease in cloud cover which is supported
by 2 out of 3 data sources whereas the third data source indicates a slight increase in cloud cover. What
is your opinion on the controversy regarding these results and do you have possible suggestions for other
factors besides cloud cover which could play a role? Perhaps it would be nice to add a paragraph of
discussion concerning the remarks related to this argument in the manuscript.

Thank you for suggesting to include the significance level and we’ve added the explanation into the
methodology (2.2.2). The shaded area in all figures is the standard deviation of model average at each
year and we added the explanation in Figure 6 caption. For the (b), we also used Monte Carlo simulations
to quantify the uncertainty at 5% - 95% significance level. The p-value of the impact factor in 1950 — 2005
(1970-2005) is 0.216 (0.042). The impact factor in 1970 - 2005 passed the significance test. We also added
significance statistics (p-value) in other figures.

The introduction of the optimal fingerprinting method has been revised (2.2.2). X; in the formula are the
DSR simulation results from averages of aerosol-driven experiment ensembles and non-aerosol-driven
experiment ensembles in this study. It’s not reasonable by directly including natural factors into the
formula because a simple coefficient cannot represent the relationship between driving factors and DSR.
Therefore, the historical DSR is the weighted average of DSR simulation at different forcing cases. The



HistoricalMsic experiments didn’t release DSR simulation results for all atmospheric factors (e.g. water
vapor, cloud cover) and mainly focused on anthropogenic forcings (e.g. AA, Ozone, and CO,, ...). Therefore,
for the solar dimming attribution, we only used AA and noAA HistoricalMisc experiment in the study and
assumed that noAA experiment can represent cloud/water vapor impacts on surface downward
shortwave radiation.

We applied the optimal fingerprint analysis for two time periods because we found that the impact of AA
after 1950s is not large enough or significant (Figure 6b): the impact factor is small and p-value is larger
than 0.05. We think it is because of the time period between 1950-1970 when AA, noAA, and historical
simulations all have a similar slowly decreasing trend (Figure 6a). Then we ignored this time period (1950
- 1970) and focused on the time span after 1970 to check the corresponding impact and significance
because after this year when noAA is pretty much stable while AA and historical records are decreasing
considerably (Figure 6a). We didn’t include the time period since 1980 and afterward because 1) the speed
wasn’t accelerated and 2) the time span is half of the former ones that the statistical amount is not
comparable. When the statistical number is small, we found the statistics became unstable and easily
affected by annual anomalies. Therefore, after 1980, we prefer to use satellite products and reanalysis
datasets to demonstrate our analysis.

Additionally, we inferred that the negative impact of noAA is mainly affected by decreasing cloud coverage
with a larger uncertainty bar since 1970. As a matter of fact, DSR was driven by more forcings in noAA
than AA experiments, introducing more uncertainties among model simulations after 1970. Therefore, it
is possible that noAA impact factor shows a larger uncertainty bar. We inferred that cloud coverage
dominated the negative natural impact because water vapor has been quite stable since 1980s
(Supplementary Fig. 4) that had little impact on the dimming. More explanations about this concern were
provided in the corresponding content (Line 401 - 407). Your concern is valuable to this study.

As for the cloud cover variation, we followed referee#1’s suggestion and included ERAS as a long-term
dataset. It matches our results:
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Figure 5(c). Temporal variation in detected factors from remote sensing products over the Tibetan
Plateau (TP): (c) cloud fraction.

The trend (1984 - 2015) of ISCCP is 0.068% per decade but the p-value is 0.80; PATMOS-X is -0.754% per
decade; ERAS is -0.024% per decade but the p-value is 0.62; and CERES is -0.843% per decade (2001-2015)
as a reference. 3 of 4 products meet our assumption (except ISCCP) while ISCCP can match with CERES



well and the overall trend of ISCCP and CERES is negative. Besides, the trend value is affected by the annual
anomaly and the beginning year. They all have a negative slope if we choose the time span since 1985 and
all significantly decreased while starting since 1989. At least all the long-term cloud products were
included for proving that the cloud coverage is not the dimming driver.

In fact, the cloud cover decrease over the TP is not a new argument and former studies also found cloud
coverage decrease at site scale, which is consistent with the satellite observations (Kuang and Jiao, 2016;
Yang et al., 2012). Therefore, there are some site observations supporting the cloud coverage decrease
before 1980.

We didn’t aim to duplicate the site analysis, thus we calculated the temporal variation of the regional
averaged cloud average by using revised long term satellite products. It’s the first time people use revised
cloud products to analyze the cloud change over the TP. ISCCP wasn’t excluded from the analysis because
we need to demonstrate the uncertainties among long-term datasets and we don’t want to only keep the
evidence that strongly supports our results. We added more discussions in the manuscript. Thanks for
your suggestions.

Major argument 2:

Shortwave and longwave radiative effects are separated in order to quantify the depressing effect of
aerosols on surface warming. It is assumed that the change in air temperature is dominated by the change
in surface skin temperature interacting with the air temperature through radiative and thermal processes
and the change in atmospheric circulation. Consequently, the variable f is calculated which represents the
sensitivity of air temperature to 1 W/m?2 radiative forcing. For this analysis I'm wondering whether it’s
valid to employ values of a, ey and S which are calculated by taking the mean values of satellite products
for several years. Is there a substantial variation between different products and how large or small is the
error estimate of this mean value? From the introduction and other studies, it becomes clear that this
region undergoes significant climate change which is supported for example by the analysis done by Yao
et al. (2018) regarding oxygen isotopes in ice cores collected at glaciers at various locations. The Tibetan
Plateau contains large amounts of snow and ice and is called the Third Pole for a reason. Warming and
consequent melting of snow and ice could substantially change the albedo. The positive snow-albedo
feedback could accelerate the change in albedo and warming over the Tibetan Plateau (Zhang et al. 2003).
In addition, other studies indicate that black carbon (BC) and dust are responsible for about a 20%
reduction of the albedo (Schmale et al. 2017). However, the results in this study show that the amount of
dust decreased over time. Is the amount of BC somehow related to the amount of PM2.5 and could this
be responsible for the decrease in albedo besides the decrease due to snowmelt? My main concern
regarding this method is whether it’s valid to assume that a mean value can represent the rapid changes
caused by a positive feedback mechanism in combination with other factors like dust and BC. Additionally,
it’s not clearly stated over how many years this average is taken, if multiple averages were used for
different time periods and which satellite products were used.

The results show that the aerosol radiative forcing has been increasing by 8.08 W/m2 between the first
and last 30 years of climatology. However, the supplementary figure S5 shows a negative forcing anomaly
which implies a decrease of the radiative forcing. The depressing effect of aerosols on air temperature is
calculated using two methods: first-order approximations of the direct near-surface air temperature



response to each radiative and thermodynamic component (a, ey and S are included using this method)
and multiple noAA simulations. It can be observed that the methods show similar depressing magnitudes
in the supplementary figure S6. If the albedo is overestimated because the effects of the snow-albedo
feedback can’t be captured by taking the mean value, the temperature anomaly could start to deviate and
will likely result in a larger value. Consequently, this will have an effect on the mean of the two methods
which is represented in figure 8.

Could you elaborate a bit more on the thought of reasoning behind the assumption of employing the
mean values of satellite products for these variables (especially concerning the albedo). What are the
exact values and sources of these variables which were used for the analysis and do they correspond with
previous studies or observations? Perhaps an analysis of the albedo from the downward shortwave
radiation products could be included to visualise the temporal variation of the albedo. It’s stated in other
research that dust and BC can be responsible for a reduction in the albedo besides the snow-albedo
feedback. In this research it’s shown that dust shows a decreasing trend since 2000 whereas PM2.5, which
is related to air pollution, shows an increasing trend. Could there be a possible relationship between
PM2.5 and BC which could also contribute to the change in albedo and would you perhaps consider this
in the manuscript or future research? Related to the suggestion of the previous major argument, could
you include the statistical information regarding the shaded areas in figure 8, S5 and Sé6.

Thanks. We assumed that the extraterrestrial condition and surface cover type didn’t change much
especially at 1 lat/lon degree spatial scale and use surface albedo (a), surface emissivity (gs), and
extraterrestrial incoming solar radiation (S) climatology to calculate the depressing effect. The
corresponding satellite products and time span are listed in Table 2 marked as a depressing effect in usage
column.

We use the mean value of satellite products from 2001 — 2015 to calculate the a, €; and S for time span
consistency. We calculate the temporal variation of each variable in summer and calculate the standard
deviation to prove the reasonability of our assumptions. Based on figure r1, S and &; don’t have significant
temporal trend (p-value >0.05) and the standard deviation is small. As the comment mentioned above, in
recent years the TP undergoes significant climate change while surface cover types and TOA at 1-degree
spatial scale didn’t change much, so it’s reasonable to use variable climatology in the equation.
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Figure r1. Temporal variation of (a) TOA DSR and (b) surface broadband emissivity over the TP since 2001.

For the surface albedo, we followed referee #1’s suggestion that replaced the single one satellite product
by multiple albedo satellite products (GLASS, CLARA, CERES, GlobAlbedo) to calculate the albedo



climatology of the TP. These albedo products cover different satellite observation sources and they have
close climatology estimation at mid-latitude as the former study suggested (He et al., 2014). First, we
generated the monthly climatological albedo of each satellite product, and we computed all standard
deviations of any possible three climatological albedo combinations at each pixel. Then for each pixel, we
chose the product combination that has the lowest standard deviation and calculated the mean value to
represent the ground truth. We’ve added more data description and methodology explanation in the
manuscript (Line 165-183).

Then we did the same temporal analysis for the combined surface albedo data:
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Figure rl. Temporal variation of (c) surface albedo over the TP since 2001.

The combined albedo data also kept stable in recent years. We didn’t use satellite products to calibrate
upward shortwave radiation (USR) for getting surface albedo because there are few USR surface
observations to validate the calibration result. Considering that surface albedo didn’t change significantly
at 1-degree spatial scale, we think it is reasonable to use albedo climatology as input. We’ve added the
figure rl into the supplementary.

As for the contradiction of 8.08 Wm-2 and SFig. 5, it’s the issue of explanation. We’ve concluded that
aerosol radiative forcing negatively affects the surface radiation budget, so the aerosol forcing in SFig 6
(the old version is SFig 5) is actually increasing, which means negative forcing. Thanks!

We discussed that we would consider the aerosol impact on the surface albedo and indirect function for
cloud formation over the TP in the future study. This point has been added into the manuscript, Thanks
for your suggestions!

Major argument 3:

The final aerosol depressing effect on the Tibetan Plateau climate warming is calculated by taking the
average over two data sources where one included and the other ignored the heat exchange with the
surroundings. The first-order approximation which consists mainly of remote sensing products ignored
the heat exchange with the surroundings. The CMIP5 noAA simulations are assumed to be less reliable
but did compute the influence of the interaction with other regions. Thus, it is stated that the remote
sensing products had more reliable input than the model calculations but this is not supported by
numbers/ statistical tests/ previous literature. Furthermore, it seems counterintuitive because the
accuracy of the CMIP5 datasets is improved by the NNLS method. Is it a sound methodology to lump these



two sources of data together for the final depressing effect and assume that the exchange is considered
to a certain extent? Personally, I'm not convinced by the assumption that the interaction with the
surroundings can largely be ignored. In the introduction it is stated that the Tibetan Plateau is a weak heat
sink in winter but a strong heat source in summer which is already indicative for differences between the
seasons. Also, it's mentioned that the large-scale orography is crucial for water and heat exchange
between the Pacific Ocean and Eurasia

This assumption focusses on the exchange of heat with the surroundings but what about other types of
exchanges? Aerosols resulting from air pollution in surrounding areas enter the Asian tropopause aerosol
layer by deep convection. From here they are consequently transported to other locations. This is an
important pathway for anthropogenic aerosols to enter the Tibetan Plateau, which is thought to be the
main cause for solar dimming in this region (Lau et al. 2018). Furthermore, the depressing effect
calculation is assuming that the change in air temperature is mainly driven by radiative and thermal
processes and the change in atmospheric circulation: advection of cold and warm air masses. Again,
related to an interaction with the surroundings. Are these interactions included in the results? Could you
elaborate a bit more on the points mentioned above in the reply-to-the-reviewer?

I would like to see the supporting material in the manuscript regarding the statement that remote sensing
products have a more reliable input than model calculations. A follow-up point of discussion is then
related to taking the mean value of these data sources. Figure S5 shows the mean value of the two
datasets (with and without interaction). When the two sources of data are separately added to the figure,
it enables a visualisation of how they differ/ relate to each other and what their magnitude is in
comparison to the mean value. Furthermore, can you justify why the heat exchange is ignored while
substantial differences between seasons are found? The final depressing effect propagates in the
calculation of the air temperature anomaly which plays a key role in the interpretation and attribution of
the solar dimming phenomenon and its effects on surface warming over the Tibetan Plateau.

Thanks for your opinion. TOA DSR is from satellite product that is the only possible observation, thus we
consider using it rather than the TOA DSR from CMIP5 into the estimation. CMIP5 didn’t release surface
emissivity and we used ASTER Surface emissivity product to get broadband emissivity.

As for the surface radiation products, we proved that surface CERES DSR satellite product has significantly
high accuracy than individual model simulations and can capture the variation of site observations (See
open discussion response to #2, Q4, https://www.atmos-chem-phys-discuss.net/acp-2019-553/acp-
2019-553-AC2-supplement.pdf). Besides, based on limited surface albedo observations we proved that
the combined surface albedo satellite product has high accuracy than individual model simulations. We've
added the figure r2 into the supplementary.
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Figure r2. Taylor diagram of solar validation of CERES EBAF (black dot C) and 18 CMIP5 models (grey dots)
based on the CAMP network.

We used calibrated DSR with TOA DSR to estimate the atmospheric shortwave transmissivity and as we
mentioned the surface upward radiation is not calibrated due to limited surface validation data, and we
also proved the surface albedo didn’t change much. Therefore, we use albedo climatology as input and
there is no contradiction between high accuracy of calibrated DSR results and low accuracy of low CMIP5
TOA DSR and albedo data.

AT, =1/f (S(1 — @)At — StAa — AE + e,0T;Ag,
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We used the first-order approximation to estimate the depressing effect of aerosol loading and assumed
that near the surface, the Ta change is mainly affected by near-surface radiation and thermal process. In
the equation, we ignored the influence from surrounding areas because we would like to express that we
only focused on aerosol radiative interaction with Ta (the first item,1/f S(1 — «)At) on Ta, AT and
evapotranspiration parts in the equation are ignored. AT does have a considerable impact on Ta, but
for the aerosol radiative process, we consider that the convective transportations of heat and energy have
little impacts on aerosol radiative process. Advective transportation can load more aerosols but it was
already demonstrated by the variation of atmospheric transmissivity.

For the aerosol radiative effect, aerosols mainly scatter or absorb the direct and diffuse (mainly direct)
downward shortwave radiation. It is possible that the surrounding diffuse light can affect the target pixel
by scattering more diffuse light, but we considered it ignorable at 1 lat/lon degree. Besides, these two
methods didn’t have a significant magnitude difference, therefore, we think the assumption is acceptable.
We revised the manuscript to clarify that this method mainly focuses on aerosol radiative effect and the



statement “it ignored the heat exchange with surrounding areas” was deleted because heat exchange has
little correlation with aerosol radiative process part and will mislead readers.

MINOR ARGUMENTS

Minor issue 1: There is a difference in the validation of shortwave and longwave radiation due to a system bias at the
GAME and CAMP networks caused by disparate instruments. The manuscript states that it's a “minor validation
difference” but could you please provide a quantification of the difference?

Thanks! We added the quantification in the manuscript. The minor validation RMSE difference (4.68 Wm-
2in DSR and 9.18 Wm-2 in DLR) between the two networks is the system bias mainly caused by disparate
instruments and different site numbers.

Minor issue 2: Can the spatial mismatch between radiation datasets and site observations be ignored, even though
this is in line with former studies? Especially because the results of this study focus on spatiotemporal variation over
the Tibetan Plateau it seems a bit counterintuitive to accept a spatial mismatch in data validation.

Yes, for the downward radiation, we consider the spatial mismatch can be ignored. This is because the
downward radiation is hardly affected by the surface heterogeneity. The former study also did the analysis
for the downward radiation about spatial mismatch issue (Schwarz et al., 2017), it turns out the sites can
represent large spatial areas. In fact, the RMSE results in the study include the uncertainty from the spatial
mismatch issue, but comparing with other products that have similar spatial scale, our calibrated datasets
have better validation results.

Minor issue 3: Firstly, it is stated that deep convective clouds have little influence over the Tibetan Plateau whereas
further in the text it is described that aerosols enter the Asian tropopause aerosol layer by deep convection. | assume
that deep convection occurs in the regions surrounding the Tibetan Plateau and the aerosols are consequently
transported. Thus, deep convective clouds are important but in an indirect pathway.

Thanks. We found that the locations of deep convective clouds are very limited (scattering at some pixels)
and it’s hard to affect the whole TP. It’s a reasonable inference that deep convective clouds have an
indirect influence on the dimming over the TP and the advective transportation process has been
demonstrated in the former study (Lau et al., 2018). Currently, we focus on the direct effect and don’t
aim to link all the vertical convective interactions with deep convective clouds. This issue can be discussed
in future study.

Minor issue 4: The overall variation of multiple models (AA and noAA simulations) is of significance tested in
temporal analysis and optimal fingerprinting method. However, no values of a statistical test are given.

Thanks! We added the significance level. The p-value of the impact factor in 1950 — 2005 (1970 - 2005) is
0.216 (0.042).

MINOR ISSUES



“n

Page 1, line 12: missing “a” before “higher accuracy”

Thanks! We've revised it.

Page 1, line 15: “the fastest decrease in DSR is in the southeastern TP”. Maybe it looks nicer to write that the fastest decreases
occurs/ can be found in the southeastern TP.

Thanks! We've revised it.

Page 2, lines 31 and 33: Firstly, increased surface air temperature is mentioned in line 31. Afterwards in line 33 this suddenly
becomes surface temperatures. Is the same variable meant here or are we talking about two different things?

Thanks! We've revised all the related issues.

Page 2, line 41: Please be careful with the word “significantly” when it’s not supported by a value or reference.

Thanks! We've revised it.

Page 2, lines 42 and 43: | would recommend being consistent with terminology. In the abstract and in line 36 the term is
introduced as solar dimming whereas in these lines it’s mentioned as TP dimming.

Thanks! We've revised them.
Page 2, line 47: missing “the” before “TP”

Thanks! We've revised all the related issues.

Page 2, line 48: “spatial temporal variation” is used whereas elsewhere in the paper the word spatiotemporal variation is used.
Or say: “spatial and temporal variation”.

Thanks! We’ve revised it.

Page 3, line 72: It’s stated that datasets are chosen which have a spatial resolution less than 2°. However, in Table 1 there are
two datasets which have a resolution of 2.50° x 1.88° and one with 2.50° x 1.26°. Are these datasets not used in the analysis? If
they are not used it might be better to remove them from the table.

Thanks! They are used in the analysis because we selected the models that at least one dimension is less than 2
degrees. We've revised the statement.

Page 3, line 84: Perhaps it’s better to move the link to the reference section of the manuscript. It seems out of place here.
Thanks! We've replaced all URLs to references.

Page 4, line 103: Is spatiotemporal resolution meant, or spatial and temporal resolution?

Thanks! We've revised it.

Page 5, line 130: | think that “lack” should become lacking. Or “because the sensor calibaration lacks long-term stability”.
Thanks! We've revised it.

Page 5, line 150: missing “a” before “comparable accuracy”

Thanks! We've revised it.



Page 6, line 166: Perhaps it’s better to move the link to the reference section of the manuscript. It seems out of place here.

Thanks! We've revised it.

Page 6, line 168: Perhaps it’s better to move the link to the reference section of the manuscript. It seems out of place here.

Thanks! We've revised it.

Page 6, line 171: | would phrase the beginning of this sentence slightly different. Perhaps “collected data from 5 GEBA sites” or
“included 5 sites from the GEBA network”.

Thanks! We've revised it.

Page 6, line 173: | would phrase this sentence slightly different. Perhaps “even though the number of sites is not large enough...”.

Thanks! We've revised it.

Page 7, line 194: “Given that radiative fluxes are always positive, ....”. What kind of sign convention is used here? Usually
downward directed fluxes are positive whereas upward direction fluxes are negative (a loss for the surface).

Thanks! We've revised it.

Page 10, line 278: compressing does not seem like the right word in this context. Perhaps counteracting or
diminishing the greenhouse effect?
Thanks! We've revised it.

Page 10, line 279: missing “the” before "TP”

Thanks! We've revised it.

Page 11, line 319: missing "a” before “different conclusion”
Thanks! We've revised it.

Page 12, line 339: missing "the” before "TP" Page 12, line 340: missing “the” before "TP”
Thanks! We've revised it.

Page 12, line 343: missing “"the” before "TP”
Thanks! We've revised it.

Page 12, line 357: "causing a lower elevation in the model than in reality”
Thanks! We've revised it.

Page 26, Figure 1: The elevation map which is plotted as background has a scale ranging between 0 and 9000 m. It's
difficult to figure out at which location the individual ground networks are located. Could you please add a scale
which is better to read?

We redrew the Figure 1, thanks!

Page 26, Figure 1: In the central Tibetan Plateau, the network is quite dense and the symbols overlap each other.
Could it be possible to provide a zoom-in on this specific area?
We redrew the Figure 1, thanks!

Page 26, Figure 1: The caption became very long because all the projects are mentioned by their full name instead of
the abbreviation.

We could but the abbr. needs to be explained when the figures are separated from the main text. Therefore, we didn't
use the abbreviation.



Page 28, Figure 3: The Shi and Liang data covers a relatively small amount of time in comparison with the CMIP5
data. Therefore, | think that adding the regression (for the short period only) is not adding a lot of extra surprising
information because the trend is already quite obvious from the time-series. In addition, no statistics regarding the
regression are mentioned.

Thanks. We've deleted the regression.

Page 28, Figure 4: The caption doesn't mention which data is used for Surface DSR, DLR and Mean Air Temperature.
This is mentioned for the air temperature data obtained from ground measurements.
Thanks. We added the information.

Page 28, Figure 4: In the caption of the figure suddenly a p-value of <0.01 shows up which is not clearly mentioned
in the manuscript.
We've added the significance level in the manuscript. Thanks!

Page 29, Figure 5: In all four panels are linear regression lines added, again without any extra statistical information.
We've added the significance test statement in the caption. Thanks!

Page 29, Figure 6: The shaded area is not explained in the caption. Are these confidence intervals? For the second
panel, the link with the methodology can be a bit stronger so it becomes clear that this figure belongs to the optimal
fingerprinting method.

We added more explanations in the caption. Thanks!

Page 30, Figure 7: There is a regression line plotted but there are only four points in the figure, and again no
statistical significance mentioned.

We deleted the regression lines because we would like to show the clear difference between summer and other
seasons in this figure and the regression lines are useless.

Page 30, Figure 7: | would have phrased the first line in the caption different because now it seems that the changes
are variable instead of variables which are changing.
We revised it.

Page 7, Figure 7: In the manuscript, only an explanation is given for the summer season while the other three
seasons are plotted as well. Why is it useful to leave them in the figure when nothing is mentioned about them?
Thanks! We would like to show the difference between summer and other seasons. They are left to be compared with
summer points. We don’t aim to explain all the points and would like to figure out the fastest dimming season and
demonstrate the possible reasons.

Page 7, Figure 8: The data source is not completely clear to me from the figure caption. Additionally, extra lines
which are not represented in the legend are present in the figure (yellow, light-blue and orange). What do these lines
represent? The caption and legend should have provided this information. Finally, the shaded area is not explained in
the caption. Are these confidence intervals?

The shaded areas in the study are the standard deviation of model average. We've revised the captions and the figure.
Data source in Figure 7 is added (CMIP5 model average) and data source in Figure 8 is explained in the corresponding
methodology (satellite products used in the first-order approximation method are listed in table 2 and auxiliary
meteorological variables like wind, and relative humidity are from CMIP5 historical experiments. NoAA derived air
temperature (Ta) data in another method are from CMIP5 HistoricalMisc experiments; and Historical Ta is from the
average of four air temperature datasets). Thanks for providing your concern.

Supplementary material:
Page 4, Figure S2 and S3: The statistical quantification is lacking for the regression (e.g. R2-values).

Thanks. We've revised it.



Page 5, Figure S5 and S6: The shaded areas represent uncertainties but it’s not mentioned how large these uncertainties are. Is
it the 5%-95% confidence interval? The light-red colour in Figure S6 is difficult to see.

We've revised the caption and figure. Thanks.
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