
Reply to Referee #1 

This paper uses a single model (CLaMS) to calculate stratospheric water vapour 

values on the basis of a simple dehydration scheme combined with a simple 

methane oxidation scheme. The model is driven by reanalysis winds and 

temperatures (winds to determine transport and temperature to specify dehydration). 

Three different reanalysis datasets (ERA-I, JRA-55 and MERRA-2) are used to drive 

the model and the objective of the paper to compare predictions of stratospheric 

water vapour concentrations that result from the use of each of the three datasets. 

I think that this paper potentially makes a useful contribution. Reanalysis datasets 

are in wide use for many different types of calculations and it is important to have on 

record different measures of the differences between the datasets in common use. 

There have been previous studies of the differences in transport characteristics 

between these datasets, but the calculation of stratospheric water vapour considered 

here on the one hand requires a particular combination of transport and temperature 

information and on the other is of significant general interest, because of the radiative 

and chemical importance of stratospheric water vapour and of the continuing 

challenges in measuring its concentrations and in establishing a long-term 

observational record. 

We are grateful for the reviewer1’s comments and suggestions, which are very 

helpful to improve this work. The changes corresponding to the comments can be 

tracked by the text in red in the manuscript. The responses or clarifications are 

specified following each suggestion below. 

 

 

However, I do consider that the paper could be improved in various ways to make it 

as valuable as possible to researchers working in this general subject area. 

1. p2 l21: ’water vapour values entering the stratosphere are determined by ... in 

the upper troposphere’ - seems odd statement - previous papers (e.g. Liu et al 

2010, Fig. 12) have suggested LDPs are distributed over a layer centred on 

about 90hPa. ’in the TTL’ would be a more usual description. 

Agree, the sentence has been reformulated. 

 



2. p2 l22: ’Lagrangian models provide more accurate records of the temperature 

histories of air parcels compared to Eulerian models’ – statement is true by 

definition (Eulerian models don’t provide such records) or could be misread 

as ’provide a more accurate representation of transport’ which is questionable - 

there are advantages and disadvantages to the two different formulations. 

Agreed, the sentence has been reformulated as ‘Lagrangian approaches 

provide accurate records of the temperature histories of air parcels that Eulerian 

models cannot provide, and therefore provide more reliable representations of 

entry mixing ratios in SWV’. 

 

3. p3 l13-: ’30% too fast’, ’30% too slow’ are based on the tape recorder 

considered over some a particular range of heights - give range explicitly. 

The range has been added. The altitude given in Schoeberl et al. (2012) is 17-

22km. 

 

4. p4 l8: You don’t give sufficient information here to specify the dehydration 

scheme – e.g. the fall speed has to be combined with a length scale (specified 

in Ploeger et al 2013 as 300m). A first point is that if I look at the references you 

give – e.g. Poshyvailo et al (2018) I don’t see sufficient information to be able to 

reproduce the scheme (e.g. that paper doesn’t seem to say what the assumed 

fall speed it). My suggestion is that you provide all the necessary information 

together in an Appendix. A second point is that you mention various details such 

as sedimentation rate but then you fail to mention the length scale - which is 

surely chosen on a completely ad hoc basis. So the naive reader might will infer 

that dehydration scheme is based on a precise physical model, whereas in fact 

it requires choice of length scale - which is surely ad hoc. (Ploeger et al 2013 

note that it is comparable to the vertical resolution of the model - but that is 

hardly a physical justification.) So more clarity is needed - both for 

reproducibility and for an honest description of what is being done. 

Here we added the information: ‘The sedimentation fall speed is calculated by 

assuming a mean ice particle radius. Ice sedimentation is then determined by 

the comparison of the sedimentation length over the model time step against a 

characteristic length ~300m (Hobe et al., 2011; Ploeger et al., 2013).’  



 

5. p4 l12: The information that greater intensity of small-scale mixing leads to 

moistening by 0.5ppmv and amplification of the annual cycle by 0.2 ppmv can’t 

really be interpreted sensibly without more information. For example you could 

say that the range of mixing strength being considered is representative of 

actual uncertainty in small-scale mixing (which is what is said in the Poshyvailo 

et al 2018 paper). 

Agree. The statement has been changed to ‘ the range of mixing strength they 

considered was representative of actual uncertainty in small-scale mixing’. 

 

6. p4 l14: ’best agreement with MLS observations’ - I found this sentence a bit 

misleading. Of the papers cited, only Poshyvailo et al 2018 gives explicit 

information on the effect of varying mixing strength. So I don’t see that the 

others provide any useful information on what choice of mixing strength gives 

the best agreement with MLS. 

It is true. The other two studies used long-term CLaMS water vapor output 

which is valid with MLS observations. However, that is not the sensitivity study 

of mixing strength. Thus, they are removed. 

 

7. p4 l23: How are you calculating saturation mixing ratio exactly? Simmons et al 

(1999 QJRMS) make the point that the precise form of the expression used for 

saturation mixing ratio can be important. Again this is the sort of information that 

needs to be easily available to ensure that others can reproduce your 

calculations. 

Saturation mixing ratio is calculated by: 

𝜒"#$ = 𝑝'/𝑝)* 

where ps is given by 10-2663.5/T+12.537 (Marti and Mauersberger, 1993). 

The information has been added to manuscript in Page 4 Line 6-7. 

 

8. p4 l25: ’The effects of tuning ...’ - this sentence would be clearer as ’The effects 

of tuning the critical supersaturation threshold in CLaMS have a similar effect to 

the effect of applying a frost point offset to the Lagrangian dry point temperature 

noted by Liu et al., (2010) and Fueglistaler et al., (2013), in that increase in the 



supersaturation threshold enhances both the mean value and the amplitude of 

the annual cycle in simulated H2O.’ 

We reformulated the sentence as the reviewer recommended. 

 

9. p4 l28: I couldn’t follow the logic of these two sentences - to me the point is that 

given uncertainty over the precise relation between temperature and saturation, 

e.g. due to the uncertainty in the appropriate value of supersaturation threshold, 

it is impossible to be interpret differences between predicted water vapour and 

observations as being due to errors in LDP temperatures. 

The sentence is revised to ‘Due to the uncertainty in the appropriate value of 

supersaturation thresholds, the differences among the modelled values of H2O 

entry mixing ratio or between modelled values against observations cannot be 

unequivocally interpreted as errors in Lagrangian dry point temperatures in 

these reanalyses’. 

 

10. p4 l16: My experience is that the re-analyses don’t provide diabatic heating as a 

single quantity, but as various components. Confirm that you are using all 

components (e.g. including latent heating). 

We deduce cross-isentropic vertical velocity from the total diabatic heating 

rates, which includes the all-sky radiation, latent heat release as well as the 

diffusive turbulent heat transport from each reanalysis product. 

The information has been added to the manuscript. 

 

11. p5 l5: My understanding is that you are estimating methane suppled water from 

(1), using a mode prediction of CH_4ˆrec. But how are you specifying alpha? 

It was not so clear in the previous version. Alpha is calculated following CH4
rec 

(eq. 2), by (CH4
rec-CH4)/ CH4

rec. This equation is now isolated from eq.(1). 

 

12. p6 l12-15: It seems important not to ignore the fact that the MLS weighting 

functions do not only produce ’artefacts’ when applied to the CLaMS output, but 

that these artefacts may also be part of what is presented as the MLS 

observation - i.e. the MLS observations imply vertical structure that may be quite 



different to what is actually present. (At least that was my interpretation of 

Ploeger et al 2013.) 

It is true. We compared the differences between CLaMS results of AC amplitude 

with and without application of AK (see the figure below). The differences are 

only visible in high latitudes at lower stratosphere. Similar result is shown in 

Ploeger et al 2013.  

 
The region showing differences (high latitudes at lower stratosphere) are not the 

main concern in this paper. 

We made a note at Page 6 line 23-24. 

 

13. p6 l20: My understanding here is that you are simply extracting the semiannual 

cycle on the basis of its semi-annual frequency - not implying a direct relation to 

the phenomenon ’the Semi-Annual Oscillation (SAO)’ that is identified in the 

low-latitude upper stratosphere. In other words, there is a potential difference in 

meaning between ’the SAO’ and ’the semi-annual harmonic’. 

Yes, we confused SAO with semi-annual harmonic. The related terms are 

revised to semi-annual harmonic throughout the manuscript. 

  

14. p6 l26: It would be helpful here to note that the amplitudes and phases are what 

is presented in specific later figures. 

The corresponding figures are specified.  
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15. p8 l21: It’s a minor point, but you don’t seem to have said explicitly that CLaMS-

MRA is the MERRA simulation. 

The brief name of three CLaMS runs is explained in the new manuscript at Page 

5 line 17-18. 

 

16. p12 l7: ’Moreover, this makes it possible that an optimisation of the dehydration 

scheme...’ - this sentence doesn’t seem very relevant at this point in the text 

(and you have said something similar on p4). 

Agree, this repeated information is deleted. 

 

17. p12 l14: ’However the AC phase of H2O entry values based on CLaMS-MRA is 

in better agreement with the SWOOSH data’ - given the uncertainty indicated in 

SWOOSH one wonders whether the better agreement is actually significant. 

The comment is mostly about September/October - i.e. the judgement all comes 

down to September-October differences. Whether or not CLaMS-MRA or 

ClaMS-JRA is in better agreement with SWOOSH during the J-F-M-A period is 

also open to question. 

The fact is that it is hard to judge which run shows the best phase agreement to 

SWOOSH. For the boreal spring when the minimum comes, the shapes of three 

runs are quite close. The visible differences only show for the maximum months. 

However, we agree that the differences are not significant. Thus, here we only 

state the fact and we also reformulated this part in conclusion accordingly. 

 

18. p12 l31: For me a strong part of the evidence for the importance of different 

regions are LDP distributions based on trajectory studies - again Fueglistaler et 

al (2005) given the relevant distributions. 

The citation has been added. 

 

19. p13 l6: Can the slow upwelling alone account for the seasonal signal in 

H2O_CH_4? - i.e. isn’t the seasonal cycle in in-mixing at least as important? 

Yes, we reformulated to ‘This feature is a joint effect of the slow tropical 

upwelling and stronger in-mixing from the extratropics, resulting in…’. 

 



20. p14 Figure 6: It would be helpful to have the propagation of the maximum 

values as well as the propagation of the minimum values explicitly marked on 

the Figures. 

We did not plot both the maximum and minimum propagation lines. The first 

reason is that the propagation line now is determined by the largest correlation 

of each layer with the layer below. Therefore, this propagation should represent 

both the maximum and minimum propagations. The second reason is to avoid 

the complication in the figure since it already has two propagation lines in each 

panel: one from the CLaMS run and one from SWOOSH for comparison. If we 

follow this idea, there will be four lines in each panel without giving more 

information. 

 

21. p15/16: Figures 7 and 8 - it would be much better if Figure 7 could be 

immediately followed by Figure 8 - perhaps they could even be combined into a 

single Figure. I found the overlaid dots in Figure 7 quite difficult to see and to 

interpret – of course when reading the paper on a screen one can zoom to look 

in more detail at interesting features, so one isn’t applying the same rules of 

legibility that might have been applied for paper publications. But given that the 

dots represent relative error, the fact that some of them are the same colours as 

are used for the values of the depicted field is confusing. It might be clearer to 

do something like use overprinted + and - (of different size to indicate size of 

relative difference). 

We agree. Here we combined the two figures (also later figures of QBO). And 

the overlaid dots are removed for Figure 7, which are then replaced by symbols 

‘+’ and ‘-’. The plus and minus symbols are shown in a schematic way, where is 

discussed in the text. Although some accurate information about the differences 

are lost, the figure becomes more reader-friendly.  

 

22. p17 l3: ’The phase of the QBO effect at the tropopause is therefore consistent 

with that of the 50hPa QBO wind’ - the ’therefore’ only makes sense if you say 

explicitly that it is the 50hPa wind (rather than the wind at some other level) that 

is correlated with the tropopause temperature. 



Since the tropopause is colder (warmer) during the easterly (westerly) phase of 

the QBO (referring to 50hPa wind) (Plumb and Bell, 1982), the phase of the 

QBO effect at the tropical tropopause shown in Fig.8 is related to the phase of 

50hPa QBO wind. The change is made in Page 17 line 13-15. 

 

23. p17 l6: ’both overestimate A_QBO at isentropic levels between 450K and 

550K’ ... ’both biases can be traced back to strong diabatic upwelling’ - the key 

point surely is not necessarily that the diabatic upwelling is strong, but that the 

the circulation (upwelling + eddy mixing) is such that the tape recorder signal in 

these two analyses decreases in amplitude in the vertical slowly relative to MLS 

and MERRA (as you show for the annual cycle in Figure 6 and 7). 

We agree that both upwelling and eddy mixing (the circulation) are working. 

Moreover, slow upwelling makes the residence time longer, which will give more 

time for mixing process (at least in the model) and thus bring more exchange 

between tropics and extratropics. The sentence has been changed, please find 

it at Page 17 line 22-23. 

 

24. p17 Figure 9: Give information in the caption on the dashed box. You could call 

this ’region 3’. Incidentally this region doesn’t really seem to be characterised by 

a ’clear peak’ - contrary to what you say on p16 l14. 

It is named to region 3 as suggested. And we changed the statement about 

‘clear peak’ as ‘A peak in the tropical middle stratosphere (region 3) is clearly 

shown in CLaMS-ERA and CLaMS-JRA but not clear in MLS and CLaMS-MRA.’ 

 

25. p17 l9: You say ’the large values of A_QBO in region 2 are mainly linked to 

QBO related modulation of the stratospheric circulation.’ You should provide a 

reference for this. For example this aspect of the QBO signal was considered in 

the Baldwin et al (2001) review. That was quoting previously published studies. 

There may have been more recent work on this topic. 

The citation is added. 

 

26. p17 l11: This reference should be ’Lossow et al 2017b’. The 2017a reference 

doesn’t mention the QBO at all. 



It is corrected. 

 

27. p18 l3: ’The amplitude and phase of the QBO signal in SWV show pronounced 

uncertainty in the middle stratosphere’ - what do you mean by this? Do you 

mean that the observational signal is uncertain? (I don’t think so.) If you mean 

that there is disagreement between the different CLaMS simulations and 

between the CLaMS simulations and the re-analysis then say that directly. 

Yes, we meant disagreement between the different CLaMS simulations. The 

sentence is rewritten. 

 

28. p18 Figure 10: As previously noted for Figures 7 and 8, it would be helpful for 

the reader if Figures 9 and 10 were immediately adjacent (or combined into a 

single Figure). 

The original Fig. 9 and 10 are combined as new Figure 8 and we revised as we 

did for original Fig. 7 and 8. 

  

29. p18 A key point about the QBO signal in water vapour is that it results in part 

from upward propagation of the water vapour variations ’imprinted’ by the QBO 

temperature variation at the tropical tropopause and in part from QBO variations 

in the meridional circulation (which seem likely to be primarily to be responsible 

for the QBO signal in water vapour seen in the upper stratosphere). You don’t 

really exploit the distinction between these two processes generally in 

interpreting Figure 10 (which at first sight looks rather complicated). For 

example, you have identified from the annual cycle that ERA-I and JRA-55 

seem to propagate signals too rapidly in the vertical in the lower stratosphere – 

presumably this means that their QBO signals are different in phase to the 

observed in the lower stratosphere, though you don’t identify this as a significant 

difference (i.e. there is no vertical arrow marked corresponding to this in the 

lower stratosphere), presumably because the associated phase error is only a 

month or so. You do mark an arrow for JRA-55 - but don’t comment on it. Do 

you interpret this as resulting from the strong vertical upwelling in JRA-55? 



After checking the phase difference again for an interval of 1 month, we confirm 

that differences in the region1 is around 1 month. Therefore, we added the 

smaller arrows indicate 1 month differences. 

In the revised figure 8, it is seen that the phase of CLaMS-ERA and CLaMS-

JRA in region 1 again propagate faster with larger amplitudes. CLaMS-MRA 

shows the contradictious result for the MLS period and whole period, which 

seem to result from the influence of QBO-wind differences before and after 1990 

to FUB wind as shown also in region 3. 

The text is revised accordingly. 

 

30. p18 l12: The fact that MERRA-2 doesn’t match the observed QBO during the 

1980s and early 1990s seems a pretty major and obvious problem to me. If that 

is the main cause of the difference in phase errors for MERRA between Figures 

D1 and D2 (indicated by the arrows in different directions) then it is probably 

clearer to omit D2 (and say why you have done that). 

Agree, we follow the suggestion. 

 

31. p26 l6: I’ve noted previously that the difference in annual cycle phase between 

predictions of different reanalyses seems to be judged almost on the basis of 

small differences between two months - and my question is whether that 

difference is really significant. 

We agreed that the difference is not significant. As we mentioned in the 

response to question 17, this part of text has been revised in a similar way. 

 


