
Author response to referee comments on Chrysanthou et al. “The effect of atmospheric             
nudging on the stratospheric residual circulation in chemistry-climate models” submitted          
to ACPD 
 
Reply to Anonymous Referee #2  
  
In this paper, the authors compare the free running and specified dynamics simulations of the               
CCMI models. They find that although the nudging involved in the SD does make the models                
short term variability line up, the residual circulation in the nudged runs matches neither the               
original models nor the reanalyses to which the models are nudged.  
This paper is important. It is interesting and provides a cautionary tale against using these SD                
runs to examine transport of long-lived trace gases, which one would expect would be              
significantly impacted by these inconsistencies. It is well reasoned and well written. I             
recommend publication following some minor revisions. An expanded introduction would be           
extremely valuable to the reader, and I have included recommendations for that below. The              
primary scientific points that would add significantly to the paper are:  
1. Discuss the choice of metric for the BDC in more detail. (Line 191)  
2. Reconsider the results of the multiple linear regression in light of the importance of the                
relative phasing of the annual cycle and the QBO.  
3. Consider the differences between the models and the reanalyses they are being nudged              
towards, especially vertical profiles, to try to better understand why the results are what they are. 
 
Thank you for your positive comments and suggestions for improving the paper. We reply to the                
specific points raised below in red. 
 
Specific comments: 
 
1) Recent work (Abalos et al. 2015, Linz et al. 2019) has raised the issue that the differences due                   
to different calculations of the residual circulation are as significant as (or more than) the               
differences between the reanalyses themselves (c.f. Seviour et al. 2012, also). Therefore, I would              
appreciate more discussion of the choice made here to use the TUMF and downward control               
(which is used to distinguish the different wave forcing components). How do these choices              
impact the results, if at all? A thermodynamic calculation might be very different, since the               
temperature is nudged, which will introduce spurious diabatic terms. How is TUMF different             
from w* averaged between turnaround latitudes?  
 
Thank you for this suggestion. We agree that some further discussion of the chosen measures of                
residual circulation is important to place the results into a broader context. As indicated by the                
reviewer, the choice of diagnostics is likely to be a particular issue for interpreting the nudged                

 



models and reanalyses due to the additional tendencies imposed in the model equations. Part of               
our choice is pragmatic, based on the availability of output from the CCMI model dataset, which                
provides direct estimates of residual circulation diagnostics following Andrews et al. (1987) and             
resolved and parameterized wave forcing components. As TUMF is an integrated measure of w*              
between TA latitudes, the results regarding interannual variability and long-term trends are            
similar to if an average w* measure is used. Arguably, the TUMF is a first-order measure in                 
order to evaluate whether the mass circulation is affected by nudging and it has been widely used                 
in previous multi-model comparison and reanalysis studies and so we include it here (e.g.              
Butchart et al., 2006, Butchart et al., 2010, Butchart et al., 2014 and references therein; Rosenlof,                
1995; Seviour et al., 2012; SPARC CCMVal, 2010). The important point is that we use               
consistent diagnostics in the free running and nudged experiments and the reanalyses, so that we               
are always comparing the same measures across the different simulations. Unfortunately, as            
heating rates are not provided by all models in the CCMI output, it would not be possible to                  
compute a consistent (i.e. with the appropriate model radiation scheme) estimate of the residual              
circulation using the thermodynamic equation. It is possible that for the nudged simulations             
calculation of the residual circulation based on the thermodynamic equation might result in             
different behaviour to the direct TEM formulation used here. We now suggest this as an               
interesting topic for future research in the conclusions. The downward control principle (DCP;             
Haynes et al., 1991) calculations provide a framework to assess the extent to which the wave                
forcing and directly estimated residual circulation become decoupled as a consequence of the             
additional tendencies imposed by the nudging. 
 
Based on the above we have expanded/edited the relevant parts of the text to the following :  
 
End of section 2.2.1, (just before the introduction of DCP) :  
 
“The TUMF has been used widely as a measure of the strength of the BDC (Rosenlof, 1995;                 
Butchart et al., 2006, Butchart et al., 2010, Butchart et al., 2014 and references therein; Seviour                
et al., 2012), so it’s use here enables a direct comparison with earlier studies. Arguably, the                
strength of the TUMF is a first-order metric to evaluate changes to the mass circulation as a                 
consequence of nudging. As mentioned above, by calculating the annual means of TUMF             
accounting for the seasonal cycle of the turnaround latitudes we capture the correct evolution of               
the intraseasonal (not shown) and interannual variability in the TUMF.”  
 
End of section 2.2.2, (after introduction of DCP) :  
 
“Both the direct and DCP methods rely on the applicability of the quasi-geostrophic             
approximation to interpret the results. We note that in addition to the direct and DCP               
approaches used here, the residual circulation can also be estimated using the thermodynamic             

 



equation. Unfortunately, heating rates were not available from all CCMI model simulations to             
perform this calculation. Studies have shown that the estimates from the different methods for              
evaluating the residual circulation can differ (Abalos et al., 2015; Linz et al., 2019; Seviour et                
al., 2012), particularly in reanalyses where the normal conservation laws are not required to be               
met. Similar issues are likely to beset the nudged model simulations owing to the additional               
tendencies included in the model equations. The differences between the calculation methods for             
the residual circulation can be as large as, or larger than, the differences between reanalysis               
datasets for the same diagnostic (Abalos et al., 2015; Linz et al., 2019), and may further depend                 
on choices around averaging between fixed latitudes or the turnaround latitudes (Linz et al.,              
2019), so it is important to bear this in mind in interpretation of the results presented here.                 
Nevertheless, we compute the diagnostics for the residual circulation in a self-consistent manner             
in the models and reanalyses to enable comparison with earlier multi-model studies (e.g.             
Butchart et al., 2006, Butchart et al., 2010, SPARC, 2010).”  
 
2) Although the method used here to do the multiple linear regression is somewhat standard, it                
does not actually remove all of the variability that is related to these signals. In particular, the                 
relative phasing of the QBO and the annual cycle will cause an enhanced wintertime upwelling               
in some years, so the result that the leftover variability is highly correlated could be related to                 
this. Randel et al. 1999 have a nice treatment. I would consider using the method in that paper                  
(described on p. 458, see also Randel and Wu 1996) to determine if the relative timing of the                  
annual cycle and QBO is the cause of the covariation of the nudged time series. This                
phenomenon is also mentioned in the cited Baldwin et al. 2001 QBO review.  
 
Thank you for raising this interesting point. The MLR model is applied to the annual mean                
TUMF timeseries and hence the QBO terms are resolved at an annual timescale. Therefore, the               
method presented by Randel et al. (1999) to account for interannual variations in the relative               
phasing of the QBO with the annual cycle is not readily applicable in our analysis. We further                 
note that all of the models except CMAM and MRI-ESMr1 also nudge the phase of the QBO in                  
the REF-C1 simulations (Morgenstern et al., 2017). Hence, if this is a main factor for explaining                
the MLR residuals, we expect that such an effect would also be seen in the REF-C1 simulations.                 
However, the temporal correlation of the residuals is much weaker in the REF-C1 experiments              
for those models that nudge the QBO, suggesting this is not a major factor for explaining the                 
correlated residuals in the REFC1-SD experiments. 
 
3) The authors find that the reanalyses differ from the nudged runs which in turn differ from the                  
free running models. I would like to see some presentation of the difference between the mean                
states of the reanalyses and the mean states of the models without nudging. The result that the                 
models tend to have stronger upwelling in their SD runs could be caused by a systematic low                 
bias in the model temperature in the tropics compared to the reanalysis temperature.The repeated              

 



nudging with a primarily positive value would then cause an apparent increase in upwelling,              
without changing the underlying model physics that are the cause of any systematic mean state               
bias. To understand why the nudging does what it does, I think the difference between the free                 
running models and the reanalyses needs to be explored in much more detail–perhaps for just               
one model. A continuous spurious forcing because of a mismatch in the mean state (and likely                
also in the seasonal cycle) should impact the mean while leaving the interannual variability alone               
(line 612). 
 
Thank you for this suggestion. We present below the percent differences in zonal mean              
temperature in the stratosphere between the REF-C1 simulations and the respective reanalysis            
they are nudged towards (stippling denotes statistical significance at 95% based on a two-tailed              
Student’s t-test); the equivalent differences for the REFC1-SD simulations are also shown in the              
right panels (note the reduced colour scale).  
 
Most models show a cold bias relative to the reanalyses in the tropical tropopause layer, except                
for MRI-ESMr1 which shows a warm bias. The two versions of EMAC show the largest relative                
cold bias in the TTL. Much of this bias is alleviated in the nudged simulations, as expected, but                  
EMAC (l47/90), CESM1-WACCM and SOCOL3 still show a (smaller) cold bias in the TTL.              
Larger differences remain above the level where nudging ceased to be imposed (e.g. 10 hPa in                
EMAC and 40 hPa in MRI-ESM1r1). The opposite sign of the TTL temperature bias in the                
free-running MRI-ESMr1 model provides a useful test bed for the point raised by the reviewer.               
The REFC1-SD MRI-ESMr1 simulation still shows stronger upwelling near the equator           
compared to the free-running model (Figure 3c) despite having a warm bias; this result is similar                
to the effect of nudging in the other models that show a cold TTL bias. Hence from this cursory                   
investigation, we do not identify a systematic relationship between the intrinsic model bias and              
the effect of the nudging on the residual circulation. To get a better handle on this, a detailed                  
analysis of the sensitivities within one model to relaxation timescales and nudging parameters             
such as the altitude range etc. would be needed in order to robustly establish how nudging affects                 
the mean residual circulation.  
 

 



  
 
 
Minor comments 
 
I find the second paragraph of the introduction to be lacking. Although Abalos et al. (2015) did                 
conclude that there was likely a 2-5%/decade trend in the circulation, they found substantial              
differences with different calculations for the circulation strength. Ploeger et al. (2019) have a              
new paper out on the inconsistency of the BDC trends for the different reanalyses, looking at the                 
age spectra. Age of Air is mentioned somewhat abruptly and with no explanation. The results are                
also misrepresented. Engel et al. 2009 did not find a statistically significant increase in the mean                
age of air in the midlatitudes. They found no statistically significant change. There are              
limitations both on the availability of measurements and on the interpretation of age of air as a                 
direct proxy for the residual circulation, and much more recent papers discuss this, rather than               
Waugh and Hall 2002. There are new satellite based measurements–ACE-FTS (e.g. Ray et al.              
2016), MIPAS (Haenel et al. 2015), and MLS (Linz et al. 2017)–and new measurements from               
Air Core (Engel et al. 2017). The interpretation of the data is also difficult because of the                 
separation of the residual circulation from the mixing (e.g. Garny et al. 2014, Ploeger et al 2015,                 
as mentioned in the first paragraph–perhaps just move this comment to this paragraph?). The              
only attempt to calculate the residual circulation from tracer data did not calculate the residual               
circulation directly, but instead the diabatic circulation (Linz et al. 2017), and they did not               
calculate trends.  

 



 
Thank you for this comment. We have expanded this part of the introduction to give a more                 
balanced and detailed synopsis of the literature:  
 
“Past studies have shown substantial spread across models in the mean strength of the residual               
circulation (e.g. Butchart et al., 2010). Nevertheless, climate and chemistry-climate models           
(CCMs) consistently simulate a long-term strengthening of the residual circulation with an            
increase of ~2% decade-1 (e.g. Butchart et al., 2010; Hardiman et al., 2014), though there are                
differences across models in the relative contribution to trends from resolved and parameterized             
wave forcing. Reanalysis datasets also suggest a strengthening of the residual circulation over             
the past several decades of the order 2-5% decade-1 (Abalos et al., 2015; Miyazaki et al., 2016)                 
apart from one (ERA-Interim) which shows a weakening of the deep branch of the BDC (Seviour                
et al., 2012; Abalos et al., 2015). However, reanalyses are subject to multiple caveats,              
particularly in their suitability for trend studies, and there are substantial differences in residual              
circulation trends calculated from the same reanalysis using different methods (Abalos et al.,             
2015). Given the limitations of reanalyses, evaluating the fidelity of model estimates of residual              
circulation variability and trends is challenging since there are no direct measurements of the              
residual circulation.  

The only direct estimates of the stratospheric mass circulation come from tracer            
measurements, which can be used to calculate stratospheric age-of-air (AoA) (Kida, 1983;            
Schmidt and Khedim 1991; Waugh and Hall, 2002). AoA represents the combined effects of              
advection by the residual circulation and turbulent mixing processes, and as such cannot be              
directly related to the residual circulation. While progress has been made in separating the              
relative effects of these two factors for AoA calculated from models (Garny et al., 2014;               
Dietmuller et al., 2018, Eichinger et al., 2019, Šácha et al., 2019), using Lagrangian models               
driven by reanalysis fields (Ploeger et al., 2015a, Ploeger et al., 2015b, Ploeger and Birner,               
2016, Ploeger et al., 2019) and comparing these effects in both CCMs and Lagrangian models               
(Dietmuller et al., 2017), this is more difficult to achieve in observations. Engel et al. (2009) and                 
Stiller et al. (2012) used balloon-borne measurements of stratospheric trace gases and found a              
statistically non-significant increase in AoA in the middle stratosphere at northern mid-latitudes,            
which has been corroborated by more recent study using balloon-borne measurements at two             
midlatitude sites in the Northern Hemisphere (Engel et al., 2017). It has been hypothesised based               
on analyses of more recent satellite datasets, which have greater spatial and temporal coverage,              
that the subtropical AoA trends can be explained by a weakening of the mixing barriers at the                 
edge of the tropical pipe (Neu and Plumb, 1999) that is masking the effects of an increase in                  
tropical upwelling on AoA (Stiller et al., 2012; Haenel et al., 2015). In contrast with the AoA                 
trends derived from observations, CCMs forced with observed sea-surface temperatures (SSTs),           
greenhouse gases and ozone-depleting substances show a decrease in AoA throughout the            
stratosphere (World Meteorological Organization, 2018; Li et al., 2018; Morgenstern et al.,            

 



2018; Abalos et al., 2019; Polvani et al., 2019). Theoretical approaches based on the tropical               
leaky pipe model (Neu and Plumb, 1999) have shown promise for bridging the information on               
the stratospheric circulation derived from observations with outputs from GCMs/CCMs (Ray et            
al., 2016).  

As explained above, it is difficult to infer information on the residual circulation from AoA               
without carefully accounting for the effects of mixing. More recent theoretical developments            
offer a means of calculating the diabatic circulation using stratospheric tracers (Linz et al.,              
2017), which is a promising avenue as this is more closely related to the residual circulation                
than AoA. The results of Linz et al. (2017) showed consistent estimates of the diabatic circulation                
in the lower stratosphere, but large uncertainties of up to a factor of two in the mean strength in                   
the upper stratosphere. Targeted measurement strategies to better characterise long-term          
changes in the observed stratospheric meridional circulation have been proposed (Moore et al.,             
2014; Ray et al., 2016).” 
  
A more detailed explanation of what nudging is, how it is implemented, why it is used, and the                  
motivation for this work would help the introduction. The current paragraph in the introduction              
(line 85) is good, and I think that including more specific examples would be very helpful.                
Similarly, in the conclusion, commentary on what these nudged runs could be useful for would               
be appreciated in addition to the entirely appropriate cautionary words.  
 
Thank you for this comment. We have expanded this paragraph to include your suggestions              
above. The relevant part of the manuscript is now (nb: black italic below denote unchanged parts                
of the manuscript) :  
 
“In an attempt to obtain a closer comparison with observed stratospheric trace species, some              
studies have used model simulations with meteorological fields nudged or relaxed towards a             
reanalysis dataset (Jeuken et al., 1996); these include many studies of ozone variability and              
trends (e.g. van Aalst et al., 2003; Solomon et al., 2016; Hardiman et al., 2017b; Ball et al.,                  
2018), comparisons between models and satellite-based multi-species observational records         
(Froidevaux et al. 2019) as well as the chemical and climatic effects of volcanic eruptions               
(Löffler et al., 2016; Solomon et al., 2016; Schmidt et al., 2018). Nudged simulations have also                
been used to study mechanisms for dynamical coupling between the stratosphere and            
troposphere (Hitchcock and Simpson, 2014). Nudging involves adding additional tendencies to           
the model equations by constraining the simulated meteorological fields to reanalysis fields            
(Kunz et al., 2011). Nudged variables can include horizontal winds (or divergence and vorticity),              
temperature, surface pressure, latent and sensible heat fluxes. However, vertical winds, which            
are small residual from horizontal divergence, are not nudged and the underlying model physics              
can yield quite different results from the reanalysis that they are nudged towards (Telford et al.,                
2008; Hardiman et al., 2017). A recent study by Orbe et al. (2018) analyzed tropospheric tracers                

 



in nudged CCM simulations and found large differences in the distributions of the tracers, which               
could be partly traced to differences in the model convection schemes. They urged users to adopt                
a cautious approach when interpreting tracers in nudged simulations given their dependence on             
not only large-scale flow but also sub-grid parameterizations. In contrast, critical evaluation of             
the stratospheric residual circulation in models relaxed to reanalysis fields has been rather             
limited to date.” 
 
As for the conclusions the now expanded relevant part of the manuscript (second from last               
paragraph of the manuscript):  
 
“Despite the limitations described here, some success has been reported in studies that used              
nudged simulations to investigate specific meteorological events, such as Sudden Stratospheric           
Warmings, and in particular for exploring processes beyond the top of the nudging region in the                
Mesosphere-Lower Thermosphere (e.g., Tweedy et al., 2013; Chandran and Collins, 2014;           
Pedatella et al., 2014). In order to reduce discrepancies between nudged and free-running             
simulations, various nudging techniques have been investigated. The role of gravity waves in the              
error growth that the nudging introduces over time has been highlighted for a single model               
(Smith et al., 2017). Constraining just the horizontal winds without the temperature was found to               
be a good strategy when investigating the aerosol indirect effects without affecting significantly             
the mean state (Zhang et al., 2014)... 
 
...A dedicated study of the sensitivities within one model to relaxation timescales, nudging             
parameters, nudging height range, and model resolution would be needed to offer a detailed              
explanation for these differences.” 
 
 Do any of the “free running” models have a nudged QBO, and if so, which ones?  
 
All of the free-running models presented in the study apart from CMAM and MRI-ESMr1              
impose a QBO “nudging” in their simulations as mentioned in the last paragraph of section 3.4                
(Table S8 of supplement of  Morgenstern et al., 2017). 
  
Since the focus of this paper is really on the difference between SD and free running models, it                  
might make sense to omit the models that do not include both. I respect the authors choice to                  
have those comparisons in the supplementary information. However, I think I would find the              
plots more manageable without the additional lines.  
 
Thank you for this recommendation. In response to this comment and also the comments of               
reviewer 1 we have removed the models which did not perform the SD simulation from the main                 
body of the paper (GEOSCCM, NIWA-UKCA and ULAQ-CCM) and the main text now focuses              

 



on the seven models for which both REF-C1 and REFC1-SD simulations are available. For              
completeness a subset of diagnostics are shown for those models in the supplementary material. 
 
Line 106: aren’t they necessarily inconsistent?  
 
We have corrected this to: “will add forcings that are inconsistent with the model state.” 
 
Lines 100-129: excellent discussion. 
 
Thank you for the positive comment! 
  
Line 153: Do you mean Table 2?  
 
Thank you for spotting this, we have now corrected this. 
  
Line 155 etc.: More details here would be good. I don’t understand what is meant by T (with                  
wave-0), and I assume that “temperature” is also T (for CMAM), but if that’s true then they all                  
nudge temperature so maybe mention that? Including the sentence “Nudging timescales range            
from 6 - 50 hours." (or some equivalent) would also emphasize how different these treatments               
are.  
 
We have added some more details here as per your recommendation. In Table 2, temperature is                
referred to consistently as T. The wave-0 was intended to refer to the additional nudging of the                 
global mean temperature in EMAC. We now state this explicitly. We have also changed              
L152-153 in the text to: “The REF-C1SD simulations nudge temperature and other            
meteorological fields such as horizontal winds, vorticity and divergence and some surface fields             
(Table 2), while the chemical fields are left to evolve freely. The nudging timescales range from                
6 - 50 hours and the height range over which nudging is applied varies (Table 2).” 
 
Line 159-160: Table 1?  
 
Thank you for spotting this, we have now corrected this. 
  
Line 168: “primary variable”–not sure what is meant by this 
 
We meant prognostic. We have now corrected this. 
 
Line 442: I have trouble seeing this from the plot. Could you provide the numbers? Is the                 
difference in the peak-to-peak amplitude significant?  

 



 
Yes, due to the congestion of the multiple lines is not that easy to see but the difference is not                    
significant. This sentence now includes the numbers of the peak-to-peak amplitude  
 
“Comparing the MMM annual cycle of the REF-C1 runs with the MMM REF-C1SD of Figure               
7b reveals that on average the REFC1-SD models show a slightly larger peak-to-peak amplitude              
(0.22 mm s-1 vs. 0.19 mm s -1)   in the annual cycle.” 
  
Line 476. . .: How do these results relate to Abalos et al. 2014, who found such a strong                   
dependence of the upwelling on the location of the EPFD?  
 
Thank you for this interesting point. We agree it would be interesting to examine how the                
patterns of EPFD vary between the free running and nudged simulations and how this relates to                
fluctuations in upwelling. This work is planned for a follow-up study. 
  
Line 488-90: I found this sentence confusing. 
 
Thank you for spotting this unclear sentence. We have removed this sentence as it was related to                 
an earlier sentence on lines 483-485, which has been edited to: 
 
“This result indicates that although nudging does not constrain the mean residual circulation, it              
does constrain the interannual variability and produces very similar contributions to variability            
across models from both resolved and parameterized wave forcing. 
 
Line 498: remove “due to”  
 
Done. 
  
Section 3.6: Nice.  
 
Thank you for the positive comment! 
  
Line 606.: This paragraph is very long and contains a lot of important information. Turn into two                 
or even three shorter paragraphs?  
 
Thank you for this comment, we have now turned this paragraph into three shorter ones to                
improve the clarity. 
 

 



Figures: Consider stippling the insignificant part of the plot. I read this on a number of different                 
devices, and on some it looked fine, but on one of them the plots were impossible to see because                   
the colors weren’t visible behind the stippling. This wasn’t an issue for the last two figures for                 
some reason. 
 
It may take a while for these plots to be loaded properly in a pdf viewer, as they are quite large                     
files. We changed the subtleties of the stippling patterns as seen in the figures and hopefully they                 
are more clear now. 
  
It could be useful to have models that are nudged to the same reanalysis plotted in the same color                   
family to aid interpretation of the complicated line plots.  
 
We have now colour coded the model results nudged towards ERA-I in red(-ish) colours. We               
hope that without the additional lines of the extra models, the results are more clear.  
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