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ACP-2019-241 (Editor – Rachel Law) 

Response to Reviewer 1 

 

The authors thank the reviewer 1 for a thoughtful review of the manuscript. The responses for the 

reviewer’s specific comments are as follows. 5 

 

General Comment: 

This paper describes an evaluation of different observing locations in Asia to infer Asian surface CO2 

fluxes. The authors use the Carbontracker inversion system, with model generated pseudo-data, to assess 

different observing networks. They compare fluxes estimated with the existing network, with alternative 10 

networks based on random addition or relocation of sites, and the choice of sites using sensitivities from 

the inversion system. This contrasts with previous network design studies that use optimisation to locate 

the best observing sites, with higher computational cost.  

Some aspects of the methodology need improved description, as described below. I have some concerns 

with the methodology, also described below, however it is possible that I have misunderstood what was 15 

done and improved description would give me a better understanding of the methodology and address 

some of my concerns. There is a need for minor improvements to the English throughout, but this would 

be addressed with copy-editing and I don’t believe it has contributed to any difficulty in my understanding 

of the methodology or results. 

Author’s response: Following the reviewer’s suggestions, we have tried to improve descriptions. 20 

We also have addressed more explanations for the concerns with the methodology. Specific responses 

to the reviewer’s comments and revisions are shown below. 
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Specific Comments:  

1. Self-sensitivity (page 4, line 6 and section 2.2) - it is not completely clear to me what sensitivity is used 

in this paper. On page 4, line 8 ‘the relative impact of each CO2 observation for the optimized surface 

carbon flux can be calculated ... and used as a strategy for selecting potential sites of CO2 mole fraction 

observations’, however on page 8, line 8 ‘contribution of the observation vector (yo) to the analysis at 5 

the observation space (ya)’. From the description in the paper, I understand ya to be the model equivalent 

of the CO2 mole fraction in air, also described as the predicted observation in Liu et al (2009) that the 

authors refer to. These are two different quantities (i.e. sensitivity of fluxes or sensitivity of surface mole 

fraction). Which was used in this study? I can see value in considering the sensitivity of the optimised flux 

(or perhaps the scale factor in this study) to each observation, but I am not as clear on the value of the 10 

sensitivity of the predicted observation. Of course they are related, but not the same. I am also not clear 

about how time affects the sensitivities. For example, some information comes from distant sites but with 

a lag. When is the analysis sensitivity calculated -before lagged information has had a chance to improve 

an analysis estimate? If so, that would downweight information from other gridcells that arrive after a 

lag. Thus I have concerns about the methodology, but I admit that it is not clear to me exactly what was 15 

done. 

Author’s response: The self-sensitivity is calculated in the observation sites. As denoted in Eq. (11), 

the self-sensitivity is the gradient of the analysis at the observation space (𝒚𝒚a) to the observation 

vector (𝒚𝒚o). Here, 𝒚𝒚a represents the projection of analysis state vector  𝒙𝒙a on the observation space 

or model analysis equivalent to observations at observation locations. The model analysis 𝒙𝒙a (i.e., 20 

optimized surface CO2 flux) is on the model grid point, whereas the model analysis equivalent to 

observations 𝒚𝒚a (i.e., model analysis equivalent CO2 mole fraction) is on the observation locations 

(i.e., observation space). As the reviewer denoted, they are not the exactly same although they are 

closely related as in Eqs. (11), (12), and (13). The self-sensitivity represents the contribution of 

observations to the model analysis in grid point as well as that in observation locations. Liu et al. 25 

(2009) deals with the sensitivity in numerical weather prediction (NWP) problem, thus it considers 

predicted observation. However, in this study, the analysis equivalent observation is used because the 
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prediction is not much considered in CO2 data assimilation. Although the self-sensitivity is 

qualitatively related with both the model analysis in grid point as well as that in observation locations, 

the quantity used in this study is the sensitivity of “model analysis equivalent CO2 mole fraction at 

observation space” to “observed CO2 mole fractions”. Thus, we have revised the text on page 4, line 

8 as follows.  5 

“Similar to the numerical weather prediction (NWP), the relative impact of each CO2 mole fraction 

observation for the model analysis equivalent CO2 mole fraction induced by the optimized surface 

CO2 flux can be calculated (Kim et al., 2014a, 2017) and used as a strategy for selecting potential 

sites of CO2 mole fraction observations.” 

Since the analysis (i.e., optimized surface CO2 flux) in this study is calculated considering the time 10 

lag, the effect of time lag is already included in the sensitivity calculation. As mentioned in Kim et 

al. (2014a), CarbonTracker adopts a smoother window to reflect the transport speed of CO2, which is 

based on the temporal relationship between the surface CO2 flux and atmospheric CO2 observations, 

as found in Bruhwiler et al. (2005) (Peters et al., 2005). For this reason, the scaling factor is optimized 

for 5 weeks of lag, which implies that the observations made in the most recent week affect the 15 

optimized surface CO2 flux in the preceding 4 weeks. The optimization of the scaling factor during 

the data assimilation process is presented in Fig. 1 in Kim et al. (2014a) as shown below. In each 

assimilation cycle, 5 weeks of analysis scaling factors are estimated by observations from the most 

recent week. After the fifth cycle, the scaling factor estimated by these 5 weeks of observations is 

saved as the optimized scaling factor and used to calculate the optimized (i.e., analysis) surface CO2 20 

flux. 

The self-sensitivity is calculated using the analysis produced by the process above. Thus, the analysis 

surface CO2 flux already considers the time lag associated with the distant information. Whether the 

5 weeks of lag is enough to consider the distant information is fully studied in Peters et al. (2007) and 

Kim et al. (2018b).  25 
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Figure 1. Schematic diagram of the assimilation process employed in CarbonTracker. In each analysis 

cycle, observations made within one week are used to update the state vectors with a five-week lag. 

The dashed line indicates how the simple dynamic model uses analysis state vectors from the previous 

one and two weeks to produce a new background state vector for the current analysis time. The TM5 5 

model is used as the observation operator to calculate the model CO2 concentration for each 

corresponding observation location and time. (Kim et al. 2014a, ACP) 

 

2. Simulated hypothetical observations (section 2.3) - there are no details or references given about the 

EXTASI experiment - are the EXTASI fluxes based on the same flux modules as used in this study but with 10 

different scale factors? Therefore, are there differences in the spatial distribution of fluxes within the 

ecoregions that are used to generate the simulated hypothetical observations compared to the flux 

modules, as there would be between modelled fluxes and real world fluxes in an inversion of real 
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observations? This is perhaps most relevant for the two regions that each account for close to 20% of the 

domain. If the distribution is the same, that’s probably ok, but it should be mentioned, as model error in 

the spatial distribution within each region is not considered. 

Author’s response: In EXTASI experiment, the surface CO2 fluxes are optimized by the inverse 

modeling using the real observation data (i.e., observed CO2 mole fractions). Thus, EXTASI 5 

produced optimized surface CO2 flux (from the inverse modeling using real CO2 mole fraction 

observations). In contrast, SF1 experiment produced another estimated surface CO2 flux (by setting 

scaling factor as 1). Thus, as the reviewer mentioned, EXTASI and SF1 are based on the same prior 

flux modules with different scale factors. The EXTASI produces fluxes that is closer to real fluxes 

(although the real fluxes are not exactly known), compared to SF1. 10 

Using the above two CO2 fluxes, two model CO2 mole fractions were generated and averaged to have 

the hypothetical true CO2 mole fraction observations. We made hypothetical true CO2 mole fractions 

this way because we liked to produce hypothetical “true data” close to real data but not the same. If 

the model CO2 mole fractions produced by EXTASI are used as “true data”, then they may be similar 

to the real observed CO2 mole fractions, but they are constrained much by the real observation 15 

network. This configuration causes that, when we choose observation sites using several strategies, 

the experiment using the current observation network (i.e., CNTL in this study) has more benefits 

compared to other network designs. To be fairly compared the results from several network 

configurations, we have made hypothetical true CO2 fractions that are somewhat similar to the real 

feature but still hypothetical.  20 

Following the reviewer’s suggestion, we have clarified and added details of the EXTASI experiment 

as follows. The revised parts are underlined.  

“In this paper, simulated hypothetical observations were created and used to design the observation 

network. Simulated hypothetical observations with similar values and seasonal variations compared 

to real CO2 observations were generated by averaging model CO2 mole fractions from the experiment 25 

conducted with real NOAA observation data (EXTASI) and model CO2 mole fractions from the 
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experiment with a fixed scaling factor of 1 (SF1). Both EXTASI and SF1 experiments were done for 

the year of 2008. In EXTASI experiment, the real CO2 mole fraction data were used to update the 

scaling factors in Eq. (1) to estimate the surface CO2 fluxes. In contrast, in SF1 experiment, the scaling 

factors were fixed as 1. 

Figure 2 shows the station-averaged time series of CO2 mole fractions from real observations (OBS), 5 

EXTASI, SF1, and an average (i.e., simulated hypothetical observations: TRUE, hereafter) of 

EXTASI and SF1.” 

 

3. Average of random redistribution (page 11, line 1) - My understanding from the text is that REDIST is 

created by averaging the fluxes from three random redistribution experiments of 7 sites. Firstly, is this 10 

correct? And if it is, I am concerned that this may lead to a better solution than you would expect from 

just 7 sites, as 7x3=21 sites were actually used to generate the average. Errors in the individual results 

may cancel in the average. The statistics of the average may not reflect the statistics of individual 

experiments, and therefore it would be an unfair comparison. The ADD case is also an average of three 

experiments, so would potentially have the same issue. Perhaps it would be a fairer comparison to instead 15 

calculate the PC, BIAS, RMSD and UR statistics for the individual experiments then average these 

statistics? 

Author’s response: As the reviewer mentioned, we did three random redistribution experiments and 

averaged the results. In each experiment, 7 sites were used and statistics (i.e., PC, BIAS, and RMSD) 

were calculated. This experiment was done three times independently. In each experiment, 7 sites 20 

were selected randomly. We calculated average statistics for three experiments rather than statistics 

for individual experiment since the statistics of individual experiment can be easily skewed by 

specific configuration or selection of sites by only one experiment. To avoid the sampling error that 

can possibly be caused by only one sampling, we did three experiments with different configurations 

to get more general results. This experimental configuration is used in previous observation network 25 

studies as Yang et al. (2014). Thus, we have revised the text as follows. The added parts are underlined. 
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“Figures 3b, c, and d show the distribution of three observation networks, in which the seven 

observation sites in Asia are randomly redistributed. To obtain general results without sampling error, 

each random redistribution experiment was performed three times with different sets of randomly 

distributed observation sites, as denoted in previous observation network studies (e.g., Yang et al. 

2014). The average of three random redistribution experiments was denoted as REDIST, to check the 5 

impact of the reallocation of the existing observation network.”  

 

4. What affects the self-sensitivity of an individual gridcell in the ALL case? In Fig 6, most of the gridcells 

with high self-sensitivity are near the boundaries of the regions used for this calculation. Presumably this 

is because they contain some information not available from neighboring gridcells in the ALL case. But 10 

for gridcells with many neighbors that contain similar information to each other, the information from 

any one of those gridcells may not be needed when all of the others are available, as in the ALL case. But 

that does not mean that at least some of these gridcells that rank low in the ALL case are unimportant in 

a case with a much lower number of observing sites. The authors point out on page 17, line 18 that self-

sensitivity is generally inversely proportional to the number of assimilated observations in an ecoregion, 15 

and that makes sense, but within a region, does the self-sensitivity pick out some sites that will give most 

value in a network with few sites, or just those with most sensitivity in a case with many sites (ALL)? In 

network design studies that use optimisation, the value of observation sites is determined for a network 

that is closer to the expected size of the potential network. I am not yet convinced of the value of 

determining the worth of any single site from the self-sensitivity in the ALL case when many more sites 20 

than would be practical are included. This is my greatest concern about the methodology, and I believe 

this would need to be addressed for the paper to be published. Of course, exactly what the self-sensitivity 

is (sensitivity of fluxes or surface mole fraction) is also important here (see above comment). 

Author’s response: As mentioned in page 17, four influential regions with high sensitivities are 

located in western Siberia, the southern part of the Tibetan Plateau, and southeastern and northeastern 25 

Asia. Except the western Siberia, the other regions do not coincide much with the boundaries of the 

model domain. As defined, the self-sensitivity represents how CO2 mole fraction observations affect 
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the model analysis equivalent CO2 mole fraction observations at observation sites. Since the model 

grid points at 2° intervals are the observation sites in ALL experiment, if the self-sensitivity value at 

some grid point is large, then the observation at that grid point will affect highly the model analysis 

equivalent of CO2 mole fraction observations. All grid points in ALL experiment are in same 

condition: 1) the observation sites at every 2° intervals on the land are used, 2) at every sites, only 5 

one simulated CO2 mole fraction values around afternoon (i.e., 13 local standard time (LST)) are 

assimilated per day for one year), and 3) the self-sensitivities at every sites are calculated and 

averaged as shown in Fig. 6. Thus, the self-sensitivity based on these same conditions can be a 

measure to determine which observation sites should be used for assimilation to have a large effect 

on the model analysis equivalent at observation sites.  10 

In Page 17 line 18, we mention that the self-sensitivity is generally inversely proportional to the 

number of assimilated observations, as shown in Kim et al. (2014a, 2017). This inversely proportional 

relationship is for observation numbers and self-sensitivity at one site, not for many observation sites 

case vs few or no observation sites case.  

The genetic algorithm (GA) method which considers many sets of observation networks and finds 15 

out the network with minimum error with much computations, can be considered as the forward 

approach. In contrast, the method in this study uses the backward approach that can calculate the 

contribution of observations to the analysis equivalent mole fractions with much smaller computation. 

Using the self-sensitivity, we can select the potential observation site one by one. Practically, 

redistributing all observation sites at once is not easy or is even impossible. Adding or redistributing 20 

some sites given existing observation sites may be a more practical way to design the observation 

network. Once we have self-sensitivity value, we can use the value to determine the observation sites 

that would affect much on the analysis results. Using the self-sensitivity to determine the potential 

sites, we did forward calculation to verify whether the sites by the strategy are good or not.  

The definition of the self-sensitivity is already explained in detail in the response to the specific 25 

comment 1 above.  
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Minor points: 

5. Page 1, line 10 - "Inverse modeling .... derives estimated CO2 mole fractions in the air from calculated 

surface carbon fluxes using model and observed CO2 mole fraction data" - No, forward modelling derives 

CO2 mole fractions in the air from surface fluxes. Inverse modeling derives surface fluxes from CO2 mole 

fractions in the air. 5 

Author’s response: We have revised the confusing description of the inverse modeling as follows. 

The revised parts are underlined.  

“Continuous efforts have been made to monitor atmospheric CO2 mole fractions as it is one of the 

most influential greenhouse gases in Earth’s atmosphere. The atmospheric CO2 mole fractions are 

mostly determined by CO2 exchanges at the Earth’s surface (i.e., surface CO2 flux). Inverse modeling, 10 

which is a method to estimate the CO2 exchanges at the Earth’s surface, derives surface CO2 fluxes 

using model and observed atmospheric CO2 mole fraction data.” 

 

6. Page 2, line 7 - "Inverse modeling .... uses observation data and transport models to estimate the 

sources and sinks of surface carbon flux and associated atmospheric CO2 mole fractions" - better than 15 

the previous description, but doesn’t specify what observation data are used (should be CO2 mole 

fractions in air). The associated modelled atmospheric CO2 mole fractions can be estimated from the 

inferred fluxes (or perhaps during the inversion), but I don’t consider that part of the inverse calculation. 

Author’s response: We have revised the text as follows. The revised parts are underlined.  

“Inverse modeling, one of the methods to complete this mission, uses observed atmospheric CO2 20 

mole fraction data and transport models to estimate the sources and sinks of surface CO2 flux (Enting, 

2002; Gurney et al., 2002).” 

 

7. Page 3, line 14 - Add ‘alone’ after ‘data’ i.e. Assimilating XCO2 data alone ... 
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Author’s response: We have added the text following the reviewer’s suggestion.  

 

8. Page 3, line 22 and many other locations - OSSEs (with an ‘s’ at the end) is often used for the plural 

of OSSE. I.e. We conducted one OSSE, and they conducted many OSSEs. 

Author’s response: As many other references (e.g., Wang et al. 2018), we have used “OSSEs” for 5 

the plural of “OSSE”. Considering the reviewer’s suggestion, in the last paragraph of Section 1, we 

have replaced “OSSEs” by “many OSSEs” as follows. 

“In this study, many OSSEs were conducted using CarbonTracker (CT) to~” 

 

9. Page 4, line 12 - "which does not seem feasible in the near future" - what is meant here? Is the 43 site 10 

network not feasible? Or the 233 site network (is this not like the ALL case considered here, to see what 

would be possible with observations everywhere)? Or are the authors referring to the computation of the 

network design calculation for many sites? 

Author’s response: We meant that many 14CO2 sites may not be feasible in the near future in Asia. 

But we found that the original meaning does not fit in the paragraph well. Thus, we have revised the 15 

text as follows.  

“Although Wang et al. (2018) showed the potential impact of adding observation sites on the existing 
14CO2 sites in Europe using OSSEs, the potential 14CO2 observation sites were not chosen based on 

specific selection strategies.” 

 20 

10. Page 4, line 24 - I would add at the end of the sentence ‘, as an alternative to optimisation that has 

been used in previous studies’ to make it clear that optimisation is not used in this study. Alternatively 

(or perhaps in addition), point out clearly elsewhere in the introduction that optimisation of the network 
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is not part of this study, as that point was initially not clear to me. (At page 4, line 3, problems with IO 

and GA are discussed, but that doesn’t mean another optimisation method wasn’t going to be used). 

Author’s response: In my knowledge, the IO and GA are methods to select observation sites for 

observation network design until now. We could not find other methods used for determining surface 

CO2 observation network. The IO and GA are strategies selecting observation sites to minimize the 5 

error in their own framework. The IO and GA are called as the optimization method, but one of them 

has lower error than another in specific cases (Nickless et al. 2015).  

Instead of using the term “optimization”, we proposed a selection strategy based on influence matrix. 

If the observation network is designed in the region without observation sites, then the IO and GA 

methods would be useful. When adding observation sites over the region with existing observation 10 

sites, redistributing all observation sites at once may not be easy or may be even impossible. Adding 

or redistributing some sites given existing observation sites may be a more practical way to design 

the observation network. 

Considering the reviewer's suggestion, we have revised the text as follows. The added parts are 

underlined.  15 

“In the case of addition experiments, random addition and addition based on influence matrix (self-

sensitivity) as well as ecoregion information of the model were considered as strategies, as 

alternatives to IO and GA that have been used in previous studies.” 

“Due to time and computing restraints, the IO and GA methods seem ineffective or unfeasible for 

designing the observation network on continental scales like Asia. In addition, determining and 20 

redistributing all observation sites at once using the IO and GA methods may not be practical for most 

regions with existing observation sites. Adding or redistributing some sites given existing observation 

sites may be a more practical way to design the observation network.” 

We have already mentioned that our purpose is to identify "a better” in situ observation network for 

optimizing surface CO2 flux estimation in Asia. The text is shown in page 4, line 20, as follows.  25 
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“In this study, many OSSEs were conducted using CarbonTracker (CT) to identify a better in-situ 

observation network for the purpose of optimizing surface CO2 flux estimation in Asia.” 

 

11. Page 5, section 2.1 - There are many details of the inversion that are not clear: Does the inversion 

run globally with a focus on Asia, or just run over Asia as a regional inversion (i.e. are fluxes outside the 5 

Asian domain estimated)? How many ecoregions are used in this study? (Is 156 regions a global number 

or for Asia? What are the 240 ecoregions? There are 40 lines in Table 3, is that the number for Asia? 

Could say ‘We estimate x scale factors for y times’.) Is it possible to include a map of the ecoregions for 

Asia? How contiguous are the ecoregions? 

Author’s response: The inversion run is done globally with a focus on Asia using a nesting domain 10 

over Asia. The ecoregions used is 156 regions globally, 40 in the verification region (black dashed 

box in Fig. 1). As mentioned in the manuscript, 240 is the number of total ecoregions of the earth 

including ocean and unused vegetation types. The number of effective ecoregions globally is 156, 

and the 40 is the number of ecoregions in the verification region. The 40 ecoregions include mostly 

ecoregions of Asia and a very small portion of ecoregions of Europe. Since the portion of ecoregions 15 

(i.e., ecoregion indices of 191, 193, 194, 197, 201 in Table 3) of Europe is approximately 0.5% of the 

verification region, including ecoregions of Europe does not affect much on the verification results. 

To clarify, we have included Transcom region as well as Land ecosystem type in Table 3. In addition, 

we have revised the text as follows. The added parts are underlined. We also have included the map 

of ecoregions for Asia in Fig. 1b. 20 

“This means that the optimization of the scaling factors that were assigned to the ecoregions of the 

earth is crucial for the estimation of simulated surface CO2 fluxes. The ecoregions are defined as the 

mix of the modified 19 vegetation types from Olson et al. (1992) and 11 Transcom regions (Gurney 

et al., 2002) on land, with 30 ocean regions. As all 19 vegetation types are not used for the 11 

Transcom regions, the number of effective ecoregions of the earth is 156 (Peters et al., 2010).” 25 
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“The horizontal resolution of TM5 is 3° x 2° globally and the nested horizontal grid is 1° x 1° over 

Asia, with verification region inside of the nested domain over Asia (Fig. 1). The number of 

ecoregions of the verification region is 40, in which 36 are the Asian ecoregions and 4 are the 

ecoregions of Europe. Since the proportion of the 4 European ecoregions is approximately 0.5% of 

the verification region (Table 3), the verification region was considered to be located over Asia. A 5 

two-way nested grid was used to optimize surface CO2 fluxes in Asia. The model run including both 

forward and inversion runs was done globally with nesting over Asia and verification was done over 

the verification region located in Asia.” 

 

12. Page 5, line 9 - I would mention up front that the fluxes from the flux modules are scaled, and not 10 

wait until line 19. e.g. at line 9 ‘The estimated surface CO2 fluxes are mainly calculated by scaling fluxes 

from the flux modules composed ...’ 

Author’s response: We have revised the text as the reviewer suggested. 

 

13. Page 5, line 28 - the sentence that begins ‘In addition, also ....’ is not clear. It does not say what the 15 

model counterparts are. I would replace that sentence with something like ‘From this spatiotemporal 

CO2 distribution, the model equivalents of atmospheric CO2 at the times and locations of the observation 

data can be calculated, and these are used in the data assimilation process.’ 

Author’s response: To clarify, we have revised the text considering the reviewer’s suggestion. 

“In addition, from this spatiotemporal CO2 distribution, the model atmospheric CO2 concentrations 20 

at the times and locations of the observation data are calculated, and these are used for the data 

assimilation process.” 
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14. Page 7, line 17 - I would say ‘A statistical method’ rather than ‘The statistical method’, otherwise a 

reader would wonder which method is ’the’ method. I would replace ‘feasible’ with ‘meaningful’. 

Author’s response: We have revised the paragraph including the text as follows. We kept “feasible” 

since what we meant is “possible”. The revised parts are underlined. 

“In the EnSRF, the covariance localization method is necessary to reduce the impact of the sampling 5 

error due to the limited size of the ensemble and to avoid filter divergence due to the underestimation 

of the background error covariance (Houtekamer and Mitchell, 2001). Because calculating the 

physical distance between scaling factors is not feasible, instead of the covariance localization method, 

a statistical method is applied in this study.” 

 10 

15. Page 8, line 8 - define ya (e.g. = Hxa) and give some information about what it is (e.g. model 

equivalent of observations, or predicted observation). 

Author’s response: We have revised the text as follows. The added parts are underlined.  

“The analysis of the state vector and the influence matrix (𝐒𝐒o) that shows the contribution of the 

observation vector (𝒚𝒚o) to the analysis at the observation space (𝒚𝒚a) (i.e., the projection of analysis 15 

state vector  𝒙𝒙a on the observation space or model analysis equivalent to observations at observation 

locations) can be defined as:” 

 

16. Page 8, line 12 - replace ’size of observation’ with either ‘size of the observation vector, n’ or ‘number 

of observations, n’. Is that the number of observations at only one time or all times? 20 

Author’s response: The original text was wrong. The dimension of 𝐈𝐈𝑛𝑛 corresponds to the dimension 

of the analysis state vector xa . Thus, we have revised the text as follows. The revised parts are 

underlined.  



15 
 

“where, 𝐈𝐈𝑛𝑛 is the identity matrix with the size of n-dimensional analysis state vector.” 

 

17. Page 8, line 25 - do you (and should you) assume no correlations between observation errors? It 

seems to me that the errors in your simulated data would be correlated, and also likely in the real world. 

Author’s response: The observation errors in data assimilation are usually assumed to have no 5 

correlations. Although the observation errors in real world would be correlated, this no correlation 

assumption is very common and may be only way in this ensemble sensitivity study and data 

assimilation. Using this assumption, 𝐑𝐑−1 in Eq. (12) can be simplified as 1
σ𝑗𝑗2

 in Eq. (14). Please note 

Liu et al. (2009).  

 10 

18. Page 9, line 6 - please give more explanation of what So is, e.g. ‘In our case, this would be the 

contribution of a CO2 observation to the inferred CO2 at that model gridcell/time’ - is that the correct 

explanation? 

Author’s response: We have revised the paragraph including the line as follows. The revised parts 

are underlined. 15 

“According to Liu et al. (2009) and Kim et al. (2014a), 𝐒𝐒o represents the sensitivity of the analysis 

state vector 𝒚𝒚a to the observation state vector 𝒚𝒚o in the observation space (i.e., location). 𝐒𝐒o has a 

value between 0 and 1, which shows the contribution of a CO2 observation to the analyzed CO2 at the 

observation site. If  𝐒𝐒o is close to 0, the analysis is mainly derived from the background. In contrast, 

the influence of observation data to the analysis increases as  𝐒𝐒o goes to 1. The self-sensitivity was 20 

used as a criterion for selecting the observation locations in designing the observation network.” 

 

19. Page 10, line 2 - please explain ‘On the basis of the nautical time zone’. Also explain ‘13 LST’. 
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Author’s response: The text means the 13 local standard time (LST) (i.e., afternoon in local standard 

time) at each time zone. To clarify, we have revised the text as follows. The revised parts are 

underlined.  

“The simulated values around afternoon (i.e., 13 local standard time (LST)) in the mid-latitudes in 

the northern hemisphere are averaged and utilized as TRUE data.” 5 

 

20. Page 10, line 9 - ‘Model-data mismatch (MDM) was set to 3’ - what does the setting of 3 mean? Is it 

a setting within Carbontracker, in which case it should be explained. 

Author’s response: MDM corresponds to the observation error covariance in data assimilation. The 

observation error for CO2 mole fraction observations at continuous surface observation sites is set to 10 

3 ppm in CarbonTracker. The number 3 ppm for continuous surface observation sites is usually used 

in other inversion modeling system, either. To clarify, we have added text (underlined) as follows.  

“Model-data-mismatch (MDM) (i.e., observation error) for CO2 observation was set to 3 ppm, 

consistent with the previous setting of 3 ppm for continuous observation site types (Peters et al., 2007; 

Kim et al., 2014b, 2017).” 15 

 

21. Page 11, line 25 - add ‘for observation j’ to ‘The normalized self-sensitivity for observation j is 

defined...’ 

Author’s response: For consistency, we have revised the text as follows. 

“The normalized self-sensitivity for 𝑗𝑗th observation ~” 20 

 

22. Page 12, section 2.4 - define n for equations 16-18. 
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Author’s response: “n” is the total number of model grid-point in the verification domain shown in 

Fig. 1. Thus, we have revised the text as follows. The added parts are underlined.  

“where 𝐸𝐸𝐸𝐸𝐸𝐸𝑖𝑖 and 𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑖𝑖 are the surface CO2 fluxes at the 𝑖𝑖th model grid-point of an experiment and 

TRUE, respectively, and n is the total number of model grid-point in the verification domain shown 

in Fig. 1.” 5 

 

23. Page 15, line 10 - ‘the three experiments show increasing trends’ - be careful that this in not 

misinterpreted as a trend with time. I assume you mean that for RMSD in the summer, CTRL>ADD>ALL? 

Please clarify what is meant here. 

Author’s response: We have revised the text as follows. The revised parts are underlined. 10 

“In terms of the RMSD, the three experiments show larger values in the summer compared to other 

seasons (Fig. 5c)” 

 

24. Page 16, line 9 - what does ‘enabled in the CT2013B framework’ mean? There may be a better way 

to express this. 15 

Author’s response: We have revised the text as follows. The revised parts are underlined. 

“In particular, the ALL experiment, which added many observation sites under the given modeling 

framework, shows a high level of reproducibility of TRUE.” 

 

25. Page 16, line 16 - ‘showing the impact of each observation site for the model simulation results’ - 20 

could you be more specific here about what quantity the impact of the observation sites is calculated for. 
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Author’s response: As denoted in Section 2.2, the self-sensitivity is the sensitivity of inverse model 

results with respect to the observations assimilated in EnKF data assimilation system in 

CarbonTracker. For each observation at each observation site, the self-sensitivity is calculated. For 

each observation site, all self-sensitivities are added up to have self-sensitivity at that site. To clarify, 

we have revised the text as follows. The revised parts are underlined.  5 

“Since the self-sensitivity is the metric showing the impact of observations at each observation site 

for the model simulation results, as stated in Sect. 2.2, ~” 

 

26. Page 17, line 13 and Table 3 - could the ecoregions be described in terms of vegetation types rather 

than just as a number which may not mean anything to the reader? 10 

Author’s response: We have included ecosystem types in text and tables (Tables 3, 4, and 5). We 

also have added Transcom region information in Tables 3, 4, and 5.  

 

27. Page 18, line 8-9 - These sentences are difficult to follow, consider rephrasing without the ‘this is in 

contrast’ beginning to each new sentence. 15 

Author’s response: We have revised the text as follows. The revised parts are underlined.  

“Nevertheless, the ECOSS experiment that considered both self-sensitivity and ecoregion 

information maintains lower RMSD than the ADD experiment over the experimental period. 

Additionally, except in the period from April to late-August, the RMSD of SS is lower than that of 

ADD, which differs from ADD that is mainly better than CNTL in summer, as shown in Fig. 5. Thus, 20 

compared to ADD and CNTL, the SS (ECOSS) experiment demonstrates improvement in the other 

seasons except summer (over the experimental period).” 
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28. Page 19, line 5 - ‘because they were derived from an uneven distribution of observation sites’ - do 

you mean an uneven number of sites for each ecoregion? 

Author’s response: We have revised the text as the reviewer indicated.  

 

29. Page 19, line 13 - add ‘each’ after ‘one observation site’ 5 

Author’s response: We have added the word following the reviewer’s suggestion. 

 

30. Page 20, line 5 - I don’t think ’and this is in contrast’ is the appropriate wording here. 

Author’s response: We have revised the text as follows. The revised parts are underlined.  

“The NSS, NECOSS1, and NECOSS2 experiments show lower RMSDs compared to the ADD 10 

experiment (Fig. 8c). The RMSD of NSS is lower than that of ADD for most of the time, which is 

different from SS that showed a degradation in summer and little improvement in other seasons 

compared to ADD in Fig. 7c.” 

 

31. Page 21, line 18 - replace ‘below 50oN’ with ‘north of 50oN’ 15 

Author’s response: We have changed “below 50° N” with “south of 50° N” since “south” is what 

we meant. 

 

32. Page 21, line 20 - replace ‘slight increases in UR’ with ‘slightly more UR’ 

Author’s response: We have revised the text following the reviewer’s suggestion. 20 
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33. Page 21, line 21 - add ‘than REDIST’ after ‘including China and India’. 

Author’s response: We have added the text following the reviewer’s suggestion. 

 

34. Table 6 - Bias in Fig 7 looks like it is lower for ADD than SS and ECOSS – is this consistent with the 

numbers in Table 6? Is the signed biased averaged, or the magnitude? 5 

Author’s response: As shown in Eq. (17), the BIAS is calculated as the average of summed 

differences between experiment results and truth. Thus, the differences have signs, and those signed 

values at model grid points are summed and averaged. 

The BIAS values of ADD show many positive and negative values and they are cancelled out when 

summed over model grid points. In contrast, the BIAS values of SS and ECOSS experiments show 10 

dominant specific signs. In this case, the BIAS values are not cancelled out and show large values 

with a certain sign (positive or negative). In Fig. 7, the SS shows large positive BIAS on June 7. In 

this case, the SS shows positive BIAS on most of the grid points, thus they are added up to have large 

positive BIAS. In contrast, the ADD shows relatively small BIAS, but the BIAS values of ADD on 

that day on the grid points are not small in magnitude with different signs, thus they are cancelled out 15 

when summed. 

In contrast, the RMSD considers the magnitude of BIAS as in Eq. (18). Thus, in terms of the 

magnitude of the error, we have to look at the RMSD instead of the BIAS. Although some BIAS 

values of SS and ECOSS show large magnitude on specific days, the average values of BIAS and 

RMSD of SS and ECOSS are smaller than that of ADD.   20 

Therefore, the BIAS in Fig. 7 and Table 6 are consistent.  

  

35. Figs 3m and 6 - the gap in observing sites in Figs 3m and 6 over the Himalayas is presumably due to 

elevation and therefore practicality of an observing site? Is this worth mentioning? 
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Author’s response: We have omitted locations that are 2000 m above the mean sea level considering 

the maintenance of the observing sites. We have added the reason for the gap in observing sites over 

the Tibetan Plateau as follows. The added parts are underlined.  

“In addition, the observation networks that have observation sites at every 2° intervals on the land 

(Fig. 3m, ALL experiment) are suggested as the reference to examine the maximum possible impact 5 

of additional observation sites. In ALL experiment, the observation locations that are located 2000 m 

above the mean sea level over the Tibetan Plateau are not included due to difficult accessibility and 

maintenance as practical observing sites.” 
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ACP-2019-241 (Editor – Rachel Law) 

Response to Reviewer 2 

 

The authors thank the reviewer 2 for a thoughtful review of the manuscript. The responses for the 

reviewer’s specific comments are as follows. 5 

 

General Comment: 

This paper describes an impact of observation network against carbon cycle estimation by using 

CarbonTracker (CT). An important aspect is that the authors showed realistic solution this means that 

we have the potential to realize this observation network in the future. This viewpoint is very important, 10 

and I think it is necessary to advance research in this field in the future. I’d like to comment from a 

different perspective than Reviewer 1. I think authors need to do some additional experiments to take 

advantage of the excellent features of this paper. One important issue is that the authors show that root 

mean square error increases in many experiments in summer, but the reason is not well specified. Authors 

should consider this reason and suggest ways to reduce large summer uncertainty, if possible, without 15 

using ALL observations. The other issue is that authors should use observation sites registered in NOAA 

ObsPack but not assimilated in CT. This is because these stations are in operation and can be a 

precondition to be considered when considering future network expansion. The last issue is that this paper 

focuses on only ground observation network. Although it is considered unrealistic to use all observation 

points (ALL), the OSSE should be implemented in consideration of the observable area of satellite which 20 

can supply much more observation area than ground observation network even if the observation 

accuracy is inferior, if the authors want to evaluate the construction of a more realistic carbon cycle 

observation network.  

Author’s response: We have added discussions for large summer uncertainties. The specific 

discussions can be found in the responses to the specific comments 3 and 5 below.  25 



24 
 

We have added the Section 3.6 that considers many observation sites registered in NOAA ObsPack. 

The results based on the observation sites registered in NOAA ObsPack are very similar to those 

based on 7 observation sites used for CT2013B. 

The purpose of this study is introducing the selection strategy (i.e., self-sensitivity and ecoregion 

information) for potential observation sites. Thus, we have examined these strategies using the ground 5 

observation sites. For the satellite observations, the self-sensitivity for the satellite observations are 

not well known yet. We have to know characteristics, spatial, and temporal distributions of self-

sensitivities for satellite observations and how the self-sensitivities of satellite observations are 

different from those of the ground observations. Thus, the observation network design using both the 

ground observations and satellite observations will be studied in the future after the self-sensitivities 10 

for satellite observations are fully studied. In Section 4, we have added texts (underlined) considering 

this issue as follows.  

“Although the simulation results showed an improvement in performance, the results also suggested 

that adding 10 extra observation sites in Asia may not be sufficient to fully optimize surface CO2 

fluxes, and more observation sites are required. Reliable observation data from some satellite sensors 15 

could supplement the model simulations on the basis of continuous surface observation sites. As the 

quality of satellite observation data increases, the observation network design for both surface and 

satellite observation data using the strategies (i.e., normalized self-sensitivity and ecoregion 

information) of this study will be investigated in the future.” 

 20 

Specific Comments:  

1. Page 3, line 20: As we can expect an increase in satellite observation data and quality improvement in 

the future, so it is necessary to consider the mixed use of ground observation data and satellite 

observation data. 
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Author’s response: The purpose of this study is showing the validity of the selection strategy (i.e., 

self-sensitivity and ecoregion information) for potential observation sites. Thus, we have examined 

these strategies using the ground observation sites. For the satellite observations, the self-sensitivity 

for the satellite observations are not well known yet. We have to know characteristics, spatial, and 

temporal distributions of self-sensitivities for satellite observations and how the self-sensitivities of 5 

satellite observations are different from those of the ground observations. Thus, the observation 

network design using both the ground observations and satellite observations will be studied in the 

future after the self-sensitivities for satellite observations are fully studied. In Section 4, we have 

added texts (underlined) considering this issue as follows.  

“Although the simulation results showed an improvement in performance, the results also suggested 10 

that adding 10 extra observation sites in Asia may not be sufficient to fully optimize surface CO2 

fluxes, and more observation sites are required. Reliable observation data from some satellite sensors 

could supplement the model simulations on the basis of continuous surface observation sites. As the 

quality of satellite observation data increases, the observation network design for both surface and 

satellite observation data using the strategies (i.e., normalized self-sensitivity and ecoregion 15 

information) of this study will be investigated in the future.” 

 

2. Page 3, line 25: The authors should refer Patra et al., 2003 as this paper showed global CO2 

observation network design. 

Author’s response: We have referred Patra et al. 2003 as follows. The added text is underlined.  20 

“Observation system simulation experiments (OSSEs), using simulated observation data, provide an 

opportunity to evaluate the impact of observation data from the current and potential observation sites 

on the performance of the modeling system (Patra et al., 2003; Yang et al., 2014; Byrne et al., 2017; 

Wang et al., 2018).” 

 25 
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3. Page 9, Line 14 -15: The difference between hypothetical observations (TRUE) and real observation 

(OBS) is large in the summer, and this seems to be a cause of the increase in summer RMSD in each 

subsequent experiment. In order to analyze the cause of the increase in summer RMSD, another 

observation data that is close to actual observation should be used additionally. 

Author’s response: As the reviewer mentioned, the difference between hypothetical observations 5 

(TRUE) and real observations (OBS) is large in the summer, which causes the increase in summer 

RMSD in OSSE experiments.  

We made hypothetical TRUE CO2 mole fraction data different from OBS because we liked to produce 

hypothetical true data close to real data but not the same. The estimated model CO2 mole fractions 

may represent or similar to the real observed CO2 mole fractions, but they are constrained much by 10 

the real observation network. Thus, when we choose observation sites using several strategies, the 

experiment using the current observation network (i.e., CNTL in this study) has more benefits 

compared to other network designs. To be fairly compared the results from several network 

configurations, we have made hypothetical true CO2 fraction data that is somewhat similar to the real 

feature but still hypothetical.  15 

The large RMSD in summer is caused by the sensitivity of CO2 flux estimated by inversions using 

different set of observations. In Fig. 6 of Kim et al. (2017) below, it is shown that the largest difference 

in surface CO2 flux between the two experiments (i.e., inversion experiments with and without 

Siberian JR station observations) occurs in June and July, which represent the active season of the 

terrestrial ecosystem with a large surface CO2 flux uncertainty. This feature is also shown in Fig. 6 20 

of Kim et al. (2018b) below. The optimized biosphere fluxes that are weekly cumulated for EB 

(Eurasian Boreal), ET (Eurasian Temperate), and TA (Tropical Asia) averaged over 2007-2009 show 

that the differences between experiments become greater from the summer, which implies that the 

absorption of vegetation in summer has a large impact on the results of each experiment. 

Thus, we have revised 2nd paragraph of Section 2.3 and associated texts of Section 3.1 as follows. 25 

The added parts are underlined.  
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“Figure 2 shows the station-averaged time series of CO2 mole fractions from real observations (OBS), 

EXTASI, SF1, and an average (i.e., simulated hypothetical observations: TRUE, hereafter) of 

EXTASI and SF1. The time series of EXTASI is the closest to that of OBS, whereas that of SF1 with 

a static scaling factor (i.e., 1) differs from OBS, particularly in summer. Kim et al. (2017, 2018b) 

have shown that the largest difference in surface CO2 flux estimation between experiments with 5 

different settings appears in summer, which is associated with more sensitive response of inversion 

results to the inversion model configurations for the active season of the terrestrial ecosystem.” 

“Regarding the BIAS, the three experiments have common variations that increase and decrease 

around zero, and have high amplitudes in summer compared to other seasons (Fig. 4b), which is 

associated with large uncertainties in the CO2 mole fraction observations in summer shown in Fig. 2. 10 

In particular, CNTL_MOD (CNTL) shows the maximum positive BIAS of 23.74 (16.43) in early 

June. In contrast, the BIAS of REDIST is approximately 10.28 at the same time and maintains its 

value closest to zero among the three experiments. Considering the impact of BIAS on steady 

simulations of the model, the time series of BIAS also supports that the observation network of 

REDIST can perform more reliably in optimizing surface CO2 fluxes in Asia compared to that of 15 

CNTL. 

The RMSDs of all three experiments increase much in summer (Fig. 4c), which may be caused by 

large uncertainties in the CO2 mole fraction observations in summer shown in Fig. 2.” 
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Figure 6. The monthly prior (green) and optimized biosphere fluxes averaged from 2002 to 2009 of 

the CNTL (blue) and JR (red) experiments with their uncertainties over the (a) Eurasian boreal, (b) 

Eurasian temperate, (c) North American boreal, (d) North American temperate, and (e) Europe. (Kim 

et al. 2017, ACP) 5 
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Figure 6. Weekly cumulative flux in: (a) EB, (b) ET, (c) TA region averaged over 2007-2009. (d), 

(e), and (f) are the magnifications of (a), (b), and (c) in the latter part of year, respectively. Note that 

EB, ET, and TA region use different scales in y-axis. (Kim et al. 2018b, APJAS) 

 5 

4. Page 11, Line 24: In addition to the ALL observation network, XCO2 observations of already operated 

satellites (ex. GOSAT, OCO-2) should be discussed as well as the expansion of the ground observation 

network. 

Author’s response: The purpose of this study is showing the validity of the selection strategy (i.e., 

self-sensitivity and ecoregion information) for potential observation sites. Thus, we have examined 10 

these strategies using the ground observation sites. For the satellite observations, the self-sensitivity 

for the satellite observations are not well known yet. We have to know characteristics, spatial, and 

temporal distributions of self-sensitivities for satellite observations and how the self-sensitivities of 

satellite observations are different from those of the ground observations. Thus, the observation 

network design using both the ground observations and satellite observations will be studied in the 15 

future after the self-sensitivities for satellite observations are fully studied. In Section 4, we have 

added texts (underlined) considering this issue as follows.  
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“Although the simulation results showed an improvement in performance, the results also suggested 

that adding 10 extra observation sites in Asia may not be sufficient to fully optimize surface CO2 

fluxes, and more observation sites are required. Reliable observation data from some satellite sensors 

could supplement the model simulations on the basis of continuous surface observation sites. As the 

quality of satellite observation data increases, the observation network design for both surface and 5 

satellite observation data using the strategies (i.e., normalized self-sensitivity and ecoregion 

information) of this study will be investigated in the future.” 

 

5. Page 13, Line 16-17: Authors should clarify why RMSD grows in summer. Additional experiments 

using another hypothetical observation data closer to actual observation data may help. Other possible 10 

factors are meteorological conditions and rectifier effects. 

Author’s response: As the reviewer mentioned, the difference between hypothetical observations 

(TRUE) and real observations (OBS) is large in the summer, which causes the increase in summer 

RMSD in OSSE experiments.  

We made hypothetical TRUE CO2 mole fraction data different from OBS because we liked to produce 15 

hypothetical true data close to real data but not the same. The estimated model CO2 mole fractions 

may represent or similar to the real observed CO2 mole fractions, but they are constrained much by 

the real observation network. Thus, when we choose observation sites using several strategies, the 

experiment using the current observation network (i.e., CNTL in this study) has more benefits 

compared to other network designs. To be fairly compared the results from several network 20 

configurations, we have made hypothetical true CO2 fraction data that is somewhat similar to the real 

feature but still hypothetical.  

The large RMSD in summer is caused by the sensitivity of CO2 flux estimated by inversions using 

different set of observations. In Fig. 6 of Kim et al. (2017) below, it is shown that the largest difference 

in surface CO2 flux between the two experiments (i.e., inversion experiments with and without 25 

Siberian JR station observations) occurs in June and July, which represent the active season of the 
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terrestrial ecosystem with a large surface CO2 flux uncertainty. This feature is also shown in Fig. 6 

of Kim et al. (2018b) below. The optimized biosphere fluxes that are weekly cumulated for EB 

(Eurasian Boreal), ET (Eurasian Temperate), and TA (Tropical Asia) averaged over 2007-2009 show 

that the differences between experiments become greater from the summer, which implies that the 

absorption of vegetation in summer has a large impact on the results of each experiment. 5 

Thus, we have revised 2nd paragraph of Section 2.3 and associated texts of Section 3.1 as follows. 

The added parts are underlined.  

“Figure 2 shows the station-averaged time series of CO2 mole fractions from real observations (OBS), 

EXTASI, SF1, and an average (i.e., simulated hypothetical observations: TRUE, hereafter) of 

EXTASI and SF1. The time series of EXTASI is the closest to that of OBS, whereas that of SF1 with 10 

a static scaling factor (i.e., 1) differs from OBS, particularly in summer. Kim et al. (2017, 2018b) 

have shown that the largest difference in surface CO2 flux estimation between experiments with 

different settings appears in summer, which is associated with more sensitive response of inversion 

results to the inversion model configurations for the active season of the terrestrial ecosystem.” 

“Regarding the BIAS, the three experiments have common variations that increase and decrease 15 

around zero, and have high amplitudes in summer compared to other seasons (Fig. 4b), which is 

associated with large uncertainties in the CO2 mole fraction observations in summer shown in Fig. 2. 

In particular, CNTL_MOD (CNTL) shows the maximum positive BIAS of 23.74 (16.43) in early 

June. In contrast, the BIAS of REDIST is approximately 10.28 at the same time and maintains its 

value closest to zero among the three experiments. Considering the impact of BIAS on steady 20 

simulations of the model, the time series of BIAS also supports that the observation network of 

REDIST can perform more reliably in optimizing surface CO2 fluxes in Asia compared to that of 

CNTL. 

The RMSDs of all three experiments increase much in summer (Fig. 4c), which may be caused by 

large uncertainties in the CO2 mole fraction observations in summer shown in Fig. 2.” 25 
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Figure 6. The monthly prior (green) and optimized biosphere fluxes averaged from 2002 to 2009 of 

the CNTL (blue) and JR (red) experiments with their uncertainties over the (a) Eurasian boreal, (b) 

Eurasian temperate, (c) North American boreal, (d) North American temperate, and (e) Europe. (Kim 5 

et al. 2017, ACP) 
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Figure 6. Weekly cumulative flux in: (a) EB, (b) ET, (c) TA region averaged over 2007-2009. (d), 

(e), and (f) are the magnifications of (a), (b), and (c) in the latter part of year, respectively. Note that 

EB, ET, and TA region use different scales in y-axis. (Kim et al. 2018b, APJAS) 

 5 

6. Page 15, Section 3.2: As already mentioned, the authors should evaluate the observation sites that are 

included in ObsPack and not assimilated in CT, in the sense that they are most feasible. 

Author’s response: We have added the Section 3.6 that considers many observation sites registered 

in NOAA ObsPack. We also have added Figs. 11 and 12 in the Section 3.6. The results based on the 

observation sites registered in NOAA ObsPack are similar to those based on 7 observation sites used 10 

for CT2013B. 

 

7. Page 16, Section 3.3: As shown in general comments, authors should implement OSSE that assumes 

satellites in actual operation (data coverage, accuracy, etc.). 

Author’s response: The purpose of this study is showing the validity of the selection strategy (i.e., 15 

self-sensitivity and ecoregion information) for potential observation sites. Thus, we have examined 

these strategies using the ground observation sites. For the satellite observations, the self-sensitivity 
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for the satellite observations are not well known yet. We have to know characteristics, spatial, and 

temporal distributions of self-sensitivities for satellite observations and how the self-sensitivities of 

satellite observations are different from those of the ground observations. Thus, the observation 

network design using both the ground observations and satellite observations will be studied in the 

future after the self-sensitivities for satellite observations are fully studied. In Section 4, we have 5 

added texts (underlined) considering this issue as follows.  

“Although the simulation results showed an improvement in performance, the results also suggested 

that adding 10 extra observation sites in Asia may not be sufficient to fully optimize surface CO2 

fluxes, and more observation sites are required. Reliable observation data from some satellite sensors 

could supplement the model simulations on the basis of continuous surface observation sites. As the 10 

quality of satellite observation data increases, the observation network design for both surface and 

satellite observation data using the strategies (i.e., normalized self-sensitivity and ecoregion 

information) of this study will be investigated in the future.” 

 

8. Page 18, Line 1-2: Authors should consider and show the reason (There are other similar examples). 15 

Author’s response: The SS strategy determines the potential observation sites based on SS values. 

The SS values can be concentrated in relatively small area, or in certain ecoregions. This 

concentration of large SS values can cause few observation sites in other ecoregions since we have a 

limited number of observation sites as an addition constraint. Thus, the SS strategy can cause a larger 

bias in certain period. To clarify, we have revised the text as follows. The added and revised parts are 20 

underlined.  

“However, the BIAS of SS shows a sudden increase in early June, with a maximum positive BIAS of 

21.79 (Fig. 7b), which is associated with concentrated sites by large SS values in certain ecoregions 

that cause not enough DA in other ecoregions. Although the BIAS of ECOSS is generally closer to 0 

than that of ADD, except in July, ECOSS shows the maximum negative BIAS of -15.78 in late July. 25 

These tendencies suggest that the DA method that optimizes parameters such as the scaling factor 
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used in CT2013B may occasionally have trouble in optimizing surface CO2 fluxes when using limited 

observation sites for a larger area.” 

 

9. Page 20, Section 3.5: Authors should show summer RMSD of surface CO2 fluxes and discuss their 

features. 5 

Author’s response: Following the reviewer’s suggestion, we investigated the summer (from June to 

August) RMSD of surface CO2 fluxes (Fig_rev2). Although the magnitude of the summer RMSD is 

stronger than that of all year (Fig. 9 in the manuscript), the characteristics of the spatial distributions 

for all year and for three months in summer are very similar. Since the summer RMSD governs the 

RMSD of all year, they are similar. Thus, we have not included the Figure for summer RMSD in the 10 

revised manuscript. Instead, we have included the text below at the end of the first paragraph of 

Section 3.5. 

“The spatial RMSD distribution during the summer from June to August (not shown) is also similar 

to that for whole year shown in Fig. 9.” 
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Figure_rev2. The spatial distribution of the average of weekly RMSD of surface CO2 fluxes (gC m-2 yr-1) 
from June to August for a) the CNTL, b) the REDIST, c) the ADD, d) the SS, e) the ECOSS, f) the NSS, 
g) the NECOSS1, h) the NECOSS2, and i) the ALL experiments. 

 5 

10. Table 3-6: Since Ecoregion Index is difficult to understand intuitively, authors should include the 

region number and vegetation type. 

Author’s response: Following the reviewer’s suggestion, we have added Transcom region and 

ecosystem type information in Tables 3, 4, and 5. 

 10 

11. Figure 1: The authors should specify Transcom region boundaries in Asia. If the vegetation type can 

be illustrated, it is still preferable. 
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Author’s response: Following the reviewer’s suggestion, we have included the map of Transcom 

regions and ecoregions for Asia in Fig. 1b. We also have added Transcom region information in 

Tables 3, 4, and 5.  
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Abstract. Continuous efforts have been made to monitor atmospheric CO2 mole fractions as it is one of 

the most influential greenhouse gases in Earth’s atmosphere. The atmospheric CO2 mole fractions are 10 

mostly determined by CO2 exchanges at the Earth’s surface (i.e., surface CO2 flux). Inverse modeling, 

which is aone of the methods to estimate the CO2 exchanges at the Earth’s surfacecarry out such 

monitoring, derives estimated CO2 mole fractions in the air from calculated surface CO2 carbon fluxes 

using model and observed atmospheric CO2 mole fraction data. Although observation data is crucial for 

successful modeling, comparatively fewer in-situ observation sites are located in Asia compared to 15 

Europe or North America. Based on the importance of the terrestrial ecosystem of Asia for global carbon 

exchanges, more observation stations and an effective observation network design are required. In this 

paper, several observation network experiments were conducted to optimize the surface CO2carbon flux 

of Asia using CarbonTracker and observation system simulation experiments (OSSEs). The impacts of 

the redistribution of and additions to the existing observation network of Asia were evaluated using 20 

hypothetical in-situ observation sites. In the case of the addition experiments, 10 observation stations, 

which is a practical number for real implementation, were added through three strategies: random addition, 

the influence matrix (i.e., self-sensitivity), and ecoregion information within the model. The simulated 

surface CO2carbon flux in Asia in summer can be improved by redistributing the existing observation 

network. The addition experiments revealed that considering both the distribution of normalized self-25 

sensitivity and ecoregion information can yield better simulated surface CO2carbon fluxes compared to 

random addition, regardless of the season. This study provides a diagnosis of the existing observation 

network and useful information for future observation network design in Asia to estimate the surface 

mailto:khm@yonsei.ac.kr
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CO2carbon flux, and also suggests the use of an influence matrix for designing CO2carbon observation 

networks. Unlike other previous observation network studies with many numerical experiments for 

optimization, comparatively fewer experiments were required in this study. Thus, the methodology used 

in this study may be used for designing observation networks for monitoring greenhouse gases at both 

continental and global scales.  5 

1. Introduction 

CO2 is one of the most influential greenhouse gases in Earth’s atmosphere (Lacis et al., 2010). Thus, 

monitoring CO2 is very important to understand and constrain CO2 in the atmosphere. To monitor 

atmospheric CO2 precisely, continuous efforts are necessary. Inverse modeling, one of the methods to 

complete this mission, uses observed atmospheric CO2 mole fraction observation data and transport 10 

models to estimate the sources and sinks of surface CO2carbon flux and associated atmospheric CO2 mole 

fractions (Enting, 2002; Gurney et al., 2002). Bayesian synthesis (Enting, 2002), four dimensional 

variational data assimilation methods (4DVar; Chevallier et al., 2009a, 2009b, 2010; Kou et al., 2017), 

and Ensemble Kalman Filter (EnKF; Peters et al., 2005, 2007, 2010; Feng et al., 2009, 2016; Kang et al., 

2011, 2012; Peylin et al., 2013; Kim et al., 2014a, 2014b, 2017, 2018a, 2018b) have been implemented 15 

and utilized to conduct inverse modeling. By comparing 13 inverse modeling systems, Peylin et al. (2013) 

showed that simulation results were similar to each other for regions with many observations, but 

dissimilar for regions with sparse observation coverage (e.g. the tropics and southern hemisphere). 

The terrestrial system in the northern hemisphere is crucial for global carbon exchanges, and Asia 

covers the largest area in the northern hemisphere (Hayes et al., 2011; Le Quéré et al., 2018). Asia also 20 

includes the Siberian region, which represents one of the significant areas for sources and sinks of 

atmospheric CO2 (Schulze et al., 1999; Houghton et al., 2007; Tamocai et al., 2009; Kurganova et al., 

2010; Schepaschenko et al., 2011;, Siewert et al., 2015). Thus, the precise estimation of the surface 

CO2carbon flux in Asia is highly necessary and required to fully understand global carbon exchanges. 

However, comparatively fewer in-situ observation sites are located in Asia compared to Europe and North 25 

America. Although the Center for Global Environmental Research (CGER) of the National Institute for 

Environmental Studies (NIES) in Japan, collaborating with the Russian Academy of Science (RAS), has 
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built nine tower observation sites (Japan-Russia Siberian Tall Tower Inland Observation Network, JR-

STATION) in Asia, and several studies have been conducted using continuously observed atmospheric 

CO2 and CH4 mole fractions since 2002 (Saeki et al., 2013; Sasakawa et al., 2010, 2013;  Kim et al., 

2017), the towers of the JR-STATION are mainly located in the Siberian region. In addition, eight stations 

of the JR-STATION are located in western Siberian. These JR-STATION sites, therefore, do not seem to 5 

be well-suited for optimizing the surface CO2carbon flux for the entire Asia region, and in-situ 

observation sites in Asia are still fewer compared to those in Europe or North America, even when the JR 

STATION sites are considered.  

In the meantime, the satellite-retrieved dry-air column-average mole fraction of CO2 (XCO2) could 

be used to supplement observations in the sparse observation regions, including Asia (Chevallier et al., 10 

2009a, 2009b, 2010; Maksyutov et al., 2013; Reuter et al., 2014; Feng et al., 2016). However, by 

comparing CO2 mole fractions observed in four World Meteorological Organization (WMO) Global 

Atmosphere Watch (GAW) stations in China to satellite-retrieved products from the Greenhouse Gases 

Observing Satellite (GOSAT), Cheng et al. (2018) reported that satellite-retrieved CO2 mole fractions 

showed similar seasonal variations to those of in-situ observations but the magnitudes retrieved from the 15 

satellite were comparatively lower than those of in-situ observations. Assimilating XCO2 data alone is 

therefore generally less effective than assimilating in-situ observations (Chevallier et al., 2009a; Fischer 

et al., 2017). In contrast, Maksyutov et al. (2013) noted that uncertainties in surface CO2 flux estimations 

in sparse in-situ observation regions could be reduced when in-situ observations and GOSAT observation 

data were used simultaneously. In particular, Fischer et al. (2017) showed that uncertainties in surface 20 

CO2 flux estimation could be further decreased, even for the regions with in-situ observation sites, when 

in-situ observations and satellite-retrieved observations are used together. Thus, in-situ observation 

networks need to be well established to better utilize non in-situ observations like XCO2.  

Observation system simulation experiments (OSSEs), using simulated observation data, provide an 

opportunity to evaluate the impact of observation data from the current and potential observation sites on 25 

the performance of the modeling system (Patra et al., 2003; Yang et al., 2014; Byrne et al., 2017; Wang 

et al., 2018; Wu et al., 2018). Thus, OSSE can be used to evaluate the performance of current observation 

networks and to design future observation networks. Although several studies have been conducted to 
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achieve this aim, most observation network design studies were restricted to comparatively smaller 

national scales such as Australia, California in the USA, and South Africa (Ziehn et al. 2014, 2016; Lucas 

et al., 2015; Nickless et al., 2015). As potential observation sites are few in these studies due to the 

relatively small study area, these studies suggest an optimized network derived from a myriad of 

calculations using the incremental optimization (IO) and the genetic algorithm (GA). Due to time and 5 

computing restraints, the IO and GA methods seem ineffective or unfeasible for designing the observation 

network on continental scales like Asia. In addition, determining and redistributing all observation sites 

at once using the IO and GA methods may not be practical for most regions with existing observation 

sites. Adding or redistributing some sites given existing observation sites may be a more practical way to 

design the observation network. 10 

The influence matrix (i.e., analysis sensitivity or self-sensitivity) denotes the sensitivity of the analysis 

to the observations (Cardinali et al., 2004; Liu et al., 2009; Kim et al. 2014a; Kim et al. 2017). Similar to 

the numerical weather prediction (NWP), the relative impact of each CO2 mole fraction observation for 

the model analysis equivalent CO2 mole fraction induced by the optimized surface CO2carbon flux can 

be calculated (Kim et al., 2014a, 2017) and used as a strategy for selecting potential sites of CO2 mole 15 

fraction observations. The influence matrix would be a very efficient and intelligent strategy to select 

observation sites because the calculated impact of observation on the CO2 estimation is used to select 

observation sites. Although Wang et al. (2018) showed the potential impact of adding observation sites 

on the existing 14CO2 sites in Europe using OSSEs, they considered the potential 14CO2 a considerable 

number of observation sites were not chosen based on , which does not specific selection strategies. seem 20 

to be feasible in the near future. Moreover, studies on diagnosing the current CO2 mole fraction 

observation network and evaluating the impact of adding and redistributing in-situ CO2 mole fraction 

observation sites in Asia are few up to this time. Considering the importance of the Asia region for global 

carbon exchange, studies on the observation network design in Asia to accurately estimate the surface 

CO2carbon flux are highly necessary. Such observation network studies could also provide helpful 25 

information for researchers and administrators who design the future observation network under practical 

conditions.  
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In this study, many OSSEs were conducted using CarbonTracker (CT) to identify a better in-situ 

observation network for the purpose of optimizing surface CO2carbon flux estimation in Asia. Based on 

the hypothetical simulated observations, redistribution and addition experiments were performed to 

evaluate the performance of the existing observation network and the impact of additional observation 

sites, respectively. In the case of addition experiments, random addition and addition based on influence 5 

matrix (self-sensitivity) as well as ecoregion information of the model were considered as strategies, as 

alternatives to IO and GA that have been used in previous studies. Section 2 briefly introduces the CT, 

influence matrix, hypothetical observations, experimental framework, and verification methods. Section 

3 presents the results of the observation network design experiments, and Sect. 4 provides a summary and 

the conclusions of this study. 10 

2. Methodology 

2.1 CarbonTracker and data assimilation methods 

CT2013B, developed by the Earth System Research Laboratory (ESRL) at the National Oceanic and 

Atmospheric Administration (NOAA), was used for this study. CT2013B estimates the surface 

CO2carbon flux using inverse modeling and has been widely used to calculate surface CO2carbon fluxes 15 

in North America, Europe, and Asia (Peters et al., 2004, 2005, 2007, 2010; Kim et al., 2012, 2014a, 2014b, 

2017; Cheng et al., 2013; Kim et al., 2016, 2018a, 2018b).  

CT2013B consists of a priori flux modules, a transport model (TM5), observation data, and EnKF 

data assimilation. The estimated surface CO2 fluxes are mainly calculated by scaling fluxes from the flux 

modules composed of biosphere, ocean, fossil fuel, and fire fluxes. The optimized grid-point surface CO2 20 

fluxes within TM5 were derived as follows: 

 

𝐹𝐹(𝑥𝑥,𝑦𝑦, 𝑡𝑡) = λ𝑟𝑟 ∙ 𝐹𝐹bio(𝑥𝑥, 𝑦𝑦, 𝑡𝑡) + λ𝑟𝑟 ∙ 𝐹𝐹ocean(𝑥𝑥,𝑦𝑦, 𝑡𝑡) + 𝐹𝐹ff(𝑥𝑥,𝑦𝑦, 𝑡𝑡) + 𝐹𝐹fire(𝑥𝑥,𝑦𝑦, 𝑡𝑡)                                             (1) 

 

where 𝐹𝐹bio(𝑥𝑥, 𝑦𝑦, 𝑡𝑡) , 𝐹𝐹ocean(𝑥𝑥,𝑦𝑦, 𝑡𝑡) , 𝐹𝐹ff(𝑥𝑥, 𝑦𝑦, 𝑡𝑡) , and 𝐹𝐹fire(𝑥𝑥,𝑦𝑦, 𝑡𝑡)  denote a priori emissions of the 25 

biosphere, ocean, fossil fuel, and fires, respectively; λ𝑟𝑟 is the scaling factor with a 1-week resolution for 
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ecoregions; 𝑥𝑥, 𝑦𝑦, and 𝑡𝑡 denote the zonal direction, the meridional direction, and time, respectively.  λ𝑟𝑟 is 

used for optimization of the surface CO2 flux through interactions with a priori emissions of the biosphere 

and the ocean. Thus, EnKF data assimilation in CT2013B optimizes not surface CO2 fluxes but the scaling 

factor. This means that the optimization of the scaling factors that were assigned to the 240 ecoregions of 

the earth is crucial for the estimation of simulated surface CO2 fluxes. The ecoregions are defined as the 5 

mix of the modified 19 vegetation types from Olson et al. (1992) and 11 Transcom regions (Gurney et al., 

2002) on land, with 30 ocean regions. As all 19 vegetation types are not used for the 11 Transcom regions, 

the number of effective ecoregions of the earth is 156 (Peters et al., 2010).  

TM5 is an off-line transport model used to calculate the transport of CO2 (Krol et al., 2005), which 

utilizes the atmospheric fields of the ERA-interim reanalysis data of the European Centre for Medium-10 

Range Weather Forecasts (ECMWF). TM5 utilizes the estimated surface CO2 fluxes at each grid-point 

suggested in Eq. (1) to calculate the spatiotemporal distribution of the model atmospheric CO2. 

concentrations. In addition, from this spatiotemporal CO2 distribution, In addition, it also calculates the 

model atmospheric CO2 concentrations at the counterparts corresponding to the sametimes and lo 

locations and time  of the observation data are calculated, and these are which are used for the data 15 

assimilation process. The horizontal resolution of TM5 is 3° x 2° globally and the nested horizontal grid 

is 1° x 1° over Asia, with verification region inside of the nested domain over Asia (Fig. 1). The number 

of ecoregions of the verification region is 40, in which 36 are the Asian ecoregions and 4 are the 

ecoregions of Europe. Since the proportion of the 4 European ecoregions is approximately 0.5% of the 

verification region (Table 3), the verification region was considered to be located over Asia. A two-way 20 

nested grid was used to optimize surface CO2 fluxes in Asia. The model run including both forward and 

inversion runs was done globally with nesting over Asia and verification was done over the verification 

region located in Asia. A two-way nested grid was used in this study to optimize surface CO2 fluxes in 

Asia (Fig. 1). Table 1 summarizes the priori flux emissions used for the flux module and describes the 

TM5 setup. 25 

An Ensemble Square Root Kalman Filter (EnSRF), one of the EnKF data assimilation methods 

(Evensen, 1994; Whitaker and Hamill, 2002), was employed in this study to optimize the scaling factor. 
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EnSRF assimilates observation data one by one, and updates the analysis of ensemble mean and 

perturbations separately based on the following equations as: 

 

𝒙𝒙�𝑡𝑡a = 𝒙𝒙�𝑡𝑡b + 𝐊𝐊(𝒚𝒚o − 𝐇𝐇�𝒙𝒙�𝑡𝑡b�),                                                                                                                                                        (2) 

𝒙𝒙′𝑖𝑖
a = 𝒙𝒙′𝑖𝑖

b − 𝐤̃𝐤𝐇𝐇�𝒙𝒙′𝑖𝑖
b�,                                                                                                                                                            (3) 5 

 

where 𝒙𝒙a and 𝒙𝒙b describe the analysis and background value of the state vector (𝒙𝒙); 𝒙𝒙� and 𝒙𝒙′ are the 

ensemble mean and perturbation of the state vector; 𝒚𝒚o is the observation vector; and 𝐇𝐇 describes the 

observation operator that transforms the state vector from the model space to the observation space. TM5 

acts as the observation operator in CT2013B (Krol et al., 2005; Peters et al., 2005; Kim et al., 2016, 10 

2018a). 𝐊𝐊 and 𝐤̃𝐤 denote the Kalman gain matrix and the reduced Kalman gain calculated as: 

 

𝐊𝐊 = �𝐏𝐏tb𝐏𝐏b𝐇𝐇T��𝐇𝐇𝐏𝐏b𝐇𝐇T + 𝐑𝐑�
−1

,                                                                                                                                                     

(4) 

𝐤̃𝐤 = 𝐊𝐊 ⋅ 𝛼𝛼,                                                                                                                                                                                            (5) 15 

 

wWhere 𝐏𝐏𝑡𝑡b  𝐏𝐏bis is the background error covariance; 𝐑𝐑 is the observation error covariance for each 

observation; and 𝛼𝛼 is a scalar value that is multiplied to Kalman gain matrix at every calculation of the 

analysis, defined as: 

 20 

𝛼𝛼 = (1 + � 𝐑𝐑
𝐇𝐇𝐏𝐏𝑡𝑡b𝐇𝐇T𝐏𝐏b𝐇𝐇T+𝐑𝐑

)−1.                                                                                                                                                                    

(6) 

 

By calculating the ensemble mean and perturbation independently, the underestimation of the analysis 

error covariance could be prevented (Whitaker and Hamill, 2002; Kim et al., 2012). 𝐏𝐏b𝐇𝐇T  𝐏𝐏tb𝐇𝐇T and 25 

𝐇𝐇𝐏𝐏tb𝐇𝐇T𝐏𝐏b𝐇𝐇T can be calculated as: 
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𝐏𝐏𝐇𝐇T ≈ 1
𝑚𝑚−1

(𝒙𝒙′1,𝒙𝒙′2,⋯ ,𝒙𝒙′𝑚𝑚) ⋅ (𝐇𝐇𝒙𝒙′1,𝐇𝐇𝒙𝒙′2,⋯ ,𝐇𝐇𝒙𝒙′𝑚𝑚)T,                                                                                              (7) 

𝐇𝐇𝐏𝐏b𝐇𝐇T ≈ 1
𝑚𝑚−1

(𝐇𝐇𝒙𝒙′1,𝐇𝐇𝒙𝒙′2,⋯ ,𝐇𝐇𝒙𝒙′𝑚𝑚) ⋅ (𝐇𝐇𝑥𝑥′1,𝐇𝐇𝒙𝒙′2,⋯ ,𝐇𝐇𝒙𝒙′𝑚𝑚)T,                                                                            (8) 

 

where 𝑚𝑚 is the number of ensemble members.  5 

Unlike the approach of NWP, the time for CO2 dispersing around the atmosphere needs to be 

considered for CO2carbon data assimilation. Accordingly, a time lag is introduced in updating the scaling 

factor during the data assimilation process to consider the information for analysis time as well as for pre-

analysis time. A time lag of five weeks is employed in this study, consistent with previous studies (Peters 

et al., 2007, 2010, Kim et al., 2012, 2014a, 2014b, 2017). 10 

In the EnSRF, the covariance localization method is necessary to reduce the impact of the sampling 

error due to the limited size of the ensemble and to avoid filter divergence due to the underestimation of 

the background error covariance (Houtekamer and Mitchell, 2001). Because calculating the physical 

distance between scaling factors is not feasible, instead of the covariance localization method, aThe 

statistical method is applied in this study because calculating the physical distance between scaling factors 15 

is not feasible. In this method, a Student’s 𝑡𝑡 test is applied on the correlations between the ensemble of 

the model CO2 concentrations and the ensemble of the scaling factors, and the Kalman gain matrix is then 

made to be zero for the cases where it has an insignificant statistical 𝑡𝑡 value (i.e. 95 % significance level), 

to exclude those insignificant impacts (Peters et al., 2007). 

The optimized mean scaling factor after one analysis cycle is used as one of the prior mean scaling 20 

factors for the next analysis step as: 

 

λ𝑡𝑡
b = �λ𝑡𝑡−2

a+λ𝑡𝑡−1
a+1

3
�,                                                                                                                                                                        (9) 

 

where, λ𝑡𝑡
b  is a prior mean scaling factor for the current analysis step; and λ𝑡𝑡−2

a  and λ𝑡𝑡−1
a  denote 25 

posterior mean scaling factors of previous analysis cycles. The information of current analysis propagates 

to the next step using Eq. (9) (Peters et al., 2007). 



46 
 

 

2.2 Influence matrix 

The influence matrix of the EnKF system can be calculated as described in Liu et al. (2009) and Kim 

et al. (2014a). The analysis of the state vector and the influence matrix (𝐒𝐒o) that shows the contribution 

of the observation vector (𝒚𝒚o) to the analysis at the observation space (𝒚𝒚a) (i.e., the projection of analysis 5 

state vector  𝒙𝒙𝐚𝐚 on the observation space or model analysis equivalent to observations at observation 

locations) can be defined as:  

 

𝐱𝐱a = 𝐊𝐊𝐲𝐲o + (𝐈𝐈𝑛𝑛 − 𝐊𝐊𝐊𝐊)𝒙𝒙b,                                                                                                                                                             (10) 

𝐒𝐒o = ∂𝒚𝒚a

∂𝒚𝒚o
= 𝐊𝐊T𝐇𝐇T = 𝐑𝐑−1𝐇𝐇𝐏𝐏a𝐇𝐇T,                                                                                                                                             (11) 10 

 

where, 𝐈𝐈𝑛𝑛  is the identity matrix with corresponding to the size of n-dimensional analysis state 

vectorobservation. The influence matrix is proportional to the analysis error covariance and inversely 

proportional to the observation error covariance. Using Eq. (8), 𝐒𝐒o is expressed as: 

 15 

𝐒𝐒o = 𝐑𝐑−1𝐇𝐇𝐏𝐏a𝐇𝐇T = 1
𝑚𝑚−1

𝐑𝐑−1(𝐇𝐇𝐗𝐗a)(𝐇𝐇𝐗𝐗a)T,                                                                                                                       (12) 

 

where 𝐇𝐇𝐗𝐗a is the analysis of the ensemble perturbation at the observation space. The 𝑖𝑖th component of 

𝐇𝐇𝐗𝐗a  is defined as: 

 20 

𝐇𝐇𝐗𝐗𝑖𝑖a ≅ ℎ(𝒙𝒙𝑖𝑖a) − 1
𝑚𝑚
∑ ℎ(𝒙𝒙𝑖𝑖a)𝑚𝑚
𝑖𝑖=1 ,                                                                                                                                                (13) 

 

where 𝒙𝒙𝑖𝑖a is the 𝑖𝑖th member of the analysis ensemble; and ℎ(⋅) denotes the linearized or non-linearized 

observation operators. If there are no correlations between observation errors, the diagonal element of 

this influence matrix (i.e. self-sensitivity) is calculated as: 25 
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𝐒𝐒𝑗𝑗𝑗𝑗o = ∂𝒚𝒚𝑗𝑗a

∂𝒚𝒚𝑗𝑗o
= � 1

𝑚𝑚−1
� 1
σ𝑗𝑗2

∑ (𝐇𝐇𝐗𝐗𝑖𝑖a)𝑗𝑗𝑚𝑚
𝑖𝑖=1 ⋅ (𝐇𝐇𝐗𝐗𝑖𝑖a)𝑗𝑗 ,                                                                                                              (14) 

 

where 𝜎𝜎𝑗𝑗2 is the observation error variance for the 𝑗𝑗th observation.  

According to Liu et al. (2009) and Kim et al. (2014a), 𝐒𝐒o represents the sensitivity of the analysis 

state vector 𝒚𝒚a to the observation state vector 𝒚𝒚o in the observation space (i.e., location). 𝐒𝐒o has a value 5 

between 0 and 1, which shows the contribution of an CO2 observation to the analyzed CO2 at the 

observation sitesis. IIf  𝐒𝐒o is close to 0, the analysis is mainly derived from the background. In contrast, 

the influence of observation data to the analysis increases as  𝐒𝐒o goes to 1. The self-sensitivity was used 

as a criterion for selecting the observation locations in designing the observation network. 

 10 

2.3 Simulated hypothetical observation and experimental setup 

In this paper, simulated hypothetical observations were created and used to design the observation 

network. Simulated hypothetical observations with similar values and seasonal variations compared to 

real CO2 observations were generated by averagingcombining two model CO2 mole fractions from the 

experiment conducted with real NOAA observation data (EXTASI) and model CO2 mole fractions from 15 

the experiment with a fixed scaling factor of 1 (SF1). In EXTASI experiment, the real CO2 mole fraction 

data were used to update the scaling factors in Eq. (1) to estimate the surface CO2 fluxes. In contrast, in 

SF1 experiment, the scaling factors were fixed as 1. 

Figure 2 shows the station-averaged time series of CO2 mole fractions from real observations (OBS), 

EXTASI, SF1, and an average (i.e., simulated hypothetical observations: TRUE, hereafter) of EXTASI 20 

and SF1 (i.e., simulated hypothetical observations: TRUE, hereafter). The time series of EXTASI is the 

closest to that of OBS, whereas that of SF1 with a static scaling factor (i.e., 1) differs from OBS, 

particularly in summer. Kim et al. (2017, 2018) have shown that the largest difference in surface CO2 flux 

estimation between experiments with different settings appears in summer, which is associated with more 

sensitive response of inversion results to the inversion model configurations for the active season of the 25 

terrestrial ecosystem. The time series of TRUE is located between that of EXTASI and SF1, which implies 

that the difference between TRUE and OBS is smaller compared with that between SF1 and OBS. TRUE 
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is the simulated hypothetical observation that is similar to the EXTASI assimilating real NOAA 

observation data, but is not the same as the EXTASI. This setup prevents EXTASI from having an 

advantage in the observation network experiments. If TRUE is the same as EXTASI, then assimilating 

TRUE data at the observation locations used in EXTASI would render the observation network used in 

EXTASI the optimal network in terms of several verification measures used in this study.  5 

Each hypothetical observation site has one CO2 observation per day and exists within the limited Asia 

domain shown in Fig. 1. On the basis of the nautical time zone, tThe simulated values around afternoon 

(i.e., 13 local standard time (LST)LST) in the mid-latitudes in the northern hemisphere are averaged and 

utilized as TRUE data. The observation height of TRUE data at each site is set to 5 meters greater than 

the model elevation of the grid-point in order to use the observation operator for flask observation 10 

developed in NOAA. Moreover, each observation site is more than 1,000 km apart from other sites, 

located lower than 2,000 meters above sea level, and located on the land regions in the Transcom Region 

from Gurney et al. (2002). This configuration was made to consider real-world constraints to optimize 

the surface CO2carbon fluxes in Asia. Model-data-mismatch (MDM) (i.e., observation error) for CO2 

observation was set to 3 ppm, consistent with the previous setting of 3 ppm for continuous observation 15 

site types (Peters et al., 2007; Kim et al., 2014b, 2017). 

All simulation results were produced under identical conditions except for the observation locations 

and data. 150 ensemble members were used for data assimilation, and experiments were carried out from 

27 September 2007 to 4 January 2009. The first three months of the experiments were considered as the 

spin-up period, thus the analysis was conducted from 27 December 2007 to 4 January 2009.  20 

As the experimental results depend on the distribution of observation sites, appropriate choices of the 

observation network are important. Experiments are therefore configured to investigate the impact of 

redistributing observation sites of CT2013B (hereafter, existing observation sites or network) and that of 

adding extra observation sites to the existing observation network based on random, self-sensitivity, and 

ecoregion information. Figure 3 shows the hypothetical observation networks used in this study. Figure 25 

3a presents the distribution of seven observation sites in Asia from the observation network of CT2013B, 

which are mostly located between 30 °N and 45 °N. The experiment and simulation results using this 

observation network were denoted as CNTL. Since the CNTL could have disadvantages due to the use of 
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real observation information (i.e. the observation height of simulated sites are always above 5 meters from 

model topography, but this is not the case for CNTL), an additional experiment identical to CNTL, except 

that the observation heights were assigned above 5 meters from the model topography in the same way 

as for hypothetical observations, was also conducted and denoted as CNTL_MOD. Figures 3b, c, and d 

show the distribution of three observation networks, in which the seven observation sites in Asia are 5 

randomly redistributed. To obtain general results without sampling error, each random redistribution 

experiment was performed three times with different sets of randomly distributed observation sites, as 

denoted in previous observation network studies (e.g., Yang et al. 2014). The average of three random 

redistribution experiments was denoted as REDIST, to check the impact of the reallocation of the existing 

observation network.  10 

Figures 3e-m suggest the distributions of the observation networks to examine the impact of adding 

additional observation sites to the existing observation network. The 10 extra observation sites were added 

as this number seems realistically viable for the future, considering the cost of operating and maintaining 

CO2 observation sites. Specifically, Figures 3e-h show the distribution of three observation networks with 

additional 10 observation sites added randomly to the existing observation network. The average of these 15 

three experiments was denoted as ADD. The experiment adding 10 observation sites to the existing 

observation network based on self-sensitivity is denoted as the SS experiment (Fig. 3h). The experiment 

adding 10 observation sites to the existing observation network based on both self-sensitivity and 

ecoregion information is denoted as the ECOSS experiment (Fig. 3i). The ECOSS experiment was 

conducted as the scaling factor in CT2013B is updated based on ecoregion, thus only considering self-20 

sensitivity makes the added observation sites cluster in a specific ecoregion and causes disadvantages in 

optimizing the scaling factor. As the self-sensitivity is generally inversely proportional to the number of 

assimilated observations (Kim et al., 2014a; 2017), the self-sensitivity normalized by the number of 

assimilated observations is also considered and utilized. Figures 3j-l show the distributions of the 

observation network for three experiments that used the normalized self-sensitivity as the selection 25 

criterion for added observation sites. The NSS experiment (Fig. 3j) used only the normalized self-

sensitivity as the selection strategy. The observation sites of the NECOSS1 (Fig. 3k) and NECOSS2 (Fig. 

3l) experiments were added based on the normalized self-sensitivity and ecoregion information. The 
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NECOSS1 experiment allocated one or two observation sites per ecoregion, whereas NECOSS2 allocated 

one observation site per ecoregion. In addition, the observation networks that have observation sites at 

every 2° intervals on the land (Fig. 3m, ALL experiment) are suggested as the reference to examine the 

maximum possible impact of additional observation sites. In ALL experiment, the observation locations 

that are located 2000 m above the mean sea level over the Tibetan Plateau are not included due to difficult 5 

accessibility and maintenance as practical observing sites.  

The normalized self-sensitivity for 𝑗𝑗th observation is defined as: 

 

𝐍𝐍𝐒𝐒𝑗𝑗𝑗𝑗o = 𝑁𝑁𝑗𝑗
𝑁𝑁ALL

× 𝐒𝐒𝑗𝑗𝑗𝑗o,                                                                                                                                                                        (15) 

 10 

where 𝑁𝑁ALL denotes the total count of observation sites of the ALL experiment; and 𝑁𝑁𝑗𝑗 is the number of 

observation sites that have the same ecoregion as the 𝑗𝑗th observation site in the ALL experiment. Thus, 

normalized self-sensitivities were calculated by multiplying self-sensitivities by the ratio of the number 

of observation sites in a specific ecoregion to that in the ALL experiment. 

The effect of the redistribution of the existing observation network and adding additional observation 15 

sites on the existing observation network can be diagnosed through the experiments detailed above. The 

method of adding observation sites in the experiments using self-sensitivity and ecoregion information is 

described in more detail in Sect. 3. Table 2 describes the list of observation network experiments and their 

relevant information. 

 20 

2.4. Verification method 

The nested model domain over Asia and the verification area (-9.5 °S  –  66.5 °N, 60.5 °E – 149.5 °E) 

are shown in Fig. 1. The optimized surface CO2 flux in each experiment was verified against the 

hypothetical surface CO2 fluxes corresponding to TRUE. Weekly surface CO2 fluxes were analyzed to 

evaluate the performance of observation network experiments because the scaling factor has a weekly 25 

resolution. The Pearson product-moment correlation coefficient (Pattern Correlation; PC), the bias 

(BIAS), and the root mean square difference (RMSD) were compared and calculated as: 
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PC = ∑ (𝐸𝐸𝐸𝐸𝐸𝐸𝑖𝑖−𝐸𝐸𝐸𝐸𝐸𝐸������)(𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇−𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇��������)𝑛𝑛
𝑖𝑖=1

[�∑ (𝐸𝐸𝐸𝐸𝐸𝐸𝑖𝑖−𝐸𝐸𝐸𝐸𝐸𝐸������)𝑛𝑛
𝑖𝑖=1 �∑ (𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑖𝑖−𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇��������)𝑛𝑛

𝑖𝑖=1 ��]
 ,                                                                                                                       (16) 

𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵 = 1
𝑛𝑛
∑ (𝐸𝐸𝐸𝐸𝐸𝐸𝑖𝑖 − 𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑖𝑖)𝑛𝑛
𝑖𝑖=1 ,                                                                                                                                              (17) 

𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅 = �1
𝑛𝑛
∑ (𝐸𝐸𝐸𝐸𝐸𝐸𝑖𝑖 − 𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑖𝑖)2𝑛𝑛
𝑖𝑖=1 ,                                                                                                                                     (18) 

 5 

where 𝐸𝐸𝐸𝐸𝐸𝐸𝑖𝑖  and 𝑇𝑇𝑅𝑅𝑅𝑅𝑅𝑅𝑖𝑖  are the surface CO2 fluxes at the 𝑖𝑖th model grid-point of an experiment and 

TRUE, respectively, and n is the total number of model grid-point in the verification domain shown in 

Fig. 1.. 

To investigate the reduction of uncertainties for each experiment after data assimilation, uncertainty 

reduction (UR; Peters et al., 2005; Meirink et al., 2008; Chevallier et al., 2009b, Feng et al., 2009; Kim 10 

et al., 2014a, 2017, Kim et al., 2018b) was calculated as: 

 

UR = �1 − 𝜎𝜎EXP
𝜎𝜎CNTL

� × 100,                                                                                                                                                         (19) 

 

where 𝜎𝜎CNTL and 𝜎𝜎EXP denote 1σ standard deviations of the optimized scaling factor for the CNTL and 15 

an experiment. The UR was used to check the improvement of observation network experiments by 

comparing the posterior uncertainties of experiments with those of CNTL (i.e., the reference experiment). 

3. Results 

3.1. Effect of an observation network with observation sites redistributed randomly  

Figure 4 shows the time series of the three-week moving average of PC, BIAS, and RMSD for surface 20 

CO2 fluxes from the CNTL, CNTL_MOD, and REDIST experiments. Overall, REDIST is closer to TRUE 

compared to CNTL and CNTL_MOD. The PC of CNTL with the NOAA observation network decreases 

in mid-April and mid-July, as well as in late August compared to other months. In particular, the PC of 

CNTL fell to 0.919 in late August (Fig. 4a). This implies that, occasionally, the CNTL experiment may 
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not be effective in optimizing surface CO2 fluxes in Asia. The PC of CNTL_MOD is quite similar to that 

of CNTL, except for the much lesser drop in late July compared to CNTL. In contrast, REDIST maintains 

a higher PC at almost every time compared to CNTL and CNTL_MOD. Particularly in late August, the 

PC of REDIST is comparatively higher (i.e., 0.955) than those of CNTL and CNTL_MOD (approximately 

0.93). This implies that surface CO2 fluxes in Asia could be optimized more effectively when using the 5 

observation sites of the REDIST experiment. 

Regarding the BIAS, the three experiments have common variations that increase and decrease around 

zero, and have high amplitudes in summer compared to other seasons (Fig. 4b), which is associated with 

large uncertainties in the CO2 mole fraction observations in summer shown in Fig. 2. In particular, 

CNTL_MOD (CNTL) shows the maximum positive BIAS of 23.74 (16.43) in early June. In contrast, the 10 

BIAS of REDIST is approximately 10.28 at the same time and maintains its value closest to zero among 

the three experiments. Considering the impact of BIAS on steady simulations of the model, the time series 

of BIAS also supports that the observation network of REDIST can perform more reliably in optimizing 

surface CO2 fluxes in Asia compared to that of CNTL. 

The RMSDs of all three experiments increase much in summer (Fig. 4c), which may be caused by . 15 

large uncertainties in the CO2 mole fraction observations in summer shown in Fig. 2. The time series of 

RMSDs of CNTL and CNTL_MOD have similar variations except for a slight phase shift, whereas that 

of REDIST shows a comparatively smaller increase in the RMSD in the summer. Specifically, the 

maximum RMSD of CNTL is 200.61 in mid-July and that of CNTL_MOD is 192.19 early in July, but 

that of REDIST is 127.32 at the beginning of June. Thus, REDIST is better than CNTL in simulating 20 

surface CO2 fluxes in Asia in summer. 

REDIST clearly outperforms CNTL and CNTL_MOD in summer, and an overall improvement is also 

observed from the comparison of the three experiments. The PC increases and the magnitudes of BIAS 

and RMSD decrease in REDIST compared to CNTL and CNTL_MOD. This implies that merely 

redistributing current observation sites in Asia could have more benefits in optimizing surface CO2 fluxes. 25 

This result seems to be somewhat attributable to the fact that most observation sites in Asia in the NOAA 

observation network of CT2013B are located in mid-latitudes (~35–45 ° N). 
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Furthermore, CNTL and CNTL_MOD are not much different in simulating surface CO2 fluxes, which 

implies that the selection strategy of observation height in making hypothetical observations does not 

greatly affect the evaluation of the various observation networks. The real height information of the 

NOAA observation network in CNTL is therefore used for existing observation sites in Asia, and the 

observation height of additional hypothetical sites is set to 5 meters above the model topography in the 5 

experiments.  

 

3.2. Effect of an observation network with extra observation sites added randomly 

Figure 5 presents the time series of the three-week moving average of PC, BIAS, and RMSD for 

surface CO2 fluxes from the CNTL, ADD, and ALL experiments, which clearly show the effect of 10 

randomly added observation sites. The decreases in the PC in the middle of April and in late July and 

August in CNTL do not appear in ADD and ALL (Fig. 5a). In particular, ALL maintains PC close to 1 

during the experimental period. Although keeping the observation network as ALL is difficult in reality, 

this result demonstrates the impact of holding many observation sites in Asia. The minimum of the PC of 

ADD is 0.962, which is higher than that of CNTL (0.919), implying that adding extra observation sites in 15 

Asia could increase the stability in simulating surface CO2 fluxes.  

Compared to the BIAS of CNTL with high variability, the BIAS of ADD decreased by approximately 

50% compared to that of CNTL and the absolute value of the maximum BIAS in ADD is 7.45 (Fig. 5b). 

Although ADD shows slightly higher BIAS than CNTL during the first two months, the time series of 

BIAS in ADD remains close to zero during the simulation period. The BIAS of ALL is the closest to 0 20 

compared to those of CNTL and ADD throughout the experimental period. 

In terms of the RMSD, the three experiments show larger values increasing trends in the summer 

compared to other seasons (Fig. 5c), which is similar to the previous random redistribution experiments 

in Sect. 3.1. However, the RMSDs of ADD and ALL with more observation sites generally remain low 

during the simulation period. Specifically, compared to other seasons, the RMSD of CNTL in the summer 25 

increases by approximately three times and shows a four-fold increase in late July, rising to 200.61. 

Except in summer, the time series of RMSD of ADD is similar to or slightly lower than that of CNTL. In 
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summer, the maximum RMSD of ADD is reduced to 109.18, maintaining lower values during the summer 

and not showing any sudden increase. ALL has the minimum RMSD among the three experiments 

throughout the simulation period, and reaches a maximum of only 34.37 in early July. Since this number 

does not exceed the minimums of CNTL and ADD, the ALL experiment can be regarded as the best 

observation network. This suggests that an accurate and stable optimization of surface CO2 fluxes in Asia 5 

is possible if CO2 observation sites are sufficient. 

The result of the observation network experiments with randomly added extra observation sites (i.e., 

ADD) also implies that the seven observation sites in Asia described in CT2013B do not seem to be 

sufficient to fully optimize the surface CO2 fluxes in the region. Although the ADD experiment with 10 

randomly added extra observation sites shows an improvement in optimization, more observation sites 10 

are necessary for optimizing surface CO2 fluxes in Asia, considering the result of the ALL experiment. 

Moreover, the simulation result of the ADD experiment does not much outperform that of the REDIST 

experiment, although more observations were used. This implies that further consideration is required 

when adding observation sites to the existing observation network. Thus, rather than just adding 

observation sites randomly, selecting and adding more influential observation sites for Asia is crucial to 15 

construct an efficient surface CO2 observation network.  

 

3.3. Effect of an observation network with extra observation sites added using self-sensitivity and 
ecoregion information 

Considering the simulation results of Sect. 3.2, the addition of extra observation sites to the existing 20 

observation sites could improve the performance in simulating surface CO2 fluxes in Asia. In particular, 

the ALL experiment, which added many observation sites under the given modelingenabled in the 

CT2013B  framework, shows a high level of reproducibility of TRUE. However, adding more than 900 

observation sites in Asia does not seem to be possible in real situations. Moreover, the expected effect 

from the extra observation sites may not be effective if the additional observations are not influential. 25 

Thus, the efficient selection and supplementation of observation sites is inevitable considering these 

constraints under realistic conditions.  
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In this study, self-sensitivity information obtained from the ALL experiment and ecoregion 

information used in CT2013B were used as additional strategies for the purpose of adding possible 

efficient observation sites in Asia. Since the self-sensitivity is the metric showing the impact of 

observations at each observation site for the model simulation results, as stated in Sect. 2.2, it can be used 

as a strategy for selecting potential observation sites. In addition, the proportion of each ecoregion in the 5 

Asia domain can also be utilized as a strategy in choosing observation sites, as the calculation of surface 

CO2carbon fluxes is based on the scaling factor for each ecoregion in CT2013B, and the scaling factor 

updated in the data assimilation process has the possibility to be more affected by the observation sites 

located in the same ecoregion (CarbonTracker Documentation CT2013B Release, 2015). 

Figure 6 shows the spatial distribution of self-sensitivity from the ALL experiment. Although the self-10 

sensitivity of each observation site varies from the others, four influential regions with high sensitivities 

are located in western Siberia, the southern part of the Tibetan Plateau, and southeastern and northeastern 

Asia. The highest (lowest) self-sensitivity of the hypothetical observation sites is 4.02% (0.04%). Thus, 

the likelihood of using observations located in the aforementioned four regions increases when 

considering the self-sensitivity as the selection strategy. In contrast, the observation sites located in 15 

southwestern Asia and eastern Siberia are rarely chosen for the optimization due to the low value of self-

sensitivity. 

The self-sensitivity used for the SS and ECOSS experiments is the pure self-sensitivity without 

considering the number of assimilated observations. The 10 observation sites of the SS experiment were 

selected by employing self-sensitivity from the numerical order (highest first) and following the addition 20 

criteria (i.e., 1000 km distance between sites and observation height 5 meters above the model topography) 

used in Sect. 2.3. For the ECOSS experiment, the proportions of ecoregions in the Asia verification 

domain were calculated from the model grid-points. Following this, the observation sites were selected 

from the order of principal ecoregions with self-sensitivity information. Specifically, the land ecoregion 

information, omitting that of the oceans, was utilized for the selection criteria as the land in the northern 25 

hemisphere is crucial for the global carbon exchange. Table 3 displays the proportions of ecoregions in 

the Asia verification domain and the distribution of observation sites in SS and ECOSS. As the ecoregions 

with 115 (Conifer Forest, Eurasia Boreal) and 137 (Grass/Shrub, Eurasia Temperate) (Transcom 
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Region도 같이 표시하는 게 좋지 않을까 생각됩니다. 특히 Grass/Shrub의 경우 EB, ET, SA 모두 

존재하는 생태계입니다. 115 (Conifer Forest, Eurasia Boreal) and 137 (Grass/Shrub, Eurasia 

Temperate) ) indices constitute relatively large proportions of the ecoregions in Asia (Table 3), two 

observation sites were assigned for each of these two ecoregions. The other ecoregions have one 

observation site per ecoregion. When selecting the aforementioned two and one observation sites in the 5 

ecoregions, the observation sites with the highest self-sensitivities were selected. The observation sites of 

SS are mostly located in ecoregions that constitute lower proportions compared to those of ECOSS 

because the self-sensitivity is generally inversely proportional to the number of assimilated observations, 

as shown in Kim et al. (2014a, 2017). 

The time series of the three-week moving average of PC, BIAS, and RMSD of the simulated surface 10 

CO2 fluxes for the ADD, SS, and ECOSS experiments are shown in Fig. 7, which shows the impact of 

additional observation sites considering self-sensitivity information. The SS and ECOSS experiments 

show higher PC compared with ADD, except that the PC of SS is lower than that of ADD in late April 

and mid-August. In particular, the PC of ECOSS is superior to that of ADD throughout the experimental 

period and is more stable than that of SS. This result implies that the impact of extra observation sites 15 

added from self-sensitivity and ecoregion information is greater in optimizing surface CO2 fluxes in Asia 

than that of randomly added observation sites. 

However, the BIAS of SS shows a sudden increase in early Junely, with a maximum positive BIAS 

of 21.79 (Fig. 7b), which . is associated with concentrated sites by large SS values in certain ecoregions 

that cause not enough DA in other ecoregions. Although the BIAS of ECOSS is generally closer to 0 than 20 

that of ADD, except in July, ECOSS shows the maximum negative BIAS of -15.78 in late July. These 

tendencies suggest that the DA method that optimizes parameters such as the scaling factor used in 

CT2013B may occasionally have trouble in optimizing surface CO2 fluxes when using limited 

observation sites for a larger area. 

Nevertheless, the ECOSS experiment that considered both self-sensitivity and ecoregion information 25 

maintains lower RMSD than the ADD experiment over the experimental period. Additionally, except in 

the period from April to late-August, the RMSD of SS is lower than that of ADD, except in the period 

from April to late-Augustwhich differs from. This is in contrast to the ADD experiment, thatwhich is 
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mainly better than CNTL in summer, as shown in Fig. 5. Thus, compared in contrast to ADD and CNTL, 

the SS (ECOSSSS and ECOSS) experiments demonstrates improvement in the other seasons except 

summer (over the experimental period). 

The increased RMSD of SS during the spring-summer period compared to that of ADD seems to be 

related to the DA method used in CT2013B. As most observation sites added in SS are located in the 5 

ecoregions with relatively small proportions of the Asia domain (Table 3), they may have disadvantages 

in optimizing the scaling factor of major ecoregions. This is somewhat relevant to the distribution of 

observation sites in the ALL experiment, which has observation sites at 2° intervals, consequently leading 

to the uneven distribution of observation sites (i.e., major ecoregions with more observation sites and 

minor ecoregions with fewer observation sites) in Asia. As the self-sensitivity generally has an inverse 10 

relationship with the number of assimilated observations, the self-sensitivities of major ecoregions are 

typically lower than those of minor ecoregions, as shown in Table 4.  

The simulation results of SS and ECOSS confirm that influential observation sites for optimizing 

surface CO2 fluxes in Asia certainly exist, and the self-sensitivity information could be used for designing 

the observation network. The ECOSS experiment especially, which considers both ecoregion information 15 

and self-sensitivity, shows a better performance compared to the SS experiment, which suggests that 

considering characteristics of the specific model and data assimilation configurations can also contribute 

to the improvement in optimization. This further implies that an observation network based on the self-

sensitivity and ecoregion information could be better for optimizing surface CO2 fluxes in Asia than that 

based on randomly added observation sites, though the same number of observations are used. 20 

 

3.4. Effect of an observation network with extra observation sites added using normalized self-
sensitivity and ecoregion information 

As stated in Sect. 3.3, using the pure self-sensitivities acquired from the ALL experiment for 

observation network studies could be inappropriate in certain occasions because they were derived from 25 

an uneven number of sites for each ecoregiondistribution of observation sites. Thus, self-sensitivity could 

be normalized (Eq. (15)) and used for the selection of observation sites. Table 5 shows the information 

for observation sites in the NSS, NECOSS1, and NECOSS2 experiments that used the normalized self-
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sensitivities as the selection strategy. The observation sites of the NSS experiment are located only in the 

115 (Conifer Forest) and 137 (Grass/Shrub)and 137 ecoregions. This is because they have higher 

normalized sensitivities than other regions as they constitute large proportions of the ecoregions of Asia, 

as shown in Table 3. Additionally, the NECOSS1 and NECOSS2 experiments were conducted to examine 

the impact of additional observation sites depending on the choice of ecoregion. For the NECOSS1 5 

experiment, two observation sites were added to the 115 (Conifer Forest) and 137 (Grass/Shrub)and 137 

ecoregions and one observation site each was allocated to the other six ecoregions. In contrast, the 

NECOSS2 experiment allotted one observation site to each ecoregion. The observation sites in NECOSS1 

and NECOSS2 in the ecoregions were selected by the order of highest normalized sensitivities in each 

ecoregion. 10 

Figure 8 shows the time series of the three-week moving average of PC, BIAS, and RMSD of the 

simulated surface CO2 fluxes for the ADD, NSS, NECOSS1, and NECOSS2 experiments, which shows 

the impact of using normalized self-sensitivities for the selection of additional observation sites. For the 

PC, all the experiments using normalized self-sensitivities (i.e., NSS, NECOSS1, and NECOSS2) show 

higher PC than the ADD experiment for most of the time (Fig. 8a). In particular, the PC of NSS is always 15 

higher than the PC of SS that showed temporarily lower PC compared to ADD from late April to mid-

August. Furthermore, the NECOSS1 and NECOSS2 experiments that also considered ecoregion 

information perform better than the NSS experiment without ecoregion information.  

Regarding BIAS, the experiments using the normalized self-sensitivities show a strong negative BIAS 

in mid- and late July (Fig. 8b). Although such tendencies are similar to that of ECOSS shown in Fig. 7b, 20 

the maximum negative BIAS of NSS, NECOSS1, and NECOSS2 are -14.40, -12.23, and -11.45, 

respectively, which is comparatively smaller than that of ECOSS. Such an abrupt increase in BIAS could 

be associated with the sudden transition of surface CO2carbon sources and sinks during summer. 

The NSS, NECOSS1, and NECOSS2 experiments show lower RMSDs compared to the ADD 

experiment (Fig. 8c). The RMSD of NSS is lower than that of ADDSS for most of the time, which is 25 

different and this is in contrast tofrom  SS that showed a degradation in summer and little improvement 

in other seasons compared to ADD in Fig. 7c. Moreover, the NECOSS1 and NECOSS2 experiments that 

additionally considered the ecoregion information demonstrate a further reduction in RMSD, especially 
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in summer. The NECOSS1 and NECOSS2 experiments have a slightly lower RMSD than ECOSS that 

considered pure self-sensitivities and ecoregion information. The NECOSS1 and NECOSS2 experiments 

do not show significant differences due to minor differences in the choice of observation sites.  

The simulation results using the normalized self-sensitivities reconfirm that the self-sensitivity 

information could be used in designing the observation network. By considering the DA method of 5 

CT2013B that optimizes scaling factors assigned in ecoregions, the experiments using normalized self-

sensitivities could make simulations better than those using pure self-sensitivity. In addition, the 

additional consideration of ecoregion in the experiments using normalized self-sensitivities also 

contributes to improvements, which implies that the model's characteristics, such as ecoregion 

information, could also be one of the factors to be used in designing the surface CO2 observation network. 10 

 

3.5. Horizontal distributions of RMSD and uncertainty reduction  

Figure 9 shows the spatial distribution of the average of weekly RMSD calculated from the surface 

CO2 fluxes in Asia. The CNTL shows the highest RMSD among the experiments, with peaks mainly 

located in the Siberian area (Fig. 9a). The REDIST experiment shows a decrease in the high RMSD of 15 

the Siberian area shown in CNTL, but the RMSDs of eastern China and the southeastern part of the 

Tibetan Plateau (the Indochina Peninsula) slightly increase, and the RMSDs of northern India and the 

northeastern part of Asia remain nearly unchanged compared to CNTL (Fig. 9b). The distribution of 

RMSD in the ADD experiment is fairly similar to that of REDIST, except for the decrease of RMSD near 

the Tibetan Plateau and in southeastern Asia (Fig. 9c). Such a spatial distribution of RMSD in the ADD 20 

experiment implies the need for supplementing observation sites efficiently. Figure 9d clearly shows the 

reduction in RMSD of northern India and the southeastern region of the Tibetan Plateau in the SS 

experiment compared to the REDIST and ADD experiments. This proves the impact of considering self-

sensitivity information for observation network studies. However, the performance of the SS experiment 

on some Siberian inland areas is poorer than those of the REDIST and ADD experiments, due to the 25 

relative absence of observation sites for that region. The ECOSS experiment using the ecoregion 

information shows comparatively lower RMSD in the Asia domain, except for the southeastern part of 
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the Tibetan Plateau and northeastern Asia (Fig. 9e). The RMSD distribution of the NSS experiment 

confirms that the RMSD of the Siberian area is much reduced compared to that of the SS experiment, 

though its overall pattern is similar (Fig. 9f). The RMSDs of the NECOSS1 and NECOSS2 experiments 

are analogous to that of the ECOSS experiment (Fig. 9g). This can be attributed to the fact that most 

observation sites in those three experiments are identical (Tables 4 and 5). The simulated RMSD of the 5 

ALL experiment is the lowest in most of the domain among all sensitivity experiments (Fig. 9i). Such 

simulation results reconfirm that the observation network in Asia needs to be organized in a more efficient 

way to gain better optimization results of surface CO2 fluxes. The spatial RMSD distribution during the 

summer from June to August (not shown) is also similar to that for whole year shown in Fig. 9. 

 10 

Figure 10 shows the UR derived from the experiments, which corresponds with the previous results. 

Compared to the CNTL experiment, the uncertainty of the REDIST experiment is much reduced in the 

Siberian area, but the impact of REDIST is low south of below 50° N (Fig. 10a). Such a result seems to 

be related with the high UR values in that region in CNTL, because most observation sites in CNTL are 

located from 30° to 45° N. The ADD experiment with randomly added sites demonstrates slightly more 15 

increases in UR for the inland Siberian area and the nearby areas of the Tibetan Plateau, including China 

and India, than REDIST (Fig. 10b). However, the UR in the Asian mid-latitudes is still lower than that in 

other Asian regions. Although the SS and ECOSS experiments have the same number of observation sites 

compared with the ADD experiment, the overall UR in the Asia domain in SS and ECOSS is higher than 

that of ADD (Figs. 10b, c, and d). The uncertainty in the SS experiment, which has comparatively more 20 

observation sites in India and southeastern Asia, is clearly reduced for that area. In contrast, the ECOSS 

experiment retaining comparatively more observation sites in the inland areas of Asia shows higher UR 

in the land areas, although UR in India and southeastern Asia is lower than that in the SS experiment. The 

experiments using normalized self-sensitivities generally show distinct uncertainty reductions in inland 

Asia, although the UR of India and southeastern Asia in NSS is slightly lower than that of SS (Fig. 10e). 25 

This is because the observation sites of NSS are located only in the 115 (Conifer Forest) and 137 

(Grass/Shrub)and 137 ecoregions. Although the UR distributions of the NECOSS1 and NECOSS2 

experiments are generally similar to those of the ECOSS experiment, the uncertainties in India and 
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southeastern Asia decrease further in NECOSS1 and NECOSS2 (Figs. 10f and g). The UR of the ALL 

experiment increases compared to those of other experiments as a number of observation sites in ALL 

sufficiently cover the Asian domain (Fig. 10h). 

Table 6 summarizes the overall scores of the simulations conducted in this study. The CNTL (ALL) 

experiment shows the lowest (highest) skill score among the simulations. The skill scores of other 5 

experiments range between these. The statistics shown in Table 6 reconfirm the impacts of redistributing 

current observation sites and adding extra observation sites discussed in this study. Firstly, the height 

specification for hypothetical observations does not seem to be very influential for the results of OSSEs 

results as only small differences were observed between the results of CNTL and CNTL_MOD. The 

impact of redistribution is noticeable because the performance of the REDIST experiment was generally 10 

better than that of the CNTL experiment. Moreover, the comparison between ADD, SS, and ECOSS 

reaffirms that adding more observation sites to the existing sites is effective in optimizing surface CO2 

fluxes, and the addition strategy needs to be more effective to have better optimization results for surface 

CO2 fluxes. Moreover, the NSS, NECOSS1, and NECOSS2 experiments that used both normalized self-

sensitivities and ecoregion information show that the normalized self-sensitivity and configuration of the 15 

data assimilation and model can be utilized as appropriate strategies in designing an observation network 

that enhances simulation results. The simulation result of the ALL experiment seems to suggest a possible 

limit of the improvement when using the DA method in CT2013B.  

 

3.6. Additional experiments with more surface observation sites 20 

Until now, the seven observation sites in Asia from the observation network of CT2013B was used to 

evaluate several strategies to determine an effective observation network for optimizing surface CO2 

fluxes in Asia. Currently, surface CO2 mole fraction observations from 18 observation sites are used for 

CT2017 (Fig. 11). In this section, the experimental results based on 18 observation sites similar to those 

based on seven observation sites above are shown to reaffirm the validity of the normalized self-sensitivity 25 

and ecoregion information as selection strategies for potential observation sites. Descriptions of additional 
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experiments are shown in Table 2. Instead of CNTL, ADD, NSS, and NECOSS1 based on seven sites, 

CNTL_18, ADD_18, NSS_18, and NECOSS1_18 are configured.  

Figure 12 shows the time series of the three-week moving average of PC, BIAS, and RMSD of the 

simulated surface CO2 fluxes for the ALL, CNTL_18, ADD_18, NSS_18, and NECOSS1_18 experiments, 

which shows the impact of using normalized self-sensitivities for the selection of additional observation 5 

sites. CNTL_18 with 11 more sites shows a better performance when compared to CNTL shown in Fig. 

4, and other experiments with 10 more observation sites compared to CNTL_18 show more improved 

results. For the PC, the ALL shows a best score and the ADD_18, NSS_18, and NECOSS1_18 

experiments show similar PC values (Fig. 12a). Although no discernible big difference exists, the more 

stable and higher one is the NECOSS1_18.  The CNTL_18 and NSS_18 show slightly higher positive 10 

BIAS in July and NECOSS1_18 shows higher negative BIAS in June and August, but the BIAS seems to 

be held close to zero for all experiments (Fig. 12b). For the RMSD, the experiments with 10 more 

observation sites are located between the ALL and CNTL_18, and the NECOSS1_18 shows the lowest 

RMSD among three of them though the differences are slightly small (Fig. 12c).  

The impact of using normalized self-sensitivities and ecoregions in determining observation sites is 15 

still shown in the additional experiments based on 18 observation sites, although the improvement is 

slightly reduced compared to the experiments based on 7 observation sites. The less improvement in the 

experiments based on 18 observation sites compared to those based on 7 observation sites seems to be 

associated with the locations of 11 additional observation sites mostly in Siberian regions where lack 

observation data in CNTL and show high sensitivities in Fig. 6. Most of additional observation sites based 20 

on CT2017 are mainly located in highly sensitive regions in Siberia in Fig. 6. Thus, they can cover the 

regions that lack observation data in the experiments based on 7 observation sites. 

 

4. Conclusions 

In this study, observation system simulation experiments using hypothetical observations were 25 

conducted to investigate the potential for an effective observation network for optimizing surface CO2 

fluxes in Asia. Several experiments, including redistributing existing stations and adding observation 
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stations to the existing observation network, were conducted to assess the performance of the current 

observation network and the impact of additional observation sites. For the addition experiment, random 

addition and addition strategies based on self-sensitivities, normalized self-sensitivities, and ecoregion 

information were tested and compared. The performance of each observation network was evaluated from 

statistics calculated from simulated surface CO2 fluxes and the uncertainty reduction.  5 

The results indicate that further optimization of the surface CO2 fluxes in Asia could be made by 

redistributing existing observation sites, given that the RMSD of the redistributed experiment was reduced 

by 12.8% compared to the experiment using the existing observation network (i.e., CNTL). The RMSD 

of the random addition experiment was reduced by 21.9% compared to CNTL. Although the experiment 

based on only self-sensitivity information was not better than that based on randomly added observation 10 

sites, the experiment based on both self-sensitivity and ecoregion information reduced the RMSD by 35.2% 

compared to that of CNTL. Moreover, the experiment based on both normalized self-sensitivity and 

ecoregion information further reduced the RMSD by approximately 40% compared to that of CNTL. 

Thus, the normalized self-sensitivity and ecoregion information could be used as strategies to select 

observation sites to construct the surface CO2 observation network. The additional experiments based on 15 

18 observation sites used for CT2017 also show similar results compared to the experiments based on 7 

observation sites used for CT2013B, which reaffirms the validity of the normalized self-sensitivity and 

ecoregion information as selection strategies for potential observation sites. 

Although the simulation results showed an improvement in performance, the results also suggested 

that adding 10 extra observation sites in Asia may not be sufficient to fully optimize surface CO2 fluxes, 20 

and more observation sites are required. Reliable observation data from some satellite sensors could 

supplement the model simulations on the basis of continuous surface observation sites. As the quality of 

satellite observation data increases, the observation network design for both surface and satellite 

observation data using the strategies (i.e., normalized self-sensitivity and ecoregion information) of this 

study will be investigated in the future. 25 

This study suggests a method to design and evaluate the observation network to optimize surface CO2 

fluxes at the continental scale without a myriad of simulations (iterations) of the genetic algorithm or the 

incremental optimization used in previous studies. Thus, this approach could constitute a practical method 
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to conduct such simulations with relatively limited computer resources. The observation network design 

method in this study could also be used to design an observation network to optimize global surface CO2 

fluxes.  
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Table 1. The model configuration and a priori fluxes used in this study. 
Prior Flux Biosphere Carnegie-Ames-Stanford Approach Global Fire Emission 

Database (CASA-GFED) v3.1 (van der Werf et al., 2006, 
2010) 

Ocean Jacobson et al. (2007) 
Fossil Fuel CASA-GFED v3.1 (van der Werf et al., 2006, 2010) 
Fires Carbon Dioxide Information and Analysis Center (CDIAC; 

Boden et al., 2010) and Emission Database for Global 
Atmospheric Research (EDGAR, European Commission, 
2009) databases 

Model Transport Model 5 (TM5) using ERA-interim reanalysis 
Model Resolution Domain 1(3°×2°) Globe  

Domain 2(1°×1°) Asia (12°S-70°N, 30°-168°E) 
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Table 2. Brief description of the experiments conducted in this study. 

Exp. name No. of stations Description 

CNTL 7 The control experiment that uses the observation site information 
in Asia of the existing 7 NOAA observation network. 

CNTL_MOD 7 The same as the CNTL except for modifying observation station 
height information for hypothetical observations. 

REDIST 7 The experiment that redistributes 7 observations sites at random 
in Asia. 

ADD 17 The experiment that added 10 observation sites at random to the 
existing 7 NOAA observation network.  

SS 17 The experiment that added 10 observation sites to the existing 7 
NOAA observation network with the self-sensitivity information.  

ECOSS 17 
The experiment that added 10 observation sites to the existing 7 
NOAA observation network with the self-sensitivity and 
ecoregion information (1-2 stations for each ecoregion) 

NSS 17 
The experiment that added 10 observation sites to the existing 7 
NOAA observation network with the normalized self-sensitivity 
information. 

NECOSS1 17 
The experiment that added 10 observation sites to the existing 7 
NOAA observation network with the normalized self-sensitivity 
and ecoregion information (1-2 stations for each ecoregion). 

NECOSS2 17 
The experiment that added 10 observation sites to the existing 7 
NOAA observation network with the normalized self-sensitivity 
and ecoregion information (1 station per ecoregion). 

ALL 905 The experiment that added observation sites at horizontal 2° inter
vals on land to the existing 7 NOAA observation network. 

CNTL_18 18 The control experiment that uses the observation site information 
in Asia of the existing 18 NOAA observation network. 

ADD_18 28 The experiment that added 10 observation sites at random to the 
existing 18 NOAA observation network.  

NSS_18 28 
The experiment that added 10 observation sites to the existing 18 
NOAA observation network with the normalized self-sensitivity 
information. 

NECOSS1_18 28 
The experiment that added 10 observation sites to the existing 18 
NOAA observation network with the normalized self-sensitivity 
and ecoregion information (1-2 stations for each ecoregion).k. 
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Table 3. The informationproportion of the ecoregions in the Asia verification domain and the distribution 

of observation sites for the SS and ECOSS experiments. 

Ecoregion Index Transcom Region Land Ecosystem Type Count Proportion (%) SS ECOSS 

137 Eurasia Temperate Grass/Shrub 744 19.36  2 

115 Eurasia Boreal Conifer Forest 657 17.1  2 

140 Eurasia Temperate Semitundra 262 6.82  1 

147 Eurasia Temperate Crops 248 6.45  1 

123 Eurasia Boreal Northern Taiga 228 5.93  1 

157 Tropical Asia Tropical Forest 222 5.78  1 

145 Eurasia Temperate Deserts 200 5.2   

117 Eurasia Boreal Mixed Forest 150 3.9  1 

118 Eurasia Boreal Grass/Shrub 122 3.17  1 

136 Eurasia Temperate Mixed Forest 122 3.17   

121 Eurasia Boreal Semitundra 95 2.47   

166 Tropical Asia Crops 80 2.08   

135 Eurasia Temperate Broadleaf Forest 62 1.61   

141 Eurasia Temperate Fields/Woods/Savanna 59 1.54   

143 Eurasia Temperate Forest/Field 58 1.51 1  

171 Tropical Asia Water 54 1.41   

125 Eurasia Boreal Wetland 45 1.17 1  

162 Tropical Asia Forest/Field 44 1.14   

122 Eurasia Boreal Fields/Woods/Savanna 42 1.09   

154 Tropical Asia Broadleaf Forest 39 1.01 1  

155 Tropical Asia Mixed Forest 37 0.96   

156 Tropical Asia Grass/Shrub 36 0.94   

124 Eurasia Boreal Forest/Field 35 0.91   

134 Eurasia Temperate Conifer Forest 34 0.88   

116 Eurasia Boreal Broadleaf Forest 33 0.86   

128 Eurasia Boreal Crops 24 0.62 1  

138 Eurasia Temperate Tropical Forest 19 0.49 1  

160 Tropical Asia Fields/Woods/Savanna 15 0.39   

146 Eurasia Temperate Shrub/Tree/Suc 12 0.31   

144 Eurasia Temperate Wetland 11 0.29 1  
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139 Eurasia Temperate Scrub/Woods 10 0.26 1  

163 Tropical Asia Wetland 9 0.23 2  

152 Eurasia Temperate Water 8 0.21   

130 Eurasia Boreal Wooded Tundra 5 0.13 1  

133 Eurasia Boreal Water 5 0.13   

191 Europe Conifer Forest 5 0.13   

193 Europe Mixed Forest 4 0.1   

194 Europe Grass/Shrub 4 0.1   

197 Europe Semitundra 3 0.08   

201 Europe Wetland 1 0.03     
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Ecoregion Index Count Proportion (%) SS ECOSS 

137 744 19.36  2 

115 657 17.10  2 

140 262 6.82  1 

147 248 6.45  1 

123 228 5.93  1 

157 222 5.78  1 

145 200 5.20   

117 150 3.90  1 

118 122 3.17   

136 122 3.17   

121 95 2.47   

166 80 2.08   

135 62 1.61   

141 59 1.54   

143 58 1.51 1  

171 54 1.41   

125 45 1.17 1  

162 44 1.14   

122 42 1.09   

154 39 1.01 1  

155 37 0.96   

156 36 0.94   

124 35 0.91   

134 34 0.88   

116 33 0.86   

128 24 0.62 1  

138 19 0.49 1  

160 15 0.39   

146 12 0.31   

144 11 0.29 1  
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139 10 0.26 1  

163 9 0.23 2  

152 8 0.21   

130 5 0.13 1  

133 5 0.13   

191 5 0.13   

193 4 0.10   

194 4 0.10   

197 3 0.08   

201 1 0.03   

 

Table 4. The locations and self-sensitivities for the observation sites in the SS and ECOSS experiments. 

 
SS ECOSS 

Ecoregion   
Index Lat Lon SS (%) Ecoregion 

Index Lat Lon SS (%) 

138 26.5 96.5 4.02 137 26.5 92.5 0.87 
163 4.5 114.5 3.83 137 28.5 118.5 0.65 
163 -5.5 138.5 3.29 115 58.5 62.5 1.35 
143 6.5 80.5 3.17 115 46.5 142.5 1.28 
139 24.5 74.5 2.48 140 44.5 54.5 0.29 
130 66.5 78.5 2.32 147 10.5 76.5 0.96 
128 56.5 84.5 1.99 123 66.5 80.5 1.12 
125 60.5 62.5 1.91 157 8.5 126.5 1.17 
144 46.5 124.5 1.87 117 52.5 118.5 0.68 
154 18.5 104.5 1.75 118 56.5 86.5 0.87 

 

SS ECOSS 
Transcom  

Region 
Land Ecosystem  

Type Lat Lon SS (%) Transcom  
Region 

Land Ecosystem 
Type Lat Lon SS (%) 

Eurasia Temperate Tropical Forest 26.5 96.5 4.02 Eurasia Temperate Grass/Shrub 26.5 92.5 0.87 
Tropical Asia Wetland 4.5 114.5 3.83 Eurasia Temperate Grass/Shrub 28.5 118.5 0.65 
Tropical Asia Wetland -5.5 138.5 3.29 Eurasia Boreal Conifer Forest 58.5 62.5 1.35 

Eurasia Temperate Forest/Field 6.5 80.5 3.17 Eurasia Boreal Conifer Forest 46.5 142.5 1.28 
Eurasia Temperate Scrub/Woods 24.5 74.5 2.48 Eurasia Temperate Semitundra 44.5 54.5 0.29 

Eurasia Boreal Wooded Tundra 66.5 78.5 2.32 Eurasia Temperate Crops 10.5 76.5 0.96 
Eurasia Boreal Crops 56.5 84.5 1.99 Eurasia Boreal Northern Taiga 66.5 80.5 1.12 
Eurasia Boreal Wetland 60.5 62.5 1.91 Tropical Asia Tropical Forest 8.5 126.5 1.17 

Eurasia Temperate Wetland 46.5 124.5 1.87 Eurasia Boreal Mixed Forest 52.5 118.5 0.68 
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Tropical Asia Broadleaf Forest 18.5 104.5 1.75 Eurasia Boreal Grass/Shrub 56.5 86.5 0.87 
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Table 5. The locations and ecoregion indices for the observation sites in the NSS, NECOSS1, and 

NECOSS2 experiments. 

NSS NECOSS1 NECOSS2 

Transcom 
Region  

Land 
Ecosystem 

Type 
Lat Lon Transcom 

Region  

Land 
Ecosystem 

Type 
Lat Lon Transcom 

Region  

Land 
Ecosystem 

Type 
Lat Lon 

Eurasia 
Boreal 

Conifer 
Forest 58.5 62.5 Eurasia 

Boreal 
Conifer 
Forest 58.5 62.5 Eurasia 

Boreal 
Conifer 
Forest 58.5 62.5 

Eurasia 
Boreal 

Conifer 
Forest 46.5 142.5 Eurasia 

Boreal 
Conifer 
Forest 46.5 142.

5 
Eurasia 

Temperate Grass/Shrub 26.5 92.5 

Eurasia 
Temperate Grass/Shrub 26.5 92.5 Eurasia 

Temperate Grass/Shrub 26.5 92.5 Tropical 
Asia 

Tropical 
Forest 8.5 126.5 

Eurasia 
Boreal 

Conifer 
Forest 54.5 84.5 Eurasia 

Temperate Grass/Shrub 28.5 118.
5 

Eurasia 
Boreal 

Northern 
Taiga 66.5 80.5 

Eurasia 
Boreal 

Conifer 
Forest 52.5 120.5 Tropical 

Asia 
Tropical 
Forest 8.5 126.

5 
Eurasia 

Temperate Crops 10.5 76.5 

Eurasia 
Temperate Grass/Shrub 28.5 118.5 Eurasia 

Boreal 
Northern 

Taiga 66.5 80.5 Eurasia 
Boreal 

Mixed 
Forest 48.5 132.5 

Eurasia 
Temperate Grass/Shrub 26.5 104.5 Eurasia 

Temperate Crops 10.5 76.5 Eurasia 
Boreal Semitundra 60.5 148.5 

Eurasia 
Temperate Grass/Shrub 46.5 54.5 Eurasia 

Boreal Semitundra 60.5 148.
5 

Tropical 
Asia Crops 0.5 110.5 

Eurasia 
Boreal 

Conifer 
Forest 62.5 132.5 Tropical 

Asia Crops 0.5 110.
5 

Eurasia 
Boreal Grass/Shrub 56.5 86.5 

Eurasia 
Temperate Grass/Shrub 34.5 72.5 Eurasia 

Boreal 
Mixed 
Forest 52.5 118.

5 
Tropical 

Asia 
Mixed 
Forest -7.5 146.5 
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NSS NECOSS1 NECOSS2 

Ecoregion 
Index Lat Lon Ecoregion 

Index Lat Lon Ecoregion 
Index) Lat Lon 

115 58.5 62.5 115 58.5 62.5 115 58.5 62.5 
115 46.5 142.5 115 46.5 142.5 137 26.5 92.5 
137 26.5 92.5 137 26.5 92.5 157 8.5 126.5 
115 54.5 84.5 137 28.5 118.5 123 66.5 80.5 
115 52.5 120.5 157 8.5 126.5 147 10.5 76.5 
137 28.5 118.5 123 66.5 80.5 117 48.5 132.5 
137 26.5 104.5 147 10.5 76.5 121 60.5 148.5 
137 46.5 54.5 121 60.5 148.5 166 0.5 110.5 
115 62.5 132.5 166 0.5 110.5 118 56.5 86.5 
137 34.5 72.5 117 52.5 118.5 155 -7.5 146.5 
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Table 6. The averaged statistics of surface CO2 fluxes (gC m-2 yr-1) for the experiments conducted in this 

study.  
Exp. 
name CNTL CNTL_MOD REDIST ADD SS ECOSS NSS NECOSS1 NECOSS2 ALL 

PC 0.965 0.966 0.973 0.977 0.98 0.984 0.983 0.987 0.986 0.998 

BIAS 1.169 1.245 1.055 1.679 1.627 -0.211 -0.168 0.232 -0.28 -0.17 

RMSD 70.06 70.528 60.547 54.708 53.572 45.388 47.034 41.9 42.218 15.947 
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Figure 1. The distribution of the nested TM5 model domain over Asia (black solid rectangle) and 
verification domain (black dashed rectangle) used in this study.The distribution of a) the nested TM5 
model domain over Asia (black solid rectangle) and verification domain (black dashed rectangle) and b) 
ecoregions in Asia used in this study. 

  5 
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Figure 2. Time series of CO2 concentration from hypothetical observations, model simulations, and real 
observations. The gray solid line (OBS) denotes the value of real observation data, the black solid line  
indicates the value from the EXTASI experiment, the blue solid line denotes the value of the SF1 
experiment, and the red solid line (AVG) denotes the average of the EXTASI and SF1, which regarded 5 
as True observation data in this study. 
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Figure 3. The distribution of observation sites in each observation network: a) the CNTL and 
CNTL_MOD, b–d) the REDIST, e–g) the ADD, h) the SS, i) the ECOSS, j) the NSS, k) the NECOSS1, 
l) the NECOSS2, and m) the ALL experiment. Red dots denote the observation sites of the NOAA 
observation network and black dots denote the hypothetical observation sites. 5 
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Figure 4. Time series of the three-week moving average of a) PC, b) BIAS, and c) RMSD of surface CO2 
flux (gC m-2 yr-1) for the CNTL (black solid line), CNTL_MOD (cyan solid line), and REDIST (blue 
solid line) experiments. 
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Figure 5. The same as Fig. 4 except for the CNTL (black solid line), ADD (dark green solid line), and 
ALL (purple solid line) experiments. 
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Figure 6. The spatial distribution of self-sensitivities (%) during the experimental period obtained from 
the ALL experiment.  
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Figure 7. The same as Fig. 4 except for the ADD (dark green solid line), SS (yellow solid line), and 
ECOSS (red solid line) experiments. 
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Figure 8. The same as Fig. 4 except for the ADD (dark green solid line), NSS (dark orange solid line), 
NECOSS1 (dark red solid line), and NECOSS2 (navy blue solid line) experiments. 
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Figure 9. The spatial distribution of the average of weekly RMSD of surface CO2 fluxes (gC m-2 yr-1) for 
a) the CNTL, b) the REDIST, c) the ADD, d) the SS, e) the ECOSS, f) the NSS, g) the NECOSS1, h) the 
NECOSS2, and i) the ALL experiments. 

  5 
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Figure 100. The spatial distribution of uncertainty reduction (%) for a) the REDIST, b) the ADD, c) the 
SS, d) the ECOSS, e) the NSS, f) the NECOSS1, g) the NECOSS2, and h) the ALL experiment, against 
the CNTL experiment. 

 5 
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Figure 11. The distribution of observation sites of CNTL_18 in Asia domain: Red dots denote 7 
observation sites of CT2013B and blue dots denote additional 11 observation sites of CT2017. 
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Figure 12. The same as Fig. 4 except for the CNTL_18 (blue solid line), ADD_18 (dark green solid line), 
NSS_18 (dark orange solid line), NECOSS1_18 (dark red solid line), and ALL (purple solid line) 
experiments. 
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