Response to Referee #1.:

We are grateful to the referee for her/his carefalling of the manuscript and for her/his correxgtiand
suggestions. Responses to each individual comrhahhas been quoted [...] are given here below.

General comments

1/[I have one general comment that relates to theikaneous use of the linear trend with a VPSCXEESC
proxy in the multi linear regression: How well ctre linear O3 trend be determined at high latitu¢ias
winter/spring) when part of this change (througle BESC factor) is already included in the MLR? The
combined effect of EESC and linear trends in padgions is briefly addressed at L.690, but | condd

find a discussion on the effect on the trends. This particular important in the light of the simg
statements made: “To the best of our knowledgesetinesults represent the first detection of a $icgait
recovery in the stratospheric and the total O3 ouhs over the Antarctic from one single satellite
dataset.”]

As already found in previous studies and statetthénmanuscript, “the PSC volume is multiplied bg th
EESC to account for the changes in the amountarfamic stratospheric chlorine that activates thlap
ozone loss”. In other words, the EESC factor islusedecrease the “efficiency” of the VPSC in aatiing
the Q loss.

Actually, there is no possible confusion in the Mh&ween the linear trend and the VPSEESC proxy
that is non-linear by nature given the strong tsoiins in VPSC. The effect of the change in EE&Ghe
amplitudes of the annual oscillations in VPSC whiahate from year to year is very weak with, hemae
tendency detectable at all in the VPSEESC proxy (see Figure 1 here below). Thereforepidd not
compensate the linear trend adjustment at all.

2/ [l have to say that | am skeptical about the rohess of the speeding up of the trends in recensyea
given that these trends are evaluated over redibyrtsperiods only. Although the authors have ddre t
analysis with statistical rigor, linear trends ovperiods as short as 2 years (2015-2017) are prone
changes in atmospheric dynamics and circulationottver factors) that may not be perfectly captuogd
the MLR proxies. | (strongly) suggest that the atgtconsider a more careful wording in the condusi
and abstract, stating the evidence for the speedjngf the trends, but also the inherent uncertai

The speeding up has been investigated by remokimgatural variability adjusted over the whole 1ASI
period in order to avoid the effect of short trdik@- segments in natural variations on the trend
determination.

However, it is true that the uncaptured variabiligm the MLR performed over the full IASI periodght
disproportionately affect the estimated trends aegying time periods, but, so might be the calbofaof

the associated uncertainty, accordingly. This &c#jgally addressed in Fig.12 of the paper tHatilates

the time evolution of both trends and associatestdainties over varying time periods.

We agree, however, that the comparison of trentisileéed over different lengths of time period & n
straightforward because the statistical error iscomparable across the fits. This is addressé&iure 2
here below that represents the minimum amplitudthefestimated trend, by subtracting the associated
uncertainty (accounting for the autocorrelatiorthia noise residuals) from the linear trend; il stilows

the significant increase in;@hange rate across the fits.

Another approach, as suggested by Referee #2, wveoulsist in considering successive time segments of
same length. Nevertheless, here again, the uneaptariability might induce different systematicces
between the successive segments, e.g. in caseenfli“like” noise over a specific segment. The chat

the segment length is also complicated by limitatiglong segments would smooth the progressive



acceleration, while short segment would inducedatmcertainty; the jump in September 2010 in & |
dataset would misrepresent the trend calculatedsha@t segments that encompass the jump period).
Finally, we believe that Fig.12 of the paper is liest alternative to represent the progressivderation

in the Q recovery. Note also that we now consider the autetation in the noise residuals in the
uncertainty estimation illustrated in Fig.12.

Nevertheless, we agree that the IASI period i$ tlhtively short to compare trends over successiv
segments of same length that are long enough twecitie uncertainty.

Therefore, as suggested, we use, in the revisaibvera more careful wording about the speedingfup
the @ trends through the revised manuscript, especiallyhe abstract, in Section 4.4 and in the
conclusions. For example, one can read now at tite of the abstract: “Additional years of IASI
measurements would, however, be required to cortfienQ change rates observed in the stratospheric
layers over the last years” and at the end of S&eai4: “Nevertheless, we calculated that additigears

of IASI measurements would help in confirming theueges in @recovery and decline over the IASI
period (e.g. ~ 4 additional years are requiredetify the trends calculated over the 2015-2017 sgrim

the highest latitudes in LSt). In addition, a longeasurement period would be useful to derivedsaver
successive segments of same length that are langghrto reduce the uncertainty, in order to make th
trend and its associated uncertainty more compagaiybss the fit.”

The title of the manuscript has also been changedrdingly to: “Is the recovery of stratospherig¢ O
speeding up in the Southern Hemisphere? An evaluftom the first IASI decadal record”.

An alternative to that title would be: “First sign$ a speeding up of stratospherig covery in the
Southern Hemisphere, contrasting with a declin@énNorthern Hemisphere, as seen from IASI".

Finally, we have also found a bug in the calcutatid the estimated trends through the manuscrigt. W
apologize for this. The overall conclusions remaichanged but the figures 8 to 12, and the nungiess

in the text have been corrected accordingly.

Specific comments

1/[L.72: Is this true for both hemispheres, or oniN

Ball et al. (2018) reports a decline in lower sismheric @ between 60°S and 60°N. The polar regions are
not included in that study due to limited latitums/erage of instruments merged in the data cormgsosit

2/ [L.83: “sensitive” does not seem the right worddeSensitive to what?]
Changed to “difficult”.

3/ [Section 2.2: It would be good to have an expfioimula for the MLR included here, in additionthe
reference to eq. (1) in Wespes et al. (2016).]

The MLR and the normalization equations are nowied in the revised paper at the start of Se@i@n

4/[L.210: A few more words on the GEO and PV prowiesld be helpful. Although L.372 states that their
contribution is generally small, their use in ozdrend studies is not common practice, so someeete
to their purpose and how and why they improveithe justified. Are these proxies lat/lon depert@gn

The use of the GEO and PV proxies is inherited fppavious papers (e.g. Knibbe et al., 2014; Wespes
al., 2017) to account for the impact of tropopausight and of the mixing of tropospheric and sspteeric
air masses, in particular, on the LSt\v@riations. Their contributions into the LSt @riations are found
minor due to correlations with the annual harmaeim, as expected, but the proxies are kept invithie
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for completeness. They are lat/lon dependent (2.5°gridded; this is now mentioned in the revifable
1), hence, their gridded adjusted coefficientstecomparable on a global basis; only the adjusitathls
can be compared.

5/ [L.357++: SF: energetic particle precipitation (sl protons and also electrons) can also lead to
enhanced ozone destruction in the MUSt through bidalysed cycles. The main effect of a solar proton
event in the MUSt is actually to decrease O3 (amg o second order to decrease O3 destruction).]

Added as suggested. Note that the role of the swtE#on event on the decrease of d@struction, as
mentioned in the paper, refers to the LSt where Bgrease active chlorine and bromine.

6/[L.380++: EPF: | am surprised that the correlati@f IASI O3 with EPF is small at low latitudes: Veéeb
et al. (2011) note a rather strong anti-correlatibatween tropical total ozone and extra-tropicalFE]P

Weber et al. found a negative correlation betweepital total ozone and extra-tropical EPF at lower
latitudes throughout the winter and early springilevit goes to zero by early summer. On an anhasis,

Fig. 5 of the paper shows a weak but negative itrtiton (up to ~ -5 DU) onto ©variations. The negative
sign which indicates an opposite response intddchange in EPF is in agreement with the negative
correlation, but the absolute value of the “regmsscoefficient does not refer to the absoluteugabf the
“correlation” coefficient; it indicates how muchetiproxy explains/contributes to the @riations, while

the absolute value of the correlation coefficieast $hown in Weber et al., 2011) indicates the @egfe
linearity between 2 variables.

The weak adjusted negative regression coefficitait&PF might result from correlation/compensation
effect between the annual cycle and EPF. Despitgdhr-to-year variations in the EPF proxy, whiofitl

the compensation effect with the 1-yr harmonic tecorrelation between the two covariates is expgkecte
given the annual oscillations in EPF. This is iftated in Figure 3 below that compares the global
distribution of the fitted coefficient for the 1-fiarmonic term with or without EPF included in #i&R.
The global distributions are quite similar with alge differences (< 5 DU) lower than the EPF regien
coefficient, indicating a good overall discrimiratj except at the tropics where the EPF contributidhe
lowest. Hence, the compensation effect betweet-trderm (that is the main contributor tg @ariations)
and EPF might underrepresent its contribution atTttopics. Note however that the correlation betwee
the EPF and 1-yr terms is taken into account iir essociated uncertainties.

Some words of caution have been added in the ii@8setion 3 about a likely compensation between the
annual harmonic term and the EPF proxy that alsavstan annual oscillation in nature:

“Furthermore, given the annual oscillations in EEdmpensation by the 1-yr harmonic term (eq. 1tiGec

2) is found (data not shown), but it remains wedhean the EPF contribution (data not shown), inipalar

at high latitudes where the EPF contribution islérgest.”

The Weber et al. (2011) reference has been addbe irevised version.

7/ [L.474: suggestion “N.H. mode” -> NAO]

Changed as suggested.

8/[L480: Just as a note: It may also be that largg €anges impact on the AAQ]

We apologise but we do not understand what theeefmeans here.



9/ [L.514: “if the influence of ENSO on stratosphe@8 measurements has been reported”: the word “if”
seems a bit out of place here as clearly the infteeof ENSO on stratospheric O3 has been repontéuki
cited studies.]

Changed to: “Indeed, the influence of ENSO on a#yalteric @ measurements has already been reported
in earlier studies (...), but it is the first timeath..”

Technical corrections
[L.233: “EFP” -> “EPF’]

Corrected



Figures
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Figure 1. Normalized proxies as a function of time for theigpe: covering January 2008 to December 2017
for the volume of polar stratospheric clouds miikigh or not by EESC and accumulated over timeter t
north and south hemispheres (VPSC-N and VPSC-S).
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Figure 2. Evolution of estimated linear trend minus the aiged uncertainty accounting for the
autocorrelation in the noise residual (DU/yr; ie 5% confidence level) in (a) the total, (b) the$t and
(c) the LSt Q columns (top to bottom panels, respectively), amation of the covered IASI measurement
period ending in December 2017, with all naturaitdbutions estimated over the full IASI period (30
2017).
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Figure 3: Global distribution of the annual regression caaint estimates for the 1-yr harmonic

term (yJa? + b? , in DU) in LSt obtained from the annual MLR withautwith EPF (left and right
panels, respectively).



Response to Referee #2:

We are grateful to the referee for her/his vergfidireading of the manuscript and for her/his tarive
comments and suggestions. Responses to each umaiciomment that has been quoted [...] are given here
below.

General comments

1/[This manuscript is largely an update of Wespes.eR016 but includes 4 more years of data.]

This manuscript is indeed built on previous IASIdies, but we hope that the referee will appredizat

it is actually more than an update of Wespes gP@l6, insofar as the regression model is moreptem
and here adapted to stratospheric studies witmttésion of specific proxies (accounting for the@sols,
the volume of PSC and the Eliassen-Palm flux), anthe analysis is now performed at the globakscal
not on a zonal basis, which allows us to betteratestrate the added value of the IASI dataset.

2/ [The manuscript is well written, though there arccasions where the wording is confusing, likiely
to language issues]

We are grateful to the referee for suggesting &seaf English style corrections in her/his techhic
comments below. They have all been included irr¢hised paper.

Major comments

1/[My primary comment concerns the analysis and k@ign that the ozone response to CFCs is changing
in time. The authors base this conclusion on aeseof linear fits over varying time periods, whiow
sharper trends (both positive and negative) ini@st recent data relative to trends in the recoairf
earlier start points. The series of trends is coteduafter the sources of natural variability, asdver the

full IASI time period to the most relevant proxiase removed. Nevertheless there will still be atitity

in the time series that has not been perfectly wapkt by the regression model. If that variabilitssh
autocorrelation on a longer scale (months), a tar@yefor the data to be high or low at the beginnamg
end of the record, which might actually be duertoaptured noise, will disproportionately affect thend.

If this is the case, such a variation at the enthefrecord will have successively more influens¢ha fit
period gets shorter, as the end point of eaclsfihe same.]

The referee is right; the uncaptured variabilityghtidisproportionately affect the estimated trewtien
calculated over varying time periods, but, so miginthe calculation of the associated uncertairttis is
specifically addressed in Fig.12 of the paperithattrates the time evolution of both trends asslaziated
uncertainties over varying time periods.

We agree that the comparison of trends calculated different lengths of time is not straightfordiaand
that considering successive time segments of samgth would make the statistical error more compara
across the fits. Nevertheless, there are limitationusing successive identical segments as disdisdow
in response to the referee’s suggestions. We nwtyfthat the uncaptured variability might alsmliice
different systematic errors between segments (miesar different lengths), e.g. in case of “treriali
noise over a specific segment.

In order to address this issue, we now consideatiecorrelation in the noise residuals in the tsagaty
estimation illustrated in Fig.12.

As discussed below in response to the two nexteaefe comments, we believe that the results shown i
the revised Fig.12 of the paper are the best wagpmesent the time evolution of the trends overi-
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years IASI period. In addition to modifying the dig, we have taken care to better balance thenfisdi
through the revised manuscript, especially in ithe the abstract and the conclusions (see oyoreses
here below).

Finally, we have also found a bug in the calcutatid the estimated trends through the manuscrig. W
apologize for this. The overall conclusions remaiithanged but the Figures 8 to 12, and the numbers
given in the text have been corrected accordingly.

2/ [If I understand correctly, the associated uncertga plots in Fig. 12 tell us that each trend i¢felient
from zero trend at the 95% level, but that doesmean that the trend fit over the last 2 yearsiffedent
from the trend fit over the last three years ortldsyears at the 95% level. For example in the Kith h
latitude LST the initial trend is _ 1 DU/yr with cgrtainty of say 0.25 DU/yr (difficult to tell exawumbers
from the contour plots) and the final trend is apgeching 2.5 DU/yr with an uncertainty of close t& 1
DU/yr, meaning the initial and final trends are ratatistically significantly different or only bdyeso,
depending on the exact numbers.]

We would like to point out that the exact numbeaesgiven in Section 4.4 of the manuscript, spealfjc

for the SH high latitude LSt: “In the LSt, a clegoeeding up in the southern polarr@covery is observed
with amplitude ranging from ~1.5+0.4 DU/yr over 33017 to ~5.5+2.5 DU/yr over 2015-2017 on
latitudinal averages.” Hence, the reader could egpte that the initial and the final trends aetistically
different from each other, despite the larger atagé of the uncertainty over the shorter periodss 15
further illustrated in Figure 1 here below whiclpmesents the lowest amplitude of the estimateditrien
subtracting, from the absolute value of the linfand, the associated uncertainty that includes the
autocorrelation in the noise residual.

The colorscale in the revised Fig.12 has been neadib avoid the saturation in order to address the
comment on the lack of clarity. In addition, thecartainty now accounts for the autocorrelatiohmnoise
residuals and, hence, the uncertainty values areated accordingly throughout the manuscript.

3/ [l believe a more appropriate approach would bditerend segments over the same length of tirith, w
varying start and end points. The authors could pare the time evolution of trends over 2-yr segment
3-yr segments, 4-yr segments and longer. The 2gments would be the trend fit from 2008-2009, 2009
2010, 2010-2011,... 2015-2017. 3-yr segments woulDB8-2010, 2009-2011,..., 2014-2017 and 4-yr
2008-2011, 2009-2012, ..., 2014-2017, and so orhignwtay both the start and end point will vary, and
each fit has the same length, such that the uniogytes similar across the fits. If the results sheonsistent
changes in time in the fit trends that are greab@m the inherent uncertainty, this would indicatehange
may be taking place. As the segments get longgr t3-the change in trend will be less from segntent
segment, but so will the uncertainty threshold thast be met to show significant change. So theoesit
can check for consistency in the trends within essdment length vs. time and consistency betwgen 2-
3-yr, 4-yr etc... segment results to determine ifdli®a shift in the ozone change rate.]

We are grateful to the referee for this interesinggestion. However, there are some limitationssing
that approach:

- By fitting long segments, we would compare tretidg aire estimated over similar periods; i.e. for
instance, 8-yr segments would imply comparing tsamcer 2008-2018s2010-2017, which would
smooth a progressive acceleration in the ozonegeheate over the 10-year IASI period.

- By fitting short segments, we would induce a langeertainty on the trend estimate (because of
few data points and a hardly detectable trend fteemoise) and, hence, less-conclusive results.

- Thejump that occurs in September 2010 in the Wedaset could over-represents disproportionally
the estimated trends when they are calculatedshat segments that encompass the jump period.



To follow the referee’s suggestion, we have thesefovestigated if the change rate in IAS) €@uld be
inferred from segments that are long enough to leaduncertainty and limit the jump effect. This is
illustrated on Figure 2 here below that shows thed evolution over 6-year, 7-year and 8-years segsn

in the LSt. Despite the smoothing of the trendsrdeorg periods, the progressive acceleration remain
observed, especially in the Southern mid-latitudé® results are also quite consistent with thésesl
Fig. 12, which gives more confidence in the spegdim observed in IASI LSt 9

Given the limitations discussed above, we beliéna¢ Fig.12 of the paper is the best way to reptaben
progressive acceleration in the @covery. Nevertheless, we agree that the I1ASbgdas still relatively
short to compare trends over successive segmerganoé length that are long enough to reduce the
uncertainty. In addition, we calculate that theyéeat trend amplitudes derived over the last yehtheo
IASI measurements would actually require a longetection length than the covered time segments.
Therefore, as suggested by the referee#1, werusieg irevised version, a more careful wording altioait
speeding up of the LQrends through the manuscript, especially in th&ract, in Section 4.4 and in the
conclusions.

For example, one can read now at the end of theaghs'Additional years of IASI measurements wquld
however, be required to confirm the €hange rates observed in the stratospheric layersthe last years”
and at the end of Section 4.4: “Nevertheless, veulzed that additional years of IASI measurements
would help in confirming the changes in @covery and decline over the IASI period (e.d. additional
years are required to verify the trends calculatesr the 2015-2017 segment in the highest latitirles
LSt). In addition, a longer measurement period wdad useful to derive trends over successive segmen
of same length that are long enough to reducerhbertainty, in order to make the trend and its eiased
uncertainty more comparable across the fit.”

The title of the manuscript has also been changedrdingly to: “Is the recovery of stratospherie¢ O
speeding up in the Southern Hemisphere? An evaluftom the first IASI decadal record”.

An alternative to that title would be: “First sign$ a speeding up in stratospherig covery in the
Southern Hemisphere, contrasting with a declin@énNorthern Hemisphere, as seen from IASI".

4/ [l also believe showing some example time sefidisendata being fit, after the other variations/ka
been removed, would be very useful in this padicahalysis.]

We thank the referee for that suggestion. Someaygixamples of gridded daily time series in thd. S.
mid-latitudes in the LSt, after the fitted natuvaltiations have been removed, are provided in ifparé& 3
here below. The residuals clearly show positivadse The fitted significant trends over varyingipes
ending in 2017 are superimposed. The trend valndsaasociated uncertainties are also indicatea for
conclusive evaluation of the significant €hange rate in stratosphere. While the speeding significant
from the zonally averaged trends (see the revisgdlR and the Figure 1 here below), it is moredhar
but still detectable over individual gridded timeriss. Examples have been added in the revised
Supplement.

5/ [Finally, when doing this analysis, is the VPSQmealso removed, or is this term considered part of
the ozone response to CFCs and thus left in the senies? Similarly, in reference to the jump ia data
in September 2010, although this may be smallixgdb the full trend, does this jump influence the
results of the time dependent trend analysis shiowdig. 12, or has it's effects been removed before
fitting these trends?]

All the adjusted proxies, including the VPSC tehaye been kept fixed (or removed) in the trendyeml
over varying time periods, so that any changeheéretjusted @drivers (including in VPSCXEESC) over
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time do not influence the trend estimation. Itéswclearly mentioned in the revised manuscript YREC

is removed as well:

“...the ozone response to each natural drfireuding VPSC}aken from their adjustment over the whole
IASI period (2008-2017; Section 3, Fig.5) is kaped.”

On the contrary, for consistency with Chapter 4, jtimp found in the 1ASI data in September 2010 has
not been removed from the trend analysis shownignlE and, hence, it could influence the trends
calculated over the periods starting before thepjumly (i.e. 2008-2017, 2009-2017 and 2010-2017).
However, the jump is of positive sign and, hentdpes not contribute at all to the acceleratioseobed

in the IASI G change rates over the 10-year period. It woulchewask it when comparing the trends
estimated over periods starting befesafter the jump. This has been added in Section 4.4

“The jump found in the IASI @records on September 2010 (see Section 2.1) i&keh into account in
the regression; hence, it might over-representrdma estimated over periods that start beforguhmg
only (i.e. 2008-2017, 2009-2017, 2010-2017).”

Minor comments

1/ [Can the authors say more about the difference etwfitting a daily record and a monthly mean
record? | know this was addressed in the 2016 papérl am particularly interested in the error dypsis.

Is the daily autocorrelation similar to the montfaytocorrelation? For long-term trends, the uncéntg

is more impacted by correlations in the residualamger time scales rather than day to day variasiols
the lag-1 autocorrelation term used to scale theantainty similar when considering daily data and
monthly data?]

The autocorrelation coefficients at various laggesponding to a daily mean recorsla monthly mean
record were examined for the 2 stratospheric lagard-igure 4 here below for the latitudinal distitions

of the lag-1 to -4 autocorrelation terms in daiyymonthly data fitting in the MUSt). As expectede thg-

1 autocorrelation term appears to be the most itapbin all cases (daily and monthly) and is fotmtbe
much larger in the daily than the monthly mean r@eoThis means that the correction of the unagstai
estimate, by the autocorrelations in the noiseltes) is larger when adjusting daily data, i.e.theertainty
associated to the fitted trend is much more immhbtethe autocorrelation when fitting a daily ret,dout,

as shown in the 2016 paper, it is compensated liBttar quality adjustment, which, hence, reduces th
amplitude of the uncertainty in da monthly data records.

2/ [Although | appreciate not wanting to add too muohthe paper, | think it would help the reader to
repeat the basic equations defining the multivariatodel in this paper. At different times thrededint
papers are referenced for equations concerningntieglel. | think it would be easier to just includé a
relevant equations in this paper, including thematization equation.]

The MLR and the normalization equations are nowhed in the revised paper at the start of Se@i@n

3/ [Very little is said about the seasonal cycle, thiodhe model description includes terms for theuahn
and 6-month harmonics (pg 5.). Can the authors centran the seasonal cycle, and particularly do they
see the seasonal cycle interacting with EPF and &/R&hich are both also correlated and look very
seasonal in nature. Similarly on the interactiotvieen EPF and VPSC, in Fig. 7a in the NH high Uatkits
the ozone variability explained by the proxiesE&F and VPSC are similar and well above the valigbi

of the actual IASI ozone. Is this another way afnghg that the two terms falsely depict variabilityat
isn’'t in the actual data, but that variability cagls when the terms are added? Have the authod fitieng

to one or the other of the terms, rather than bttms? Particularly in the Austral Spring, whereeth
authors believe the VPCS signal is real, is the laoge of that signal sensitive to whether or n&tFe
and/or the seasonal cycle are fit?]
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Correlation between the annual cycle and EPF isoofrse expected. In several previous papers, the
harmonic terms are even used to adjust the eftdctise Brewer-Dobson circulation in addition to the
seasonal cycle of insolation, but then the intevahwariability is not captured. However, the ERfd a
VPSC proxies show sufficiently year-to-year vaoas to limit the compensation effect between edabro
and with the 1-yr harmonic term.

In order to verify this, as suggested by the refemn annual MLR without including EPF has been
performed to better evaluate the possible discation between the EPF, VPSC and 1-yr harmonic terms
This is illustrated for LSt in Figure 5 here belthat represents the global distributions of theustgid

coefficients for the 1-yr harmoniq/(af + bf ) and the VPSC regression coefficients from theuahMLR

without EPFvsthe reference one. We show that the global digiohs of the VPSC regression coefficients
between the two MLRs are similar, which indicategad discrimination between the two parameters on
an annual basis. For the 1-yr coefficients, theall/global distributions look similar with, howeyesome
expected but small differences relative to the EGribution, especially over the high latitudesenénthe
EPF contribution is the largest. In addition, itigrth noting that the likely correlation betweée VPSC,
EPF and 1-yr terms is taken into account in thesoaiated uncertainties.

Some words of caution have been added in the gb@setion 3 about a possible correlation between th
annual harmonic term and the EPF proxy:

“Furthermore, given the annual oscillations in EEdmpensation by the 1-yr harmonic term (eq. 1tiGec
2) is found (data not shown), but it remains wedhkan the EPF contribution, in particular at higtitudes
where the EPF contribution is the largest.”

We would like to point out that the likely corratat between VPSC and EPF was already mentiondgkin t
paper in Sections 2.2 and 3 which describe theigsand their adjustment: “Correlations between ¥PS
and EPF are possible since the same method istadrdld these cumulative proxies”. They can indeed
compensate each other by construction given thesigpsign of their regression coefficients. Howeve
we highlight the physical meaning behind the sigriheir regression coefficients and the differences
between the spatial distributions of their regmsstoefficients (see Fig.5 of the manuscript), \whic
indicate a discrimination between these two vaesbl

On a seasonal basis, the austral spring is thegedien VPSC is the largest and dominates overigPF
the S.H.; this is consistent with the role of P®@she polar @depletion chemistry and the smallest EP
influence due the formation of the; @ole, in comparison with the N.H. However, a comgaion effect
might indeed explain the large similar VPSC and E&f@ability in the N.H. high latitudes in fall, &swvas
already mentioned in the paper: “The strong VPSIDeénce found at high northern latitudes in falig(F
7a) are likely due to compensation effects with BBpointed out above.”

The good discrimination in austral spring and thmpensation effect in the N.H. fall are verifiedtire
Figure 6 here below that compares the latitudifgtridution of the 8 Os variability in VPSC, from the
seasonal MLR with or without including EPF. The ditmpe of the variation explained by VPSC are samil
between the two seasonal MLRs in the Austral sprvigle, not in the N.H. fall. The results in Figsr5
and 6 here demonstrate a good discrimination betwestwo covariates yearly and in the Australrgpri

In the revised version, we now mention:

“The strong VPSC influence found at high northattitides in fall (Fig. 7a) are due to compensatifects
with EPF as pointed out above and verified fronsiaity tests (data not shown).”
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Finally, we believe that it does not make sensemoove both the 1-yr harmonic term and EPF from the
MLR model; the annual cycle that is caused by sakwlation which is the main driver of the obseé
variability will no longer be represented, whichliéad to erroneous results.

4/[Can the authors discuss comparisons between #&8lldzone and other sources of satellite totahezo
measurements? It is difficult to compare trend galpresented here with previous studies (Webdifet a
example) because of the different time periodari, zonal mean vs high spatial resolution gridttedds.
Have IASI total ozone trends been directly compaoetiends from any of the other total ozone siell
records? It would be very useful to also see handtita themselves compare in total ozone, eitleugh
reference to previous work or in a comparison [piathis manuscript.]

Performing comparisons between @ends derived from IASFs other satellite instruments would be of
course interesting for evaluating the inferred dseand the relevance of the current datasets tp cat
trend studies. However, it is a significant endeavbat is beyond the scope of the present studiuaily,
this will be specifically addressed in the framéhaf recently started Ozone_CCIl+ program wheréABé

Os trends will be compared to those estimated fronMEE2 (both onboard the Metop platforms) over
exactly the same time period and using the same MbRel/method. In that way, the bias resulting from
different time periods, spatial/temporal sampliagd trend calculations will be excluded.

5/ [Can the authors address how the seasonal averagesconstructed? In particular, the authors
specifically investigate the JJA trends over thetB®ole and Antarctica, but it appears from Fig.there

is very little is any coverage in the deep wintepalar latitudes, but that coverage increases Watitude
towards the equator. Are the JJA averages for egith point made with any available data, or is a
threshold set, and does the coverage vary wittulddi in the polar regions in Figure 10 and 117?]

The distributions of seasonal trends provided ¢n Eda and 11a of the paper do not corresponcei@ges;
instead they represent the adjusted seasonal pamadneters for each grid cell (see our responsgieeto
technical comment270-272 below). It is true, however, that the coverageywsith latitude in the polar
regions since only the daytime measurements ai insthe paper (as mentioned in Section 2.1). This
explains the gap (grey cells) over the polar regiduring both austral and northern winters in E@a and
11a of the paper, in comparison with the otherqukr{Fig. 10b and 11b) and the annual trend digidhs
(Fig. 8 of the paper).

Technical comments

1/ [The use of the absolute value signs around theltvatues was a bit confusing. | can see this when
talking about the amount of time needed to deterad of |x| DU yr-1 because this can be a positiv
negative trend, but in other cases the authorsedta trend is positive or negative, and in thagecd is
unclear why the absolute value designation is ngefdler example on page 15, the absolute value &as
not needed in lines 561 and 564. In line 591, is #hpositive trend of 1.5 DU/yr or do you meanifpes

or negative? If the authors do not mean to say thisie can be positive or negative, | would suggest
removing the absolute value bars and just statiogjtjve or negative (such as in line 594, posits/stated

so the bars can be removed, to me at least theilvgly positive or negativg).

The consistency in using the absolute value basskan checked through the manuscript. The absolute
bars are now only used when discussing the deittald a specified trend (i.e. when the trend denof

both positive and negative values); in other cabessign is specified.

2/ [L12 should this be > 25hPa or < 25hPa? Since thigsuare in hPa | suggest it is < as in 25 hPa and
lower pressures. L34 in a lesser -> to a lessed lntroduce O3 after ozone. L43 gas. In the stiaiese
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L45 for regulating -> to regulate. L45 introducelolofluorocarbons here, at first use of CFCs. L4¥7-4
suggest These latter are the origin of the massiv€FCs cause. L46-54: In general, | don't thinleth
timing is correct is this introduction to the phaset of the CFCs. At the time the Vienna Conventias
ratified, and the MP for that matter, it was not peoven that CFCs were the cause. The Vienna Cuiove
was ratified based on the theory that CFCs couldseaozone destruction; | don't believe the Farman
paper was even released yet. All this to say, gvaungh this is just an introductory paragraph Inkiit is
important to be precise on the history, the imgimain the wording is that the ozone hole was alisted
first and everything else was a reaction to thacdvery. L56 Suggest removing first phrase, and sta
sentence as A recovery from... L59 This is declit@F€fs in the stratosphere, correct? L61 confirnred -
identified. L67 polar region -> polar regions. L&& reliable estimates of long-term trend -> Statasily
significant long-term recovery in total O3 column a global scale has not yet been observed, likely
because... L71 low -> lower. L75 | believe there atfeer references here as well. Check Wargan, K., C.
et al. Recent decline in lower stratospheric ozatigbuted to circulation changes. Geophys. Regt.Le
45, no. 10, 5166-5176, doi:10.1029/2018GL077406. t8ntroversy -> uncertainty. L82 sensitive ->
difficult. L109 applied on -> applied to. L110 rem'of’. L172 and contrasts with -> rather thjan

Thank you for these corrections. The text has eeised as suggested. Note in particular the fatigw
points:
- Oz was already introduced in the abstract.
- The timing in the introduction has been correctethe revised version. The Farman et al. paper
was accepted (28 March 1985) just after the Vigbomavention (22 March 1985).
- Wargan et al. (2018) has been added in the inttamuc

3/[L178-180 the effect of the jump is found small ehdagxplain the trend? I'm not sure what the ausho
mean here.]

Changed to:

“The estimated amplitude of the jump is found tardlatively small in comparison to that of the dieda
trends derived in Section 4, hence, it cannot éxple tendency in the IASI dataset. Therefore jtingp
is not taken into account in the MLR.”

4/ [L192 In order to unambiguously -> In an effort toambiguously (we try to separate unambiguously,
but it is never perfect). L209 of the mixing

Done as suggested.

5/ [L270-272 I'm not sure what the authors are tryingéay here. Including the equations would help here
There is already a seasonal cycle in the originabed, so it is not clear how the seasonal termsaaiged.

Is this the equivalent of 4 separate runs, onedach season? Equations would also clarify how the
seasonal MLR is used after the annual MLR is run.]

As it is stated in the paper, the seasonal MLRaagpthe annual functions with 4 seasonal functioes,
by adjusting 4 coefficients (one for each seasf@umattions for the main proxies, instead of only one
coefficient per annual function in the annual MLRgnNce, in the seasonal MLR, the explanatory viegab

are split into four seasonal functlon);S,(rXnorm’SIDr + Xsuanormsum+ Xal Xnorm’fall + Xwianorm,Wmt) that

are simultaneously and independently adjusted.elfepnly one run (as for the annual MLR) with 4
adjusted parameters per proxy. Note that thistismioe confused with the seasonal cycle (harmtenios)
which is treated exactly the same way in both tireual and seasonal formulation of the MLR modelyon
one annual coefficient is adjusted for each harmbniction). Hence, the seasonal MLR is not eqentl
to 4 separate runs. The seasonal MLR takes intmatthe different influence of the geophysicalggsses
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onto G across the seasons, while the annual model is owmmrstrained by the adjustment of year-round
proxies which, hence, induces larger systematarerr

The sentence has been rewritten in the reviseibwets:

“In the seasonal formulation of the MLR model, thain proxies &; X with X;, the regression

norm,j !

coefficient and X the normalized proxy) are split into four seasoninctions (

normj
Xspr X + XgumX normsum T Xtatt X nom fa T Xwint Xnomwine ) that are independently and simultaneously

norm,spr sum

adjusted for each grid cell.”

6/ [L285-288 suggest for clarity not switching the ardethe reported results, in L288 LSt goes finstia
in 291 MUSt is reported first. L302 counteractedcounteracting (this may occur in other places &l w
in the text). L 321 suggest adjusted signal ofgtaxies -> reconstructed proxies. L333 shows umas
typical... L347 MUSt, (remove 'n’). L360 records -alves. L392 deployment ->formation. L414 remove
‘have’. L460 in the case of prolongedl...

Done as suggested.

7/ [L555 | do not see polar trends reaching 2.5 DUfythie MUSt? The trends are positive in the NH pole
but negative over Antarctica, and the scale onlgsgm 2 DU/yr. L560 The authors call out the simitija
between the MUSt and LSt with both showing higlitipegrends at southern polar latitudes, but agatn
the pole the MUSt trend appears negative, thoughtdnds at southern high latitudes are positii@sT
description seems a bit confusing and doesn’t seematch Figure §.

Some cells were indeed characterized by trendssdDR/yr even if the color scale is saturated BXRyr

for clarity. From Fig.8a of the manuscript, one e that the trends in MUSt are positive almost
everywhere, except over Antarctica, with the largedues over the northern polar region and around
Antarctica for the S.H.

“(except over Antarctica)” has been added in thvisesl text to exclude this from the discussion.

Note that the Fig. 8 and the corresponding valisangn the text have been revised to correct g bag
mentioned above.

8/ [L596 an additional _ 7 years. L599 suggest Thedomgquired measurement periods at high latitudes
is due to the larger residuals in the regressias (i.e. largest sigma €) at these latitudes (SgedFa and

b). L613 is there a reason the authors occasioradlitch to DU per decade? If not, | suggest keepibg
per year. At first | could not understand why sadarge value of 15 was used, then | saw it waspet
decade. L623-624 again it seems the increase &h éabne at high southern latitudes is dominatethiey
LSt result over the pole though both layers comtebin the latitude bands surrounding Antarctica,
comparing to the results in Fig.]8.

Done as suggested.

9/ [L652 summer -> austral winter. L674 over Antarct{cemove ‘the’). L696 Salomon -> Solonjon

Done as suggested.

10/ [L686 what makes the negative trends here unreztlisti seems that the large positive trends off the
coast of Antarctica have a similar detection lendtbee that there is a bit more uncertainty infibén the

negative trend region, but to say they are unréiali®quires more specific evidence, such as a feres
showing the failure of the fit. | suggest the ausheither provide more evidence or simply note that
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area of higher negative trends is associated withigher residual from the model. Could it also be
something that is happening in the troposphereithatfecting the total ozone treipd.

“unrealistic” has been replaced by “higher”; Thegka positive trends around Antarctica have a shorte
detection length.

11/ [L705 This is just a suggestion, but to make therjmetation for the reader easier, could the author
provide the relevant IASI mean ozone values (oratiblogical values) so the readers can translaterben
DU/yr and % per dec when comparing results fromeotstudied.

The trend in IASI TOC is now given in %/dec as well

12/ [L766 suggest However, a longer period of IASI mesasants is needed to unequivocally demonstrate
a positive trend in the IASI record. L775 additibneeasurements for the trend to be unequivocalllL78
suggest These results verify the efficacy of timedoeozone depleting substances imposed by thedébnt
Protocol and it's amendments throughout the stialtese... L788 and it likely -> which likely. L807thre
near future. L809 extent -> extdnd

Done as suggested.
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Figure 1. Evolution of estimated linear trend minus the agged uncertainty accounting for the
autocorrelation in the noise residual (DU/yr; ie 86% confidence level) in (a) the total, (b) the™ and
(c) the LSt Q columns, as a function of the covered IASI measerg period ending in December 2017,
with all natural contributions estimated over thi FASI period (2008-2017).
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Figure 2: Evolution of estimated linear trend (DU/yr) in th&t O; columns, over (a) 6-year, (b) 7-year
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period (2008-2017).
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Figure 3: Example of gridded daily time series of @easured by IASI in the LSt over the period 2008-
2017 with all the contributions tos;@ariations adjusted from MLR over the full IASInm removed,
except for the trend (in DU). The significant fdteends calculated over varying time periods feogingle
linear regression are superimposed. The trend salith associated uncertainties (in the 95% confide
level; in DU/yr) are indicated.

19



Autocorrelation in the noise residuals Autocorrelation in the noise residuals

Lag-1 Lag-2 Lag-3 Lag-4 Lag-1 Lag-2 Lag-3 Lag-4
Daily data record over 2008-2017 Monthly data record over 2008-2017

Figure 4. Latitudinal distribution of the lag-1 to -4 autaoelation terms in the noise residuals when fitting
a daily mean (left panel)sa monthly mean (right panel) record in the MUS¢ro2008-2017.
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Figure 5: Global distributions of the annual regression dogit estimates (in DU) for the 1-yr
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Figure 6. Same as Fig.7 of the paper for the austral sppegods (SON) in LSt, with,
superimposed, thes20s variability due to variations in VPSC from the seaal MLR without
EPF (dark green).
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List of relevant changes made in the manuscript:

Title:

“Is the recovery of stratospheric O3 speeding up in the Southern Hemisphere? An evaluation from
the first IASI decadal record”

Abstract:

L. 14: “(MUSt; <25hPa)”

L. 40-41: “Additional years of IASI measurements would, however, be required to confirm the O3
change rates observed in the stratospheric layers over the last years.”

Introduction:

L. 48-56: “In the 1980s, the scientific community motivated decision-makers to regulate the use
of chlorofluorocarbons (CFCs), after the unexpected discovery of the springtime Antarctic ozone
hole (Chubachi, 1984; Farman et al., 1985) that was suspected to be induced by continued use of
CFCs (Molina and Rowland, 1974; Crutzen, 1974); The Os depletion was later verified from
measurements at other Antarctic sites (e.g. Farmer et al., 1987) and from satellite observations
(Stolarski et al., 1986), and explained by the role of CFC’s on the massive destruction of O3
following heterogeneous reactions on the surface of polar stratospheric clouds (Solomon, 1986;
1999 and references therein).”

Section 2.1:

L. 185-187: “The estimated amplitude of the jump is found to be relatively small in comparison to
that of the decadal trends derived in Section 4, hence, it cannot explain the tendency in the IASI
dataset. Therefore, the jump is not taken into account in the MLR.”

Section 2.2

L. 200-213: “we have applied to the 2.5°x2.5° gridded daily MUSt and LSt O; time series, a MLR
model that is similar to that previously developed for tropospheric Os studies from IASI (see
Wespes et al., 2017; 2018) but here adapted to fit the stratospheric variations:

O,() = Cst+ x., Orenck [ altos(w b+ psin(@ |+ x X, (e (3 @

where t is the number of days, X, is the trend coefficient in the data, w = 21m/365.25, an,bn,Xj

are the regression coefficients of the seasonal and non-seasonal variables and g(t) is the residual

variation (assumed to be autoregressive with time lag of 1 day). X ., are the m chosen

explanatory variables, commonly called “proxies”, which are normalized over the study period
(2008 — 2017) with:

Xnorm(t) = 2[X(t) - Xmedian]/[xmax - Xmin] (2)”
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- L. 286-289: “In the seasonal formulation of the MLR model, the main proxies ( X; X with X;

norm,j ’

the regression coefficient and X the normalized proxy) are split into four seasonal functions

norm,

(XSPTX +X X + Xfall Xnorm,fall + Xwintxnorm,wint) that are indEpendently and

norm,spr sum® " normsum

simultaneously adjusted for each grid cell (Wespes et al., 2017).”

Section 3:
- L. 388-389: “... while it enhances the O3 destruction in the MUSt through NOy catalysed cycles,...”

- L.419-422: “Furthermore, given the annual oscillations in EPF, compensation by the 1-yr harmonic
term (eq. 1, Section 2) is found, but it remains weaker than the EPF contribution (data not shown),
in particular at high latitudes where the EPF contribution is the largest.”

- L. 429-432: “The strong VPSC influence found at high northern latitudes in fall (Fig. 7a) are due to
compensation effects with EPF as pointed out above and verified from sensitivity tests (not
shown).”

Section 4.1:
- L.576-577: “...the MUSt shows significant positive trends larger than 1 DU/yr poleward of ~35°N/S
(except over Antarctica).”

- L. 625-627: “The longer required measurement period at high latitudes is due to the larger noise
residuals in the regression fits (i.e. largest J,) at these latitudes (see Fig.4 a and b).”

Section 4.2:
- L. 650-652: “In addition, the increase in total Oz at high southern latitudes is dominated by the
LSt, although both layers positively contribute around Antarctica, comparing to the trend
distributions in Fig. 8.”

Section 4.3:

- L. 677-680: “Here we investigate the respective contributions of the LSt and the MUSt to the TOC
recovery over the Southern latitudes during spring and also during winter when the minima in O3
levels occur in the MUSt (down to ~60 DU in polar regions), in comparison with the Northern
latitudes.”

Section 4.4:

- L. 743-747: “The linear trend term only is adjusted over variable measurement periods that all
end in December 2017, by using a single linear iteratively reweighted least squares regression
applied on gridded daily IASI time series after all the sources of natural variability fitted over the
full 1ASI period are removed (typical examples of linear trend adjustment can be found in the Fig.
S2 of the supplementary materials).”

- L. 747-750: “The discontinuity found in the MUSt IASI O3 records on September 2010 (see Section

2.1) is not taken into account in the regression; hence, it might over-represent the trends
estimated over periods that start before the jump (i.e. 2008-2017, 2009-2017, 2010-2017).”
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- L. 750-753: “The zonally averaged results are displayed in Fig. 12 for the statistically significant
total, MUSt and LSt O3 trends and their associated uncertainty (accounting for the autocorrelation
in the noise residuals; in the 95% confidence level) estimated from an annual regression.”

- L.769-773: “Overall, the larger annual significant trend amplitudes derived over the last few years
of total, MUSt and LSt O3 measurements, compared with those derived from the whole studied
period (Sections 4.1 and 4.2) and from earlier studies, translate to trends that remain detectable
over the increasing uncertainty associated to the shorter and shorter time segments (see Fig. S3
of the supplementary materials), especially in both LSt and total O; in the S.H.”

- L. 775-781: “Nevertheless, we calculated that additional years of IASI measurements would help
in confirming the changes in O; recovery and decline over the IASI period (e.g. ~ 4 additional years
are required to verify the trends calculated over the 2015-2017 segment in the highest latitudes
in LSt). In addition, a longer measurement period would be useful to derive trends over successive
segments of same length that are long enough to reduce the uncertainty, in order to make the
trend and its associated uncertainty more comparable across the fit.”

Conclusion:
- L. 837-839: “Even if the acceleration cannot be categorically confirmed yet, it is of particular
urgency to understand its causes for apprehending its possible impact on the O; layer and on
future climate changes.”

- L.842-843: “... which translate to trend values that would be categorically detectable in the next
few years on an annual basis.”

Table 1:

- EPF: “Vertical component of Eliassen-Palm flux crossing 100 hPa, averaged over 45°-75° for each
hemisphere and accumulated over the 3 or 12 last months depending on the time period and the
latitude (see text for more details) (daily)”

- PVandGEO: “... (2.5°x2.5° gridded) ...”

Throughout the manuscript:

- The absolute bars are now only used when discussing the detectability of a specified trend (i.e.
when the trend can be of both positive and negative values); in other cases, the sign is specified.

- Figures 8 to 12 have been corrected. Hence, the values referring to these figures have been
changed accordingly in the revised text.

References:
- L.1155-1156: “Farmer, C. B., G. C. Toon, P. W. Shaper, J. F. Blavier, and L. L. Lowes, Stratospheric
trace gases in the spring 1986 Antarctic atmosphere, Nature, 329, 126-130, 1987.”

- L. 1404-1405: “Solomon, S., R. R. Garcia, F. S. Rowland, and D. J. Wuebbles, On the depletion of
Antarctic zone, Nature, 321, 755-758, 1986.”
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- L. 1422-1424: “Stolarski, R. S., A. J. Krueger, M. R. Schoeberl, R. D. Mc-Peters, P. A. Newman, and
J. C. Alpert, Nimbus 7 satellite measurements of the springtime Antarctic ozone decrease, Nature,
322,808-811, 1986.“

- L.1489-1492: “Weber, M., Dikty, S., Burrows, J. P., Garny, H., Dameris, M., Kubin, A., Abalichin, J.,
and Langematz, U.: The Brewer-Dobson circulation and total ozone from seasonal to decadal time
scales, Atmos. Chem. Phys., 11, 11221-11235, https://doi.org/10.5194/acp-11-11221-2011,
2011.”

Supplementary Materials:

- Figures S2 and S3 with their associated description have been added in the Supplement.
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Istherecovery of stratospheric Os speeding up in the Southern Hemispher ?
An evaluation from thefirst |AS|I decadal record
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Abstract

In this paper, we present the global fingerprintexfent changes in the mid-upper stratospheric
(MUSt; <=25hPa) ozone (§) in comparison with the lower stratospheric (LB50-25 hPa) @
derived from the first 10 years of the IASI/Metopsatellite measurements (January 2008 —
December 2017). The IASI instrument provides vatyeresolved Q@ profiles with very high
spatial and temporal (twice daily) samplings, alloggvto monitor @ changes in these two
regions of the stratosphere. By applying multiviari@gression models with adapted geophysical
proxies on daily mean {dime series, we discriminate anthropogenic trénal® various modes

of natural variability, such as the El Nifio/South@scillation — ENSO. The representativeness
of the Q response to its natural drivers is first examin®de important finding relies on a
pronounced contrast between a positive LStré€3ponse to ENSO in the extra-tropics and a
negative one in the tropics, with a delay of 3 rhantwhich supports a stratospheric pathway for
the ENSO influence on lower stratospheric and tspperic Q. In terms of trends, we find an
unequivocal @recovery from the available period of measurementginter/spring at mid-high
latitudes for the two stratospheric layers sourtgetASI (>~35°N/S in the MUSt and >~45°S in
the LSt) as well as in the total columns at southatitudes (>~45°S) where the increase reaches
its maximum. These results confirm the effectivened the Montreal protocol and its
amendments, and represent the first detectionsgjraficant recovery of @concurrently in the
lower, in the mid-upper stratosphere and in thaltcblumn from one single satellite dataset. A
significant decline in @ at northern mid-latitudes in the LSt is also degdc especially in
winter/spring of the northern hemisphere. Givennteracting trends in LSt and MUSt at these
latitudes, the decline is not categorical in ta@al When freezing the regression coefficients
determined for each natural driver over the whél8llperiod but adjusting a trend, we calculate
a significant speeding up in the; @sponse to the decline ot @epleting substances (ODS) in
the total column, in the LSt anihto a lesser extent, in the MUSt, at high southeiituldes over
the yearResults also show-agmall significant acceleration of thes@ecline at northern mid-
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latitudes in the LSt and in the total colunsralse—highlightedover the last years. That,
specifically, needs urgent investigation for id&mtg its exact origin and apprehending its
impact on climate changédditional years of IASI measurements would, hogrewe required
to confirm the @ change rates observed in the stratospheric |ayensthe last years.

1 Introduction

Ozone is a key radiatively active gas of the Eatthosphere, in both the troposphere and the
stratosphere. While, in the troposphere; &rts as a strong pollutant and an important
greenhouse gas, in the stratosphere and, morearty, in the middle-low stratosphere, it
forms a protective layer for life on Earth agaihsirmful solar radiation. In the 1980s, the
scientific community motivated decision-makers tgulate the use ofhlorofluorocarbons
(CECs)cFCsafter the unexpected discovery of ggingtimeAntarctic ozone hole (Chubachi,
1984; Farman et al., 1985)hat was suspected to bmduced by continued use of
chloerefluorecarbens@FCs (Molina and Rowland, 1974; Crutzen, 1974he & depletion was
later verified from measurements at other Antarsites (e.qg. Farmer et al., 1987) and from
satellite observations (Stolarski et al., 19863 aerplained by theFhese-latterare-at-the-erifin o
role of CFC’s orthe massive destruction o @llowing heterogeneous reactions on the surface
of polar stratospheric cloudsSdlomon, 1986 —Selemer999 and references therginThe
world’s nations reacted to that human-caused wadewproblem by ratifying the International
Vienna Convention for the Protection of the Ozomgdr in 1985 and the Montreal Protocol in
1987 with its later amendments, which forced thegpessive banning of these ozone depleting
substances (ODS) in industrial applications byye&f90s with a total phase-out of the most
harmful CFCs by the year 2000.

Ozone is very sensitive to changes in {photo-)chami therefore aArecovery from @

depletion is expected in response to the Montreatool and its amendments, but with a
delayed period due to the long residence time fdaabons in the atmosphere (Hofmann et al.,
1997; Dhomse el al., 2006; WMO, 2007; 2011). Thelide inof CFCsin the stratosphereas
only initiated about 10 years after their phasing (@nderson et al., 2000; Newman et al., 2006;
Solomon et al., 2006 ; Mader et al., 2010; WMO,2@014). The early signs of ozone response
to that decline wereenfirmed- identifiedin several studies that reported first a slowdown i
stratospheric ozone depletion (e.g. Newchurch .et2803; Yang et al., 2008), followed by a
leveling off of upper stratospheric (e.g. WMO, 2pand total @ (e.g. WMO, 2011; Shepherd et
al., 2014) depletion since the 2000’s. A significanset of recovery was identified later for
upper stratospheric 0e.g. WMO, 2014; 2018; Harris et al., 2015). Oalyew studies have
shown evidence for increasing total columfi®polar regios during springtime (e.g. Salby et
al., 2011; Kuttippurath et al., 2013; Shepherdlgt2D14; Solomon et al., 2016Mo-reliable
e BT

Statistically significant long-term recovery in @t0s; column (TOC) on a global scale has not
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yet been observedikely because of counteracting trends in thdéedént vertical atmospheric
layers. Ball et al. (2018) have found that a carntig O; decline prevails in the losv
stratosphere since 1998, leading to a slower iser@atotal @ than expected from the effective
equivalent stratospheric chlorine (EESC) decred$mwever, the reported decline is not
reproduced by the state-of-the-art models andx&ctereasons are still unknown (Ball et al.,
2018). Wargan et al. (2018) an@alytska et al. (2019) recentbuggested reportethat the
decline in_the extratropical lower stratosphere and trdpicéd-stratospheras dynamically
controlled by variations in the tropical upwelling.

Although recent papers based on observational elstasid statistical approaches agree that we
currently progress towards an emergence into omxwvery (e.g. Pawson et al., 2014; Harris et
al., 2015; Steinbrecht et al., 2017; Sofieva et2017; Ball et al., 2018; Weber et al., 2018),
trend magnitude and trend significance over thelevbtratosphere substantially differ from one
study to another and, consequently, they aresiliject touncertainty-centrovers(Keeble et

al., 2018). A clear identification of the onset @f recovery is verysensitive_difficultdue to
concurrent sources of s(luctuations (e.g. Reinsel et al., 2005; WMO, 20@011). They
include: changes in solar ultraviolet irradianae atmospheric circulation patterns such as the
guasi-biennial oscillation (QBO; Baldwin et al.,®) and the El Nifio—Southern Oscillation
(ENSO; e.g. Randel et al., 2009), in temperatur€®DS emissions and volcanic eruptions (e.g.
Mt Pinatubo in 1991 and Calbuco in 2015) with tHeedbacks on stratospheric temperature and
dynamics (e.g. Jonsson et al., 2004). Furtherntbeedifferences in vertical/spatial resolution
and in retrieval methodologies (inducing biasegssible instrumental degradations (inducing
drifts), and use of merged datasets into compgqditedy explain part of the trend divergence
between various studies. Merging may be performredeseasonalized anomalies, which offers
the advantage of removing instrumental biases leriviiee individual data records (Sofieva et
al., 2017) but large differences remain in anomallpues between the independent datasets, as
well as large instrumental drifts and drift uncerta estimates that prevent deriving statistically
accurate trends (Harris et al., 2015; Hubert ePall6).

In this context, there is a pressing need for Idagation, high-density and homogenized O
profile dataset to assess significarg €hanges in different parts of the stratosphere thed
contributions to the total O

In this paper, we exploit the high frequency (dad#yd spatial coverage of the IASI satellite
dataset over the first decade of the mission (Jg2@08 — December 2017) to determine global
patterns of reliable trends in the stratospheri¢ récords, separately in the Mid-Upper
Stratosphere (MUSt) and the Lower Stratosphere)(031is study is built on previous analysis
of stratospheric ®trends from IASI, estimated on latitudinal avesmgeer a shorter period

(2008-2013) (Wespes et al., 2016). A multivariatedr regression (MLR) model (annual and

seasonal formulations) that is similar to that presly used for troposphericzGtudies from
3
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IASI (Wespes et al., 2017; 2018), but adapted faréhe stratosphere with appropriate drivers,
is appliedento gridded daily mean £time series in the MUSt and the LSt. The MLR madel
evaluated in terms of its performance a¥fdts ability to capture the observed variability in
Section 2, in terms of representativeness efd@vers in Section 3 and in terms of adjusted
trends in Section 4. The minimum numbers of yedrBA81 measurements that is required to
indeed detect the adjusted trends from MLR in e layers is also estimated in Section 4 that
ends with an evaluation of the trends detectabfmlar winter and spring and with an evaluation
of a speeding up in thes@hanges.

2 Dataset and methodology
2.11ASl Oz data

The Infrared Atmospheric Sounding Interferomet&d]l) is a nadir-viewing Fourier transform
spectrometer designed to measure the thermal éaframission of the Earth-atmosphere system
between 645 and 2760 chmMeasurements are taken from the polar sun-synoli orbiting
meteorological Metop series of satellites, everk®0along the track of the satellite at nadir and
over a swath of 2200 km across track. With mora thé orbits a day and a field of view of four
simultaneous footprints of 12 km at nadir, IASI yides global coverage of the Earth twice a
day at about 09:30 AM and PM mean local solar time.

The Metop program consists of a series of threatica satellites successively launched to
ensure homogenous measurements covering more thaeals. Metop-A and —B have been
successively launched in October 2006 and Septe(iE?2. The third and last satellite was
launched in November 2018 onboard Metop-C. In &mldito its exceptional spatio-temporal
coverage, IASI also provides good spectral resmhuéind low radiometric noise, which allows
the measurement of a series of gas-phase spealeaeaosols globally (e.g. Clerbaux et al.,
2009; Hilton et al., 2012; Clarisse et al., 2018).

For this study, we use thes@rofiles retrieved by the Fast Optimal RetrievaisLayers for IASI
(FORLI-Og3; version 20151001) near-real time processing chetiug at ULB (See Hurtmans et
al, 2012 for a description of the retrieval paranetand the FORLI performances). The FORLI
algorithm relies on a fast radiative transfer ancktaeval methodology based on the Optimal
Estimation Method (Rodgers, 2000) that requiresriaripinformation (a priori profile and
associated variance-covariance matrix). The FORL&Qriori consists of one single profile and
one covariance matrix built from the global Logaatsbw/McPeters climatology (McPeters et
al., 2007). The profiles are retrieved on a unifdrikm vertical grid on 41 layers from surface to
40 km with an extra layer from 40 km to the topghs atmosphere considered at 60 km. Previous
characterization of the FORLIsOprofiles (Wespes et al., 2016) have demonstratepa
vertical sensitivity of IASI to the ©@measurement with up to 4 independent levels afrmétion
4
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on the vertical profile in the troposphere and st@tosphere (MUSt; LSt; upper troposphere-
lower stratosphere — UTLS — 300-150 hPa; middledmposphere — MLT — below 300 hPa).
The two stratospheric layers that show distincipaterns of @ distributions over the IASI
decade (Fig. 1a) are characterized by high seitgifioOFS > 0.85; Fig. 1b) and low total
retrieval errors (<5%; see Hurtmans et al., 2012sjés et al., 2016). The decorrelation between
the MUSt and the LSt is further evidenced in Fid.that shows low correlation coefficients (<
0.4) between the mean absolute deseasonalized hesifas calculated in Wespes et al., 2017)
in the two layers (Fig. 1c). Note that the highestrelation coefficients over the Antarctic (~0.4)
are due to the smaller vertical sensitivity of tA&lI measurements over cold surface (Clerbaux
et al., 2009). The latest validation exercisestier FORLI-Q product have demonstrated a high
degree of precision with excellent consistency ketwthe measurements taken from the two
IASI instruments on Metop-A and -B, as well as adjalegree of accuracy with biases lower
than 20% in the stratospheric layers (Boynard .eRall8; Keppens et al. 2017). Thanks to these
good IASI-FORLI performances, large-scale dynammcaties of @variations and long-termz0
changes can be differentiated in the four retrielaers (Wespes et al.,, 2016). The recent
validations have, however, reported a drift in MidSt FORLI-Os time series from comparison
with Oz sondes in the northern hemisphere (N.H.) (-3.58B3®U.decadé on average over
2008-2016; Boynard et al., 2018) that was suggestedsult from a pronounced discontinuity
(“jump”) rather than from a progressive change.tl@mr comparisons with CTM simulations
from the Belgian Assimilation System for ChemicdigBrvations (BASCOE; Chabrillat et al.,
2018; Errera et al.,, 2019) confirm this jump thacwred on 15 September 2010 over all
latitudes (see Fig. S1 of the supplementary mds$gridhe discontinuity is suspected to result
from updates in level-2 temperature data from Egatdhat are used as inputs into FORLI (see
Hurtmans et al., 2012). Hence, the apparent diforted by Boynard et al. (2018) likely results
from the jumpand-centrasts—with rather than fraanprogressive “instrumental” drift. This is
verified by the absence of drift in thes ®me series after the jump (non-significant doft-
0.38+2.24 DU.decadeon average over October 2010 — May 2017; adapted Boynard et al.,
2018). This is in line with the excellent stabildfthe IASI Level-1 radiances over the full IASI
period (Buffet et al., 2016). From the IASI-BASC@Bmparisons, the amplitude of the jump
has been estimated as lower than 2.0 DU in the-&5 latitude band and 4.0 DU in the 55°—
90° latitude band of each hemisphere. EHect estimated amplituds the jumpis found to be

relatively small in comparison to that of the demladn-the—caleulation—of-significaritends

derived in Section-&-feund-small-enough-{o , hence, it canexylain the éndency in the IASI
datasetrendtT herefore this-estimatedthpump is not taken into account in the MLR. The jum

values will be, however, considered in the disaussif the Q trends (Section 4).

Finally, the present study only uses the daytimasuements (defined with a solar zenith angle
to the sun < 83°) from the IASI-A (aboard Metop4Agtrument that fully covers the first decade
of the IASI mission. The daytime measurements hegacterized by a higher vertical sensitivity

(e.g. Clerbaux et al., 2009). Quality flags develbm previous IASI studies (e.g. Boynard et al.,
5
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2018) were applied a posteriori to exclude datdn\&itpoor spectral fit, with less reliability or
with cloud contamination.

2.2 Multivariate regression model

In erder an effortto unambiguously discriminate anthropogenic tremd€s levels from the
various modes of natural variability (illustratelblgally in Fig.1c as deseasonalized anomalies),
we have applied to thi25°x2.5° griddedlaily MUSt and LSt @time series, a MLR model that
is similar to that previously developed for troplespc G studies from IASI (se&g—1-and-2-in
Wespes et al., 2017; 2018) but here adapted tiodfistratospheric variations

O,(t) = Cst+ x_, Otrend+ Y _ [ altos(w }+ pisin(@ §+Zm: X Xm i (Fe () @

j=2

1My A S

wheret is the number of days is the trend coefficient in the data= 21/365.25,4a,,b,, X, are

the regression coefficients of the seasonal andseasonal variables antt) is the residual
variation (assumed to be autoregressive with tiag of 1 day)X are them chosen

norm, j

explanatory variables, commonly called “proxieshigh are normalized over the study period
(2008 — 2017) with:

Xnorm(t) = Z[X(t) - Xmedian] /[Xmax - Xmin] (2)

In addition to harmonic terms that represent the and 6-month variations, the MLR model
includes the anthropogenic @sponse through a linear trend (LT) term and afsexplanatery
variables-{commeonly-callegpfoxies) to parameterize the geophysical processes infingrhbe
abundance of ©in the stratosphere. The MLR uses an iterativpvate backward elimination
approach to retain, at the end of the iteratidms,nhost relevant proxies (with a 95% confidence
level) explaining the @variations (e.g. Mader et al., 2007). Table 1sliste selected proxies,
their sources and their temporal resolutions. Trexips describe the influence of the Quasi-
Biennial Oscillation (QBO; visible from the deseaatized anomaly maps in Fig.1lc with a
typical band-like pattern around the Equator) ahP@ and 30 hPa, of the North Atlantic and the
Antarctic Oscillations (NAO and AAO), of the El NifSouthern Oscillation (ENSO), of the
volcanic aerosols (AERO) injected into the stratesp, of the strength of the Brewer-Dobson
circulation (BDC) with the Eliassen-Palm flux (ERPBJ the polar @loss driven by the volume
of polar stratospheric clouds (VPSC), of the trauege height variation with the geopotential
height (GEO) and ofhe mixing of tropospheric and stratospheric air masgiéls the potential
vorticity (PV). The main proxies in terms of thanfluence on @ are illustrated in Fig. 2 over
the period of the IASI mission. The constructiontled EPF, VPSC and AERO proxies, which
6
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are specifically used in this study, is explainextelafter, while the description of the other
proxies can be found in previous IASI studies (Wssgt al., 2016; 2017).

The EPF proxy consists of the normalized upwardpmment of the EP flux crossing 100 hPa
and spatially averaged over the 45°-75° latitudadbfor each hemisphere. The fluxes are
calculated from the NCEP/NCAR 2.5°x2.5° griddediydaeanalysis (Kalnay et al., 1996) over
the IASI decade. The VPSC proxy is based on thenpiad volume of PSCs given by the volume
of air below the formation temperature of nitriacatrihydrate (NAT) over 60°-90° north and
south and calculated from the ERA-Interim reanalysid from the MLS climatology of nitric
acid (1. Wohltmann, private communication; Wohltmagt al., 2007; and references therein).
The PSC volume is multiplied by the EESC to accolantthe changes in the amount of
inorganic stratospheric chlorine that activatespblar ozone loss. Thes®uild-up and the polar
Os loss are highly correlated with wintertime accuatedl EP flux and PSC volume, respectively
(Fusco and Salby, 1999; Randel et al., 2002; Faeland Shepherd, 2003 and Rex et al., 2004).
These cumulative EP flux and PSC effects arieels are taken into account by integrating the
EPF and VPSC proxies over time with a specific egmbial decay time according to the
formalism of Brunner et al. (2006; see Eq. 4). e the relaxation time scale to 3 months
everywhere, except during the wintertime build-inage of @in the extratropics (from October
to March in the N.H. and from April to Septembetrthe southern hemisphere - S.H.) when it is
set to 12 months. Fd&EFPEPF: it accounts for the slower relaxation time ofrakbpical Q in
winter due to its longer photochemical lifetime.rPéPSC, the 12-month relaxation time
accounts for a stronger effect of stratospheriaioleoon spring @levels: the maximum of the
accumulated VPSC (Fig. 2) coincides with the maximextent of Q@ hole that develops during
springtime and that lasts until November. Note tt@trelations between VPSC and EPF are
possible since the same method is used to buiketibamulative proxies. VPSC and EPF are
also dynamically anti-correlated to some extentesia strong BDC is connected with warm
polar stratospheric temperatures and, hence, rddR8€ volume (e.g. Wohltmann et al., 2007).

The AERO proxy is derived from aerosol optical de@tOD) of sulfuric acid only. That proxy
consists of latitudinally averaged (22.5°N-90°N ERO-N, 22.5°S-90°S — AERO-S and 22.5°S-
22.5°N — AERO-EQ) extinction coefficients at 12 calculated from merged aerosol datasets
(SAGE, SAM, CALIPSO, OSIRIS, 2D-model-simulationda®hotometer; Thomason et al.,
2018) and vertically integrated over the two IAShtospheric @ columns (AERO-MUSt and
AERO-LSt). Fig.2 shows the AERO proxies (AERO-N,REB-S and AERO-EQq) corresponding
to the AOD over the whole stratosphere (150-2 hRdile Fig.3 represents the latitudinal
distribution of the volcanic sulfuric acid extinmti coefficients integrated over the whole
stratosphere (top panel) and, separately, oveMb&t (middle panel) and the LSt (bottom
panel) from 2005 to 2017. The AOD distributionsigade the need for considering one specific
AERO proxy for each latitudinal band (AERO-N, AERSDand AERO-Eq) and for each vertical

layer (AERO-MUSt and AERO-LSt). Note that, as ateralative proxy to AERO, the surface
7
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area density of ambient aerosol, that represergsatdrosol surface available for chemical
reactions, has been tested, giving similar results.

Note also that, similarly to what has already bfeemd for tropospheric &from IASI (Wespes
et al., 2016), several time-lags for ENSO (1-,13d &-month lags; namely, ENSO-lagl, ENSO-
lag3 and ENSO-lag5) are also included in the MLRleido account for a possible delay in the
Os response to ENSO at high latitudes.

Finally, autocorrelation in the noise residadt) (see Eq. 1 in Wespes et al., 2016) is accaunte
for in the MLR analysis with time lag of one dayyield the correct estimated standard errors
for the regression coefficients. They are estimétech the covariance matrix of the regression
coefficients and corrected at the end of the ineggbrocess by the autocorrelation of the noise
residual. The regression coefficients are consdlsmgnificant if they fall in the 95% confidence
level (defined by & level).

In the seasonalormulation of theMLR_mode| the main proxies X; X with x;, the

norm,j ?

regression coefficient andX ., the normalized proxy) areplit replaced—by intofour
explanatory——varigblesseasonal functions

( XsprX X X + Xfall xnorm, fall + Xwint Xnorm,wint ) that are independentlv and

normspr © Ksum”™ normsum
simultaneously adjusteidr each grid cellgee-Section-2.2-illVespes et al., 2017). Hence, the
seasonal MLR adjusts 4 coefficients (instead of on¢he annual MLR) to account for the
seasonal ®response to changes in the proxy. If that metheaida to over-constrain the
adjustment by the year-round proxies and, henceices the systematic errors, the smaller daily
data points covered by the seasonal proxies tit@ntdaa lower significance of these proxies.
This is particularly true for EPF and VPSC that pemsate each other by construction. As a
consequence, the annual MLR is performed firshig $tudy and, then, complemented with the
seasonal one when it is found helpful for furtheeipreting the observations.

Figure 4 shows the latitudinal distributions of tecolumns in the two stratospheric layers over
the IASI decade (first panels in Fig.4 a and b)wa#l as those simulated by the annual MLR
regression model (second panels) along with theessgpn residuals (third panels). The root
mean square erroRMSH of the regression residual and the contributibthe MLR model into

Fitted_mode|
the IASI G variations (calculated ag(of* (t))

a(0,®)
to the regression model and to the IASI time sebhestom panels) are also represented (bottom
panels). The results indicate that the model regres ~25-85% and ~35-95% of the daily O
variations captured by IASI in the MUSt and the ,u$spectively, and that the residual errors
are generally lower than 10% everywhere for the layers, except for the spring @ole region

whereo is the standard deviation relative

8
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in the LSt. TheRMSEtrelative to the IASI @time series are lower thdb20 DU and2045DU

at global scale in th&lUStLSt and theLStMUSY, respectively, except around the S.H. polar
vortex in the LSt (~30 DU). On a seasonal basgu(g not shown), the results are only slightly
improved: the model explains from ~35-90% and ~B%9of the annual variations and the
RMSEare lower than ~12 DU and ~23 DU everywhere, e\MUSt and the LSt, respectively.
These results verify that the MLR models (annuadl aeasonal) reproduce well the time
evolution of Q over the IASI decade in the two stratosphericrisygnd, hence, that they can be
used to identify and quantify the main @rivers in these two layers (see Section 3).

The MLR model has also been tested on nighttime IH@R measurements only and
simultaneously with daytime measurements, butrégsslted in a lower quality fit, especially in
the MUSt over the polar regions. This is due to sheller vertical sensitivity of IASI during
nighttime measurements, especially over cold sarfadich causes larger correlations between
stratospheric and tropospheric layers (e.g. 40-60%%gh northern latitudes versus ~10-20% for
daytime measurements based on deseasonalized @&s)mahd, hence, which mixes
counteradghged processes from these two layers. For this reamdy,the results for the MLR
performed on daytime measurements are presentedisoubssed in this paper.

3 Driversof Oz natural variations

Ascribing a recovery in stratospheric @ a decline in stratospheric halogen speciesinesju
first identifying and quantifying natural cyclesathmay produce trend-like segments in the O
time series, in order to prevent any misinterpretadf those segments as signs afr€covery.
The MLR analysis performed in Section 2.2 that ¥easd to give a good representation of the
MUSt and LSt @ records shows distinctive relevant patterns feritidividual proxies retained
in the regression procedure, as represented inSrighe fitted drivers are characterized by
significant regional differences in their regresstmefficients with regions of in-phase relation
(positive coefficients) or out-of-phase relatioregative coefficients) with respect to the IASI
stratospheric @anomalies. The areas of significant drivers (iea #5% confidence limit) are
surrounded by non-significant cells when accountorghe autocorrelation in the noise residual.
Figures 6 a and b respectively represent the datitl distribution- average®f the fitted
regression coefficients for th&gnificant proxies showing latitudinal variation only in thes O
response (namely, QBO, EPF, VPSC, AERO and ENS@p#hthe contribution of these drivers
into the Q variability (calculated as the product of the “ariability of each proxy by its
corresponding fitted coefficient, i.e. the 2ariability of theadjusted-signal-ef-thereconstructed
proxies). The @ Oz variability in the IASI measurements and in thiéefi MLR model are also
represented (black and grey lines, respectiveigure 7 displays the same results as Fig. 6b but
for the austral spring and winter periods only rigdihe seasonal MLR).
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The PV and GEO proxies are generally minor comptnénot shown here) with relative
contributions smaller than 10% and large standenxats(>80%), except in the tropics where the
contribution for GEO reaches 40% in the LSt duéhetropopause height variation. Each other
adjusted proxy (QBO, SF, EPF, VPSC, AERO, ENSO, NA@l AAO) is an important
contributor to the @variations, depending on the layer, region, ardce as described next:

1. QBO - The QBO at 10hPa and 30hPa are importantibatdrs around the Equator for

the two stratospheric layers. It shows aga typical band-like pattern of high positive
coefficients confined equatorward of ~15°N/S whitie QBO is known to be a dominant
dynamical modulation force associated with strongvective anomalies (e.g. Randel
and Wu, 1996; Tian et al., 2006; Witte et al., 2008 that latitude band, QBO10 and
QBO30 explain up to ~8 DU and ~5 DU, respectivelythe MUSt and LSt yearly ©
variations (see Fig. 5 and 6b; i.e. relative cdwiibns up to ~50% and ~40% for
QBO10/30 in MUSt and LSt Hrespectively). The QBO is also influencing @riations
poleward of 60°N/S with a weaker correlation betw&e and equatorial wind anomalies
as well as in the sub-tropics with an out-of-ph&smsition. That pole-to-pole QBO
influence results from the QBO-modulation of exi@pical waves and its interaction
with the BDC (e.g. Fusco and Salby, 1999). A prowaa seasonal dependence is
observed in the out-of-phase sub-tropical @domalies in the MUSt, with the highest
amplitude oscillating between the hemispheres @ir ttespective winter (~5 DU of O
variations explained by QB0O10/30 at ~20°S during aad at ~20°N during DJF; see
Fig. 7b for the JJA period in the MUSthe DJF period is not shown), which is in
agreement with Randel and Wu (1996). The amplitofddaie QBO signal is found to be
stronger for QBO30 than for QBO10 in the LSt, whishin good agreement with studies
from other instruments for the totak (®.g. Baldwin et al., 2001; Steinbrecht et alQ&0
Frossard et al., 2013; Coldewey-Egbers et al., p@hd from IASI in the troposphere
(Wespes et al., 2017). The smaller amplitude efr€sponse to QBO10 in the LSt
compared to the MUSt is again in agreement witlviptes studies that reported changes
in phase of the QBO10 response as a function ibfi@dt with a positive response in the
upper stratosphere and destructive interferent¢leemid-low stratosphere (Chipperfield
et al., 1994; Brunner et al., 2006).

. SF - In the MUSt layer, the solar cycle @sponse is one of the strongest contributors

and explains globally between ~2 and 15 DU of iaggh@ variations (i.e. higher ©
records valueduring maximum solar irradiance) with the largestpltude over the
highest latitude regions (see Fig. 5; relative gbation up to ~20%). The solar influence
in LSt is more complex with regions of in-phase and-of-phase @ variations. The
impact of solar variability on stratospherie @bundance is due to a combination of
processes: a modification in the @roduction rates in the upper stratosphere indbged

changes in spectral solar irradiance (e.g. Brasstewl., 1993), the transport of solar
10
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proton event-produced NOrom the mesosphere down to the mid-low stratosphe
where it decreases active chlorine and bromine laewice, @ destruction (e.g. Jackman
et al., 2000; Hood and Soukharev, 2006; and reteethereinjvhile it enhances thesO
destruction in the MUSt through NQratalysed cyclesand its impact on the lower
stratospheric dynamics including the QBO (e.g. Hebdl., 1997; Zerefos et al., 1997;
Kodera and Kuroda, 2002; Hood and Soukharev, 2808kharev and Hood, 2006). As
for the QBO, the strong SF dependence at polatudks in the LSt with zonal
asymmetry in the ©response reflects the influence of the polar wosieength and of
stratospheric warmings, and are in good agreemigmtprevious results (e.g. Hood et al.,
1997; Zerefos et al., 1997; Labitzke and van Lod899; Steinbrecht et al., 2003;
Coldewey-Egbers et al., 2014). It is also wortkimgthat because only one solar cycle
is covered, the QBO and SF effects could not bepbetely separated because they have
a strong interaction (McCormack et al., 2007).

. EPF - The vertical component of the planetary wBliassen-Palm flux entering the

lower stratosphere corresponds to the divergentkeotvave momentum that drives the
meridional residual Brewer-Dobson circulation. breement with previous studies (e.g.
Fusco and Salby, 1999; Randel et al., 2002; Bruehel., 2006 Weber et al., 2001
fluctuations in the BDC are shown to cause charayestratospheric ©distribution
observed from IASI: EPF largely positively contribs to the LSt ©variations at high
latitudes of both hemispheres where i©® accumulated because of its long chemical
lifetime, with amplitude ranging between ~20 an® TJ (see Fig. 5 and 6; i.e. relative
contribution of ~35-150%). The influence of the Ed¥€reases at lower latitudes where a
stronger circulation induces more @ansported from the tropics to middle-high |ladis
and, hence, a decrease inlévels particularly below 20 km (Brunner et al00B). The
influence of EP fluxes in the Arctic is the smallessummer (see Fig.7; <~35 Di$~70

DU in fall; the two other seasons are not showrg thuthe later @build-up in polar
vortices. In the S.H., because of tHepleymentformationof the @ hole, the EP
influence is smaller than in the N.H. and the seabkwariations are less marked. In the
MUSt, the Q response attributed to variations in EPF is pasitn both hemispheres,
with a much lower amplitude than in the LSt (up~20-35 DU). The region of out-of-
phase relation with negative EPF coefficients diierhigh southern latitudes (Fig. 5b) is
likely attributable to the influence of VPSC thatsh correlations with EPF by
construction (see Section 2.2Zyurthermore, given the annual oscillations in EPF,
compensation by the 1-yr harmonic term (eq. 1, i&ec®) is found, but it remains
weaker than the EPF contribution (data not shownparticular at high latitudes where
the EPF contribution is the largest.

. VPSC - Identically to EPF, VPSC is shown to maiobntribute to @ variations in LSt

over the polar regions (~55 DU or 40% in the Nvsl~60 DU or 85% in the S.H. on a
11
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longitudinal average; see Fig. 6b) but with an @igophase (Fig. 5 and 6a). The
amplitude of the @response to VPSC reaches its maximum over thdeoutatitudes
during the spring (~60 DU; see Fig.7a for the alspring period), which is consistent
with the role of PSCs on the polas @epletion when there is sufficient sunlight. The
strong VPSC influence found at high northern lakitsi in fall (Fig. 7a) arékehrdue to
compensation effects with EPF as pointed out alzowe verified from sensitivity tests
(not_shown) Note also that the VPSC contribution into MUSfleets the larger
correlation between the two stratospheric layemr dlre southern polar region (Section
2.1, Fig. 1d).

. AERO - Five important volcanic eruptions with strsppheric impact occurred during the

IASI mission (Kasatochi in 2008, Sarychev in 208@&bro in 2011, Sinabung in 2014
and Calbuco in 2015; see Fig.3). The two major wop of the last decades, EI Chichon
(1982) and Mt. Pinatubo (1991), whitlaveinjected sulfur gases into the stratosphere,
have been shown to enhance PSCs particle abundéarice®5 km altitude), to remove
NOx (through reaction with the surface of the sulfuagrosol to form nitric acid) and,
hence, to make the ozone layer more sensitive tiveachlorine (e.g. Hofmann et al.,
1989; Hofmann et al., 1993; Portmann et al., 138pmon et al., 2016). Besides this
chemical effect, the volcanic aerosols also warm skratosphere at lower latitudes
through scattering and absorption of solar radmtiowhich further induces indirect
dynamical effects (Dhomse et al., 2015; Revell let2017). Even though the recent
eruptions have been of smaller magnitude than Ethoh and Mt. Pinatubo, they
produced sulphur ejection through the tropopausetime stratosphere (see Section 2.2,
Fig.2 and Fig.3), as seen with AOD reaching 5%d@er the stratosphere (150-2 hPa),
especially following the eruptions of Nabro (13.3N..6°E), Sinabung (3.1°N, 98.3°E)
and Calbuco (41.3°S, 72.6°W). In the LSt, the regien supports an enhanced O
depletion over the Antarctic in presence of sulfjases with a significantly negative
annual Q response reaching ~25 DU (i.e. relative contridoutf ~20% into @variation;
see Fig. 5b). On the contrary, enhancede®els in response to sulfuric acid are found in
the MUSt with a maximum impact of up t010 DU (relative contribution of ~20% into
the @ variation; see Fig. 5a) over the Antarctic. Tharghe in phase in thes@esponse
to AERO between the LSt (~15-25 km) and the MUZ5(40 km) over the Antarctic, as
well as between polar and lower latitudes in thé (sBe Fig.5 and 6a), agree well with
the heterogeneous reactions on sulfuric aerostdciwhich reduce the concentration of
NOx to form nitric acid, leading to enhanced @vels above 25 km but leading to
decreased ©levels due to chlorine activation below 25 km (e&glomon et al., 1996).
On a seasonal basis, the depletion due to thenmesd# sulfur gases reaches ~30 DU on
a longitudinal average, over the S.H. polar regloning the austral spring (see Fig.7a)
highlighting the link between volcanic gases coteerto sulfate aerosols and

heterogeneous polar halogen chemistry.
12
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6. NAO — The NAO is an important mode of global climatariability, particularly in

northern winter. It describes large-scale anomafiesea level pressure systems between
the sub-tropical Atlantic (Azores; high pressurestegn) and sub-polar (Iceland; low
pressure system) regions (Hurrell, 1995). It distuthe location and intensity of the
North Atlantic jet stream that separates these i®gions depending on the phase of
NAO. The positive (negative) phase of the NAO cgpnds to larger (weaker) pressure
difference between the two regions leading to gfeorwesterlies (easterlies) across the
mid-latitudes (Barnston and Livezey, 1987). The fwessure system regions are clearly
identified in the stratospherics@esponse to NAO, particularly in the LSt, with piee
regression coefficients above the Labrador-Greehlagion and negative coefficients
above the Euro-Atlantic region (Fig. 5b). Above gbdwo sectors, the positive phase
induces, respectively, an increase and a decredsstiG levels. The negative phase is
characterized by the opposite behaviour. That NAdftepn is in line with previous
studies (Rieder et al., 2013) and was also obsdreedlASI in tropospheric &@(Wespes

et al., 2017). The magnitude of annual LSt éhanges attributed to NAO variations
reaches ~20 DU over the in-phase Labrador regien ¢ontribution of 25% relative to
the @ variations), while a much lower contribution isuf@ for the MUSt (~4 DU or
~10%). The NAO coeffficient in the LSt also showstt the influence of the NAO
extends further into northern Asia ine case of prolonged NAO phases. The NAO has
also been shown to influence the propagation ofesamto the stratosphere, hence, the
BDC and the strength of the polar vortex in the Nrhid-winter (Thompson and
Wallace, 2000; Schnadt and Dameris, 2003; Rind. e2@05). That connection between
the NAO and the BDC might explain the negative aalgnmn the Q response to EPF in
the LSt over northern Asia which matches the regiomegative response to the NAO.

. AAO - The extra-tropical circulation of the S.H.dsven by the Antarctic oscillation that

is characterized by geopotential height anomalieghsof 20°S, with high anomalies of
one sign centered in the polar region and weakamaties of the opposing sign north of
55°S (Thompson and Wallace, 2000). This correspavadisto the two band-like regions
of opposite signs found for the regression coedfits of adjusted AAO in the LSt
(negative coefficients centered in Antarctica aodifve coefficient north of ~40°S; see
Fig.5b). Similarly to theNAON-H-—mede the strength of the residual mean circulation
and of the polar vortex in the S.H. are modulatgdhe AAO through the atmospheric
wave activity (Thompson and Wallace, 2000; Thompand $domon, 2001). During
the positive (negative) phase of the AAO, the BBGveaker (stronger) leading to less
(more) Q transported from the tropics into the southermapakgion, and the polar
vortex is stronger (weaker) leading to more (1eQs)depletion inside. This likely
explains both the positive AAO coefficients in ttegion north of ~40°S (contribution <

~5 DU or ~10%) and the negative coefficients arousmtd over the Antarctic
13
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(contribution reaching ~10 DU or ~15%; exceptiorfasnd with positive coefficients
over the western Antarctic). The dependence p¥&iations to the AAO in the MUSt is
lower than ~7 DU (or ~15%).

. ENSO - Besides the NAO and the AAO, the EIl Ninotketn oscillation is another

dominant mode of global climate variability. Thisoupled ocean-atmosphere
phenomenon is governed by sea surface temperg®8€) (differences between high
tropical and low extra-tropical Pacific regions (Hson and Larkin, 1998). Domeisen et
al. (2019) have recently reviewed the possible reidms connecting the ENSO to the
stratosphere in the tropics and the extratropidsodh hemispheres. The ozone response
to ENSO is represented in Fig. 5 only for the EN&@B proxy which is found to be the
main ENSO proxy contributing to the observegiv@riations. While in the troposphere,
previous works have shown that the ENSO influena@iy results in a high contrast of
the regression coefficients between western P&#cifionesia/North Australia and
central/eastern Pacific regions caused by reduagdatls and enhanceds(Qorecursor
emissions above western Pacific (called “chemiffalc&) (e.g. e.g. Oman et al., 2013;
Valks et al., 2014; Ziemke et al., 2015; Wespeal e2016; and references therein), the
LSt Oz response to ENSO is shown here to translate irgivomg tropical-extratropical
gradient in the regression coefficients with a niegaresponse in the tropics and a
positive response at higher latitudes (~5 DU and BU, respectively, on longitudinal
averages; see Fig. 6a). In the MUSt, ENSO is glplaatmaller out-of-phase driver o8O
variations (response of ~5 DU). The decrease in@s3turing the warm ENSO phase in
the tropics (characterized by a negative ENSO lag€dificient reaching 7 DU (or 35%),
respectively, in the LSt; see Fig. 5) is consisteith the ENSO-modulated upwelling via
deep convection in the tropical lower stratosplerd, hence, increased BD circulation
(e.g. Randel et al.,, 2009). The in-phase accunamatif LSt Q in the extra-tropics
(contribution reaching 15 DU or 20%; see Fig. 5als0 consistent with enhanced extra-
tropical planetary waves that propagate into thatatphere during the warm ENSO
phase, resulting in sudden stratospheric warmimgs bhence, in enhanced BDC and
weaker polar vortices (e.g. Bronnimann et al., 20@4nzini et al., 2006; Cagnhazzo et
al., 2009). The very pronounced link between sstteric Q@ and the ENSO related
dynamical pathways with a time lag of about 3 mengone key finding of the present
work. Indeed-the influence of ENSO on stratospherie @easurements hadready
been reported in earlier studies (Randel and Cb®®4; Bronnimann et al., 2004; Randel
et al.,, 2009; Randel and Thompson, 2011; Oman.eP@l3; Manatsa and Mukwada,
2017; Tweedy et al., 2018)utit is the first time that a delayed stratospheria€3ponse

is investigated in MLR studies. A 4- to 6-month ¢ifag in Q response to ENSO has
similarly been identified from IASI in the troposgrle (Wespes et al., 2017), where it was
explained not only by a tropospheric pathway bsib &y a specific stratospheric pathway

similar to that modulating stratosphericz ®@ut with further impact downward onto
14
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tropospheric circulation (Butler et al., 2014; Dosea et al., 2019). Furthermore, the 3-
month lag identified in the LSt{3esponse is fully consistent with the modellingkvof
Cagnazzo et al. (2009) that reports a warming ef ghlar vortex in February-March
following a strong ENSO event (peak activity in dovber-December) associated with
positive @ ENSO anomaly reaching ~10 DU in the Arctic andatiege anomaly of ~6-7
DU in the Tropics. We find that the tropical-extrapical gradient in ® response to
ENSO-lag3 is indeed much stronger in spring witmtgbutions of ~20-30 DU (see
Fig.7a for the austral spring periggwinter).

Overall, although the annual MLR model underestamahe @ variability at high latitudes
(>50°N/S) by up to 5 DU, particularly in the MUSteg Fig. 6b), we conclude that it gives a
good overall representation of the sources efv@riability in the two stratospheric layers
sounded by IASI. This is particularly true for thering period (see Fig. 7) which was studied in
several earlier works to reveal the onset of Antartotal @ recovery (Salby et al., 2011;
Kuttippurath et al., 2013; Shepherd et al., 201dlo@on et al., 2016; Weber et al., 2018),
despite the large QOvariability due to the hole formation during thgsriod (~80 DU). It is also
interesting to see from Fig.7 that the broagdd8pletion over Antarctica in the LSt is attributed
by the MLR to VPSC (up to 60 DU of explainecs @ariability on a latitudinal average).
Following these promising results, we further amalypelow the @ variability in response to
anthropogenic perturbations, assumed in the MLRahbg the linear trend term, with a focus
over the polar regions.

4 Trend analysis
4.1 10-year trend detection in stratospheric layers

The distributions of the linear trend estimatedlioy annual regression are represented in Fig. 8a
for the MUSt and the LSt (left and right panels). dgreement with the early signs og O
recovery reported for the extra-tropical mid- anmuper stratosphere above ~25-10 hPa (>25-30
km; Pawson et al., 2014; Harris et al., 2015; $ieioht et al., 2017; Sofieva et al., 2017; Ball et
al., 2018), the MUSt shows significant positiventte larger than 1 DU/yr poleward of ~35°N/S
(except over Antarctica)The corresponding decadal trends (>10 DUWiddcare much larger
than the discontinuity of ~2-4 DU encountered ia MUSt record on 15 September 2010 and
discussed in section 2.1. The tropical MUSt alsmaghpositive trends but they are weaker (<0.8
DUlyr) or not significant. The largest increaseizsserved in polar ©with amplitudes reaching
~2.05 DU/yr. The mid-latitudes also show significard @hancement which can be attributed to
airmass mixing after the disruption of the polartew (Knudsen and Grooss, 2000; Fioletov and
Shepherd, 2005; Dhomse, 2006; Nair et al., 2015).
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As in the MUSt, the LSt is characterized in thethetn polar latitudes by significantly positive
and large trends (between|x0| and{2.5 DU/yr). In the mid-latitudes, the lower stratospbe
trends are significantly negative, i.e. opposit¢htase obtained in the MUSt. This highlights the
independence between the twe@yers sounded by IASI in the stratosphere. Paléw&25°N

the negative LSt trends range betweer05 and-}2:01.7|DU/yr. Negative trends in lower
stratospheric © have already been reported in extra-polar regimos other space-based
measurements (Kyr6la et al., 2013; Gebhardt eR@l4; Sioris et al., 2014; Harris et al., 2015;
Nair et al., 2015; Vigouroux et al., 2015; Wesptkalg 2016; Steinbrecht et al., 2017; Ball et al.,
2018) and may be due to changes in stratosphenigndigs at the decadal timescale (Galytska et
al., 2019). These previous studies, which wereattarized by large uncertainties or resulted
from composite-data merging techniques, are coefirimere using a single dataset. The negative
trends which are observed at lower stratospherddiailatitudes are difficult to explain with
chemistry-climate models (Ball et al., 2018). lalso worth noting that the significant MUSt and
LSt s trends are of the same order as those previossijmated from IASI over a shorter
period (from 2008 to 2013) and latitudinal avera(gese Wespes et al., 2016). This suggests that
the trends are not very sensitive to the naturalakdity in the IASI time series, hence,
supporting the significance of the @ends presented here.

The sensitivity of IASI @ to the estimated trend from MLR is further vedfien Fig. 8b that
represents the global distributions of relativdetténces in th&MSEof the regression residuals
obtained with and without a linear trend term imgd in the MLR model RMSEw, LT —
RMSEuwith_L1)/RMSEuwith_LT X100; in %). An increase 0f1.0-4.0% and-0.5-2.0% in theRMSE

is indeed observed for both the MUSt and the L&ipectively, in regions of significant trend
contribution (Fig. 8a), when the trend is exclud&tlis demonstrates the significance of the
trend in improving the performance of the regrassAnother statistical method that can be used
for evaluating the possibility to infer, from thASI time period, the significant positive or
negative trends in the MUSt and the LSt, respelgtivonsists in determining the expected year
when these specified trends would be detectablm ftloe available measurements (with a
probability of 90%) by taking into account the aate ?) and the autocorrelatiorfl) of the

noise residual according to the formalism of Tia@le (1990) and Weatherhead et al. (1998).
Such a method has already been used for evalulimgrends derived from IASI in the
troposphere (Wespes et al., 2018yepresents a more drastic and conservative gdetian the
standard MLR. The results are displayed in FigioB@n assumed specified trend of |1.5] DU/yr,
which corresponds to a medium amplitude of treretsvdd here above from the MLR over the
mid-polar regions (Fig. 8a). In the MUSt, we findat ~2-3 additional years of IASI
measurements would be required to unequivocallgatietpositivetrend of |1.5] DU/yr (with
probability 0.90) over high latitudes (detectableni ~2020-2022 + 6-12 months) whereas it
should already be detectable over the mid- andrddatudes (from ~2015 + 3-6 months). In the
LSt, an additional ~7 years (x 1-2 years) of IASI measuneimevould be required to
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categorically identify the probable decline deriemm the MLR in northern mid-latitudes, and
even more to measure the enhancement in the souplodar latitudes. The lorgestrequired
measurement pericaerthe ahigh latitudes iexplained-bydue tthe largrestnoise residual
in the regression fit§i.e. largesto, ) ir-the-tASkdataat these latitudésee Fig.4 a and b). Note

that a larger specified trend amplitude would obslg require a shorter period of IASI
measurement. We find that only ~2 additional yearald be required to detect a specified trend
of |2.5] DU/yr which characterizes the LStat-high latitudegdata not shown)

4.2 Stratospheric contributionsto total Oz trend

The effect on total ® of the counteracting trends in the northern mididdes and of the
constructive trends in the southern polar latituglesds-derivedn the two stratospheric layers
sounded by IASI is now investigated.

Figure 9 represents the global distributions ofabetribution of the MUSt and the LSt into the
total & columns (Fig.9a; in %), of the adjusted trendstlar total Q (Fig. 9b in DU/yr) and of
the estimated year for a.3] DU/yr per-decaddrend detection with a probability of 90% (Fig.
9c¢). While no significant change or slightly posgtitrends in total @after the inflection point in
1997 have been reported on an annual basis (e.geM& al., 2018), Fig. 9b shows clear
significant changes: negative trend at northern il highlatitudes (up to ~2.0 DU/yr north of
30°N) and positive trend over the southern polgiore (up to ~3.0 DU/yr south of54°S).
Although counteracting trends between lower andeugfratospheric £have been pointed out
in the recent study of Ball et al. (2018) to expl#ie non-significant recovery in totak,Gve
find from IASI a dominance of the LSt decline thednslates to negative trends over some
regions of the N.H.mid- and high latitudesn TOC (Fig. 9b). This is explained by the
contributions of 45-55% from the LSt to the totalwmn,vs ~30-40% from the MUSt (Fig. 9a)
in the mid- and polar regions over the whole yéaraddition, theincrease in total ©at high
southern latitudes is dominated by the LSt, alttobgth layers positively contribute around
Antarctica, comparlnq to the trend dlstrlbutlonsqu 85+gnmeam—pesnwe4rendsrever—the—hlgh
al-Oenhaneement-in
pe—LaHegmn Note that most previous ozone trends studleﬁ,ldmg BaII et al. (2018), excluded
the polar regions due to limited latitude coveragesome instruments merged in the data
composites.

While the annual MLR shows a significant dominanfd_St trends over MUSt trends in the
northern mid-latitudes and significant constructivends in the southern latitudes, totad O
trends are not ascribed with complete confidenceraing to the formalism of Tiao et al. (1990)
and Weatherhead et al. (1998) discussed in SedtibriThe detectability of a specified trend of
|1.5] DU/yr (Fig. 9c), which corresponds to the medtrend derived from MLR in mid-high
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latitudes of both hemispheres (Fig. 9b), would neexkral years of additional measurements to
be unequivocal from IASI on an annual basis (fra2022-2024 over the mid-latitudes and from
~2035 over the polar regions). A higher trend atagé of ~|2.5| DU/yr derived from the MLR
would be observable from ~2020-2025 (figure nowgtjo

The use of the annual MLR could translate to laggematic uncertainties on trends (implying
larged, ), which induces a longer measurement period reduw yield significant trends. These

uncertainties could be reduced on a seasonal bagisttributing different weights to the
seasons, which would help in the categorical dietecif a specified trend. This is investigated
in the subsection below by focusing on the winted the spring periods.

4.3 Trendsin pelar-spring_and winter

The reports on early signs of totak @covery (Salby et al., 2011; Kuttippurath et aD13;
Shepherd et al., 2014; Solomon et al., 2016; Kpttipth and Nair, 2017; Weber et al., 2018)
have all focused on the Antarctic region duringirgpr when the ozone hole area is at its
maximum extent, i.e. the LStsQevels at minimum values. Here we investigate réspective
contributions of the LSt and the MUSt to the TOQawery over the Sousin latitudes
Peleduring springand alsoat-the during—JJA winterperod-because wit minima in Q
levels occur in the MUSt ever-Antarctica—oceurtater—in-—summ@down to ~60 DU in polar
regions) in comparison with the Northern latitudddgures 10 and 11, respectively, show the
S.H. and the N.H. distributigrof the estimated trends from seasonal MLR (lefigbs) and of
the corresponding year required for a significagtiedtion of || DU increase petecade year
(right panels) during their respective winter (Ja#d DJF; Fig. 10a and 11a) and spring (SON
and MAM; Fig. 10b and 11b) for the total, MUSt ab8t Oz (top, middle and bottom panels,
respectively). Fig. 10 a and b clearly show sigaifit positive trends over Antarctica and the
southernmost latitudes of the Atlantic and Indiaeans, with amplitudes ranging between ~1-5
DU/yr over latitudes south of ~35-40°S in total, BUand LSt @ (~396+12.7 DUlyr,
~2+43.:41.83 DUlyr, ~3-33.6:2.63.1 DU/yr and ~4-43.#1.97 DU/yr, ~163t0.67 DUlyr,
~347+1.46 DU/yr, on spatial averages, respectively over &l SON, for the three 30
columns). These trends/er 10 yearare much larger than the amplitude of the discaitinin

the MUSt time series (section 2.1) and than thedseestimated in Sections 4.1 (see Fig.8 for the
MUSt and the LSt) and 4.2 (see Fig.9 for TOC) othey whole year. In MUSt, significant
positive trends are observed during each season tbeemid- and polar latitudes of both
hemispheres (Fig. 10 and 11 for the winter andngpperiods; the other seasons are not shown
here) but more particularly in winter and in sprinjere the increase reaches a maximum of ~4
DUlyr. In the LSt, the distributions are more coaylthe trends are significantly negative in the
mid-latitudes of both hemispheres, especially integ and in spring of the N.H., while in spring
of the S.H., some mid-latitude regions also shoarizero or even positive trends. The southern

18



708
709
710
711
712
713
714
715
716
717
718
719
720
721
[722
723
724
725
726
727
728
[729
730
731
732
733
734
735
736
737
738
739
740
741
742
743
744
745
746
747

polar region shows high significant positive tremasvinter/spring (see Fig.10). For the total O
at mid-high latitudes, given the mostly counteragtirends detected in the LSt and in the MUSt
and the dominance of the LSt over the MUSt (~45-588fMm the LSt vs ~30-40% from the

MUSt into total Q over the whole yeagxcept-everthe-Antarctica-in-spring-as-discusdarig,
these latitudes are governed by negative treesisecially-with-the-highest-declire spring of

the N.H. High significant increases are detectedr @wlar regions in winter/spring of both
hemispheres but more particularly in the S.H. whtwe LSt and MUSt trends are both of
positive sign.

The substantial winter/spring positive trends obsérin MUSt, LSt and total £evels at high
latitudes of the S.H. (and of the N.H. for the MY&re furthermore demonstrated to be
detectable from the available IASI measurementope(see Fig. 10, right panels: an assumed
increase of [3.0| DU/yr is detectable from 2016 mdhths and from 2018 + 1 year in the MUSt
and the LSt, respectively). The positive trend df BU/yr measured in polar totalz0On
winter/spring would be observable from ~2018-202D-2 year and the decline of3{ DU/yr in
winter/spring of the N.H. in LSt would be detectalilom ~2018-2020 + 9 months (not shown
here). Note that thenrealistic highenegative trends found above the Pacific at higla¢istides
(see Fig. 10) correspond to the regions with lohgeguired measurement period ggnificant
trend detection and, hence, point to poor regrasssiduals. About ~50% and ~35% of the
springtime MUSt and LSt ©variations, respectively, are due to anthropog&ators (estimated
by VPSCxXEESC proxy and linear trend in MLR modelBhis suggests that s:0changes
especially in the LSt are mainly governed by dyr@mwhich contributes to a latprojected
trend-detection year in comparison with the MUSg (B0 and 11) and which may hinder the O
recovery process.

Overall, the large positive trends estimated comeuly in LSt, MUSt and total ©over the
Antarctic region in winter/spring likely reflectehhealing of the ozone layer with a decrease of
polar ozone depletion (Salomon et al., 2016) arahch, demonstrate the efficiency of the
Montreal protocol. To the best of our knowledgesstn results represent the first detection of a
significant recovery in the stratospheric and thialtQ: columns over the Antarctic from one
single satellite dataset.

4.4 Speeding up in Oz changes

Positive trends in total £have already been determined earlier by Solomeah ¢2016) and by
Weber et al. (2018) over Antarctica during Septendwer earlier periods (~2.5+1.5DU/yr over
2000-2014 and 8.2+6.2%/dec over 2000-2016, resfayg}i The larger trends derived from the
IASI records $eeFig.10b; ~397+1.7 DU/yr or ~14.4+5.8%/de®n averagen TOC during
SON) suggest that the Lresponse could be speeding up due to the acceetpdecline of @

depleting substances (ODS) resulting from the MaaitiProtocol. This has been investigated
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here by estimating the change in trend in MUSt, BS8d total @ over the IASI mission.
Knowing that the length of the measurement per®dam important criterion for reducing
systematic errors in the trend coefficient deteation (i.e. the specific length of natural mode
cycles should be covered to avoid any possible emsgtion effect between the covariates), the
ozone response to each natural driiecluding VPSC)taken from their adjustment over the
whole IASI period (2008-2017; Section 3, Fig.5)kept fixed. The linear trend term only is
adjusted over variable measurement periods tharallin December 2017, by using a single
linear iteratively reweighted least squares regoesapplied on gridded daily IASI time series
after all the sources of natural variability fittegter the full IASI period are removed (typical
examples of linear trend adjustment can be fourttienFig. S2 of the supplementary materials)
The discontinuity found in the MUSt IASIz®ecords on September 2010 (see Section 2.1) is not
taken into account in the regression; hence, ithinayer-represent the trends estimated over
periods that start before the jump (i.e. 2008-2@DD9-2017, 2010-2017The zonally averaged
results are displayed in Fig. 12 five statistically significartotal, MUSt and LSt @trends and
their associated uncertaintyocounting for the autocorrelation in the noisédiess;in the 95%
confidence level) estimated from an annual regoassilote that the results are only shown for
periods starting before 2015 as too short periadside too large standard errors. In the LSt, a
clear speeding up in the southern polarr€overy is observed with amplitude ranging from
~1.5+043 DU/yr over 2008-2017 to €5.5+32.5 DU/yr over 2015-2017 oketitudinal- zonal
averages. Similarly, a speeding of thed®2cline at northern mid-latitudes is found withues
ranging between ~-0.7+£0.2 DU/yr over 2008-2017 afi58+1.25 DU/yr over 2015-2017. In
the MUSt, a weaker increase is observed over the gound ~60° latitude of the S.H. (from
~1.00.80.22 DU/yr over 2008-2017 to 3:52.52.01.3 DU/yr over 2015-2017). Given the
positive acceleration in both LSt and MUS4 i@ the S.H., this is where the totak @cord is
characterized by the largest significant recovémyni ~1-51.#0.37 DU/yr over 2008-2017 to
~805+3.5 DU/yr over 2015-2017). Surprisingly, the sgagdup in the @decline in the N.H. is
more pronounced in the totals@rom ~-1.0+024 DU/yr over 2008-2017 to 3-55.¢1.52.5
DU/yr over 2015-2017) compared to the LSt, desjhigeopposite trend in MUSt0This could
reflect the Q decline observed in the northern latitudes inttbposphere (0.5 DU/yr over
2008-2016; cfr Wespes et al., 2018) which is inethidh the total column.

Overall, the larger annualgnificanttrend amplitudes derived over the last few yearsotdl,
MUSt and LSt @ measurements, compared with those derived fronwtiwe studied period
(Sections 4.1 and 4.2) and from earlier studieanslate to trendshat—are—categerically
detectable—over—the—covered—periodthat remain tiikc over the increasing uncertainty
associated to the shorter and shorter time segriesrsFig. S3 of the supplementary materials),
especially in both LSt and totalsGn the S.H.This demonstrates that we progress towards a
significant emergence and speeding up of&aovery process in the stratosphere over theavhol
year. Nevertheless, we calculated that additional yedr$ASI measurements would help in

confirming the changes inz®@ecovery and decline over the IASI period (e.d. additional years
20
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are required to verify the trends calculated otier2015-2017 segment in the highest latitudes in
LSt). In addition, a longer measurement period wdag useful to derive trends over successive
segments of same length that are long enough taceethe uncertainty, in order to make the
trend and its associated uncertainty more compeauadybss the fit.

5 Summary and conclusion

In this study, we have analysed the changes itospheric Q levels sounded by IASI-A by
examining the global pictures of natural and armgbgenic sources of{&hanges independently
in the lower (150-25 hPa) and in the mid-uppertstighere (<25 hPa). We have exploited to that
end a multi-linear regression model that has bgmtifcally developed for the analysis of
stratospheric processes by including a series igéidr known to have a causal relationship to
natural stratospheric{variations, namely SF, QBO-10, QBO-30, NAO, AAONSO, AERO,
EPF and VPSC. We have first verified the represmetaess of the ©response to each of these
natural drivers and found for most of them chandstie patterns that are in line with the current
knowledge of their dynamical influence ory @ariations. One of the most important finding
related to the @driver analysis relied on the detection of a v@ear time lag of 3 months in the
Os response to ENSO in the LSt, with a pronouncedrashbetween an in-phase response in the
extra-tropics and an out-of-phase response inrtfcs, which is consistent with the ENSO-
modulated dynamic. The 3-month lag observed inldlaer stratosphere is also coherent with
the 4- to -6 months lag detected from a previoudysin the troposphere (Wespes et al., 2017)
and further supports the stratospheric pathway esstgd in Butler et al. (2014) to explain an
ENSO influence over a long distance. The represieateess of the influence of the; @rivers
was also confirmed on a seasonal basis (e.g. WBCElag3 effect in spring, strong VPSC and
AERO influences during the austral spring ...). Thessults have verified the performance of
the regression models (annual and seasonal) toepyopgiscriminate between natural and
anthropogenic drivers of {rhanges. The anthropogenic influence has beewnatedl with the
linear trend adjustment in the MLR. The main resale summarized as follows:

(i) A highly probable (within 95%) recovery processléived from the annual MLR at high
southern latitudes in the two stratospheric laged, therefore, in the total column. It
is also derived at high northern latitudes in the34. Howeverthe-effectiveness-of
the—MentrealProtocelneeds longer period of IASI measuremenssneeded-for
being teunequivocallydemonstrateassured a positive trend on annual badsie
IASI record Only ~2-3 additional years of IASI measurements r@quired in the
MUSt.

(i) A likely Oz decline (within 95%) is measured in the lowertsisphere at mid-latitudes,
specifically, of the N.H., but it would require aadditional ~7 years of IASI

measurements to be categorically confirmed. Givenlarge contribution from the
21
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LSt to the total column (~45-50% from LSt vs ~358nh the MUSt into TOCSs), the
decline is also calculated in totak @ith ~4-6 years of additional measurements for
the trend to be-beingnequivocal.

(i) A significant O3 recovery is categorically found in the two stratosric layers
(>~35°N/S in the MUSt and >~45°S in the LSt) aslvwad in the total column
(>~45°S) during the winter/spring period, which fions previous studies that
showed healing in the Antarctics®ole with a decrease of its areal extent. These
results verify theefficieney efficacy of the ban onzQlepleting substances imposed
byef the Montreal protocelwith—the—banning—ef—ODS and it's amendments
throughout the stratosphere and in the total column, frony are single satellite
dataset for the first time.

(iv) The decline observed in LStsGat northern mid-latitudes is unequivocal over the
available IASI measurements in winter/spring of bhél. The exact reasons for that
decline are still unknown but 0Ochanges in the LSt are estimated to be mainly
attributable to dynamicsad-it whichlikely perturbs the healing of LSt and totad i@
the N.H.

(v) A significant speeding up (within 95%) in that deelis measured in LSt and totat O
over the last 10 years (from ~-0.7+0.2 DU/yr ové@02-2017 to ~2.52.81.51.2
DU/yr over 2015-2017 in LSt ©on latitudinal- zonal averages).Even if the
acceleration cannot be categorically confirmed ¥yitjs of particular urgency to
understand its causes for apprehending its possiipact on the @layer and on
future climate changes.

(vi)-A clear and significant speeding up (within 95%)stratospheric and totalz@ecovery
is measured at southern latitudes (e.g. from ~138+0OU/yr over 2008-2017 to
~6-55.5:3.52.5DU/yr over 2015-2017 in the LStyvhich-andranslate to trend values
thatare would becategorically detectable the next few yearen an annual basis. It
demonstrates that we are currently progressingrtts\a substantial emergence in O
healing in the stratosphere over the whole yeé#nerS.H..

Additional years of IASI measurements that will frevided by the operational IASI-C (2018)
on flight and the upcoming IASI-Next Generation HIANG) instrument onboard the Metop
Second Generation (Metop-SG) series of satellimsldvbe of particular interest to confirm and
monitor, intheanear future and over a longer period, the speedin@ the @ healing of the
S.H. as well as in the LStz@ecline measured at mid-latitudes of the N.H. IAN&/Metop-SG
is expected to extehthe data record much further in the future (Claxoand Crevoisier, 2013;
Crevoisier et al., 2014).
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Data availability
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Table 1 List of the explanatory variables used in the iirkear regression model applied on
IASI stratospheric €) their temporal resolution and their sources.

Proxy Description (resolution) Sources

F10.7  The 10.7 cm solar radio flux NOAA National Weather Service Climate Prediction Center:
(daily) ftp://ftp.ngdc.noaa.gov/STP/space-weather/solar-data/solar-

features/solar-radio/noontime-
flux/penticton/penticton_adjusted/listings/listing_drao_noontime-
flux-adjusted_daily.txt

QBO!® Quasi-Biennial Oscillation index  Free University of Berlin:

QBO%* at 10hPa and 30hPa (monthly) www.geo.fu-berlin.de/en/met/ag/strat/produkte/gbo/

EPF Vertical component of Eliassen-  Calculated at ULB from the NCEP/NCAR gridded reanalysis:
Palm flux crossing 100 hPa, https://www.esrl.noaa.gov/psd/data/gridded/data.ncep.reanalysis.ht
averaged over 45°-75° foreach  ml
hemisphere and accumulated
over the 3 or 12 last months
depending on the time period
and the latitude (see text for
more details) (daily)

AERO Stratospheric volcanic aerosols;  Extinction coefficients processed at the Institute for Atmosphere
Vertically integrated sulfuric acid and Climate (ETH Zurich, Switzerland; Thomason et al., 2018)
extinction coefficient at
12 um over 150-25 hPa and 25-
2hPa, averaged over the tropics
and the extra-tropics north and
south (see text for more details)

(monthly)

VPSC  Volume of Polar Stratospheric Processed at the Alfred Wagner Institute (AWI, Postdam,
Clouds for the N.H. and the S.H. Germany; Ingo Wolthmann, private communication)
multiplied by the equivalent
effective stratospheric chlorine EESC taken from the Goddard Space Flight Center:

(EESC) and accumulated over https://acd-ext.gsfc.nasa.gov/Data_services/automailer/index.html
the 3 or 12 last months (see text
for details) (daily)

ENSO Multivariate El Nifio Southern NOAA National Weather Service Climate Prediction Center:
Oscillation Index (MEI) (2- http://www.esrl.noaa.gov/psd/enso/mei/table.html
monthly averages)

NAO North Atlantic Oscillation index ftp://ftp.cpc.ncep.noaa.gov/cwlinks/norm.daily.nao.index.b500101.c
for the N.H. (daily) urrent.ascii

AAO Antarctic Oscillation index for ftp://ftp.cpc.ncep.noaa.gov/cwlinks/norm.daily.aao.index.b790101.c
the S.H. (daily) urrent.ascii

GEO Geopotential height at 200 hPa http://apps.ecmwf.int/datasets/data/interim-full-daily/?levtype=pl
(2.5°x2.5° gridded) (daily)

PV Potential vorticity at 200 hPa

(2.5°x2.5° gridded) (daily)
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966 Fig.4: Latitudinal distribution of (a) MUSt ©column and (b) LSt ©columns as a function of
967 time observed from IASI (in DU; top panels), simathby the annual regression model (in DU,
968 second panels) and of the regression residuafithird panels). Global distribution &MSE
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Contents of thisfile
1 FigureS1

Figure S1 displays the latitudinal distribution BIUSt O3 columns as a function of time
observed from IASI in comparison with that simuthtey the BASCOE CTM with its standard
chemical mechanism (smoothed by the IASI averagargels), as well as the IASI-BASCOE
differences for the MUSt and the LSg @olumns (Fig. S1 a et b, respectively). Note that
BASCOE simulations are driven by offline meteoratad fields from ERA-Interim and
performed after a 1 year spin-up with a horizomgslolution of 2.0°x2.5° and 60 levels in the
vertical. Details on chemical mechanisms and patarizations can be found in Huijnen et al.,
(2016) and Chabrillat et al. (2018). The purposehas comparison is not to perform a proper
validation/comparison exercise but to highlight amestimate the “Jump” amplitude that affects
the IASI MUSt Q time series and for which the exact reasons dteisknown. The “jump” in
the IASI time series is clearly visible in the IABASCOE difference panel on #%5eptember
2010 in the MUSt (see black narrow in Fig. Sla)ilevhot in the LSt, as previously reported in
the validation paper of Boynard et al. (2018). Basa that IASI-BASCOE comparison, the
jump is estimated as reaching ~1-2 DU in the 553%N5band and ~3-4 DU in the 55°-90°
bands. These values are considered when analymmgst in the MUSt ©time series in
Sections 4.1 to 4.3 of the paper.

2 Fiqure S2

Figure S2 represents three typical examples oflgdddaily time series of {dneasured by IASI
in the LSt over the period 2008-2017, after theurstvariations fitted from MLR over the full

1




40
41
42
43
44
45
46
47
48
49
50
51
52
53
54
55
56
57
58
59
60
61
62
63
64
65
66
67
68
69
70
71
72
73
74
75
76
77
78
79

IASI period have been removed. The significantefltttrends calculated over varying time
periods from a single linear regression are sugmyged. The trend values with associated
uncertainties (in the 95% confidence level; in DYAre indicated.

3 Figure S3

Figure S3 illustrates the time evolution of the ésivamplitude of the estimated trends in (a)
total, (b) MUSt and (c) LSt ©£columns over varying time periods that all endDacember 2017,
by subtracting the associated uncertainty (accogritir the autocorrelation in the noise residual;
in the 95% confidence level) from the absolute gadfithe linear trends.
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Figure caption
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Fig.S1: Latitudinal distribution of (a) MUSt and (b) LStz@olumns as a function of time
observed from IASI (in DU; top panels), simulatedBASCOE (in DU; middle panels) and of
the IASI-BASCOE differences (in %; bottom panelBje black narrow in the difference panel
for the MUSt highlights a jump on T%5eptember 2010.
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Fig. S2: Examples of gridded daily time series of tBeasured by IASI in the LSt over the period 2008-
2017 with all contributions to £variations adjusted from MLR over the full IASInm removed, except
for the trend (in DU). The significant fitted trendalculated over varying time periods from a sng|
linear regression are superimposed. The trend salith associated uncertainties (in the 95% confide
level; in DU/yr) are indicated.




( a) Lowest annual O3 trends
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98 Fig. S3: Evolution of estimated linear trend minus the a&ged uncertainty accounting for the
99 autocorrelation in the noise residual (DU/yr; ie 5% confidence level) in (a) the total, (b) the
100 MUSt and (c) the LSt ©columns, as a function of the covered IASI measerg period ending
101 in December 2017, with all natural contributiongireated over the full I1ASI period (2008-

102 2017).




