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Wewould like thank the referees for their valuable comments. We have addressed the referees’
major comments by replacing the free-running model GA7.0U/1980-90 with a nudged model
run GA7.1N/2015-2018, which matches the period of observations. The new model performed
much better in terms of cloud representation relative to observations, but a significant error in
TOA outgoing SW radiation and cloud occurrence representation remains, especially related to
low cloud and fog. This is reflected in the revised manuscript.

The referees’ comments below are marked in bold, followed by authors’ response. We sup-
ply a document which identifies the changes made. We therefore keep our replies to referee
comments short apart from where necessary. Introduction to Figure 10 in the text has been
relocated to Results, but for clarity of we keep the original numbering of figures, which can be
changed in a final revision. Latexdiff of the revised manuscript is included at the end of this
document.

Anonymous Referee #1

Reviewof “Evaluation of SouthernOcean cloud in theHadGEM3general circulationmodel
and MERRA-2 reanalysis using ship-based observations” by Kuma et al. (acp-2019-201)

Summary:
The paper investigates cloud cover over the Southern Ocean through comparisons be-
tween numerous ship-based measurements and model outputs (including reanalysis).
They demonstrate underestimation of low-level cloud cover in the HadGEM3 model and
in the MERRA2 reanalysis. They investigate the link between boundary layer thermody-
namics and low-level cloud cover and cloud biases. They show that the TOA SW biases
aremainly related to places where the coldest near-surface airmasses are (near or below
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zero). They conclude on the subgrid-scale parameterisations being responsible for mis-
representation of clouds in model rather than boundary layer thermodynamics.

Relevance of the paper and overall comment:
The paper presents and describe a very valuable dataset of ship-based measurements
of low-level cloud over the Southern Ocean, where observations are badly needed to un-
derstand the near-surface processes affecting cloud formation and responsible for the
cloud/radiative biases in climatemodels over the SO. To this respect the paper addresses
relevant science questions in the scope of ACP. However, it seems to me that more work
is needed to achieve ACP standards, in the way the science is presented and discussed
(major revision). The dataset deserves better scientific discussion and less vague or spec-
ulative comments in several parts of the paper. Figure 5, 7,8 and 10 are very interesting
but the analysis and discussion should be better handled. I first list some major com-
ments, and then line by line comments.

——————————- Major comments: ——————————-
1)
The use of different time-periods needs to be much better introduced, justified, and dis-
cussed. I don’t understand why the author use GCM simulations for the 1980-1989 pe-
riod in a free-running mode, and then a nudged simulation for the year 2007 (only), while
MERRA is used only for the 2015-2018 (the years where ship-based measurements took
place). The reader needs much better justification for the choice the authors make to
compare different periods. And a discussion on the shortcomings of doing so should ap-
pear in the paper. P4-Line 26, the authors say “Limited data availability meant that no
nudged runs were available for the period 2015-2018”. Is this really the case? And if this
is the case, why not having a free-running simulation for this period then? And why is
the nudged run over 2007 only? Also, MERRA2 could be used for the 1980 period. MERRA2
is available for >=1980. MERRA could help bridge between the period 1980’s/2007’s of the
GCM outputs and the period of the ship-based measurements (2015-2018). At least us-
ing MERRA2 also for the 1980’s and 2007 + explaining/discussing the choice for the time
periods of the GCM runs would be needed. The best case would be to have GCM runs
over 2015-2018. How using different periods for GCM/MERRA2 would affect Figure 5 for
instance? Andwhat about Figure 1 and the TOAbiaseswhere only the year 2007 is shown?
The authors speak about the years 2016-2018 that had unusually low sea ice extent (p15-
Line16): how does this impact the comparisons with other years where sea ice was differ-
ent? Having said that it is possible that the paper could be improved by giving up Figure
1 or 2, while focusing more on the novelty of this work, which is the ship-based measure-
ments of clouds (+thermodynamics), and drop the comparisons to GCMs (mainly because
they are different periods. . .) and keep the comparisons toMERRA2, and add the ERAI re-
analysis. To this respect ERAI, which is widely used, could also be presented here. How is
ERAI doing vs. MERRA2. Say, if ERAI has a contrasting behavior toMERRA2 (iemore like the
GCMs) the authors could consider presenting the ship-based measurements + MERRA2 +
ERAI over similar periods, and drop the GCM runs, which deal with other periods.

The availability of model datasets was indeed limited by organisational capabilities. Especially,
a nudged run for the observational period 2015–2018 was not available, therefore the choice
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of statistical comparison with a decadal simulation of 1980–1990. To address this major com-
ment, we have produced a new nudged run of GA7.1 (UM 11.0) for the observational period.
This nudged run was evaluated in the same way as MERRA-2 originally, i.e. in a 1:1 compari-
son, assuming that weather conditions are comparable between the model and observations.
The results based on this run were more accurate than GA7.0U. We have decided to leave out
the decadal run of GA7.0U entirely to improve clarity of the manuscript. We did not include
ERA-Interim in the new revision. Technically, ERA-Interim does not provide the necessary model
fields for running the simulator. However, it would be possible to compare with ERA5, which
provides these fields. The nudged run of GA7.1 is nudged to ERA-Interim. Therefore, the dy-
namical conditions are likely very similar, even though they can still differ in their representation
of clouds. We did not want to leave out the GA model because it is a model which the authors
want to improve (the authors participate on development of this model).

The influence of low sea ice concentration in 2016–2018 may be hard to quantify with our data,
considering that few of the ship observations are available prior to 2016. We therefore consider
the whole ship-based dataset as representing relatively uniform conditions. The new nudged
model run (as well as MERRA-2) are based on the observed sea ice concentration, therefore the
1:1 comparison of the models with observations should not be biased.

2)
The discussion of ship-based measurements should be better related to the TOA SW bias
over all periods where these field measurements were available. Since the authors try
to understand what the models are doing wrong, the discussion should make the most
of the different measurements period. Because maximum insolation occurs in January,
a focus is made on this month but Figure 2 clearly shows that March – for instance – can
also and still show substantial biases. Since Ship-based measurements are also available
in autumn and November-December, it would be very welcome to have also biases like
the ones shown in Fig. 2 for the autumn and other summer months. Is the TOA SW bias
spatial pattern (and the related comparisons between models) the same during these
other months? I suggest Figure 3 to show only biases (the subplots m-p) for summer and
autumn. The other maps (a-l) are difficult to read with the blue-shaded colourscale and
I am not convinced they need to remain. Better discussing the cloud cover results in
Summer/Fall (Figure 5) in relation to radiation biases in Summer/Fall would improve the
overall discussion and conclusions of the paper. This would allow to make the most of
the ship-based observations. Figure 5 is a great one and it would deserve better discus-
sion in light of the motivations (i.e. the TOA SW biases over the SO and why theses biases
are present). The authors note that GA7.1 reduces the SO SW radiation bias (e.g. in the
abstract p1-L9). Figure 5 does not show any cloud from GA7.1 (only GA7.0). Why GA7.1 is
performing better? Is this really because of better cloud representation (but we cannot
see it from Figure 5)? And if not, what does it say about cloud being the main/only rea-
son of SW radiation bias? Related to 1), what ERAI would give in Figure 3? More like the
GCMs or like MERRA2? Perhaps ERAI brings this contrasting behavior that the authors
highlight between GCMs and MERRA2, and this would allow to have both observations
and reanalyses (only) used over the same period (2015-2018)

We have updated Figure 3 to include the time periods DJF and MAM to be consistent with the
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later figures. The figure now shows biases relative to CERES to make the patterns more visible.

The biases in MAM compared to DJF show a very similar pattern (but lower absolute values
due to lower solar insolation in MAM). Therefore, we think the same underlying cloud bias is
responsible for the SW radiation bias in DJF and MAM. We have identified this in the Discussion.

In the updated manuscript we link Figure 5 with the SW radiation bias by introducing a ”back-of-
the-envelope” calculation showing how the SW radiation bias would change by increasing cloud
cover in GA7.1N by 5%, assuming no change in cloud albedo (Table 3).

3)
The authors tend too often to rely on previous conclusions from previous papers (e.g. the
Bodas-Salcedo et al. ones) to comment on what they find, rather than more thoroughly
commenting/discussing their own novel results. The discussion part for instance gives
much room to results of previous published study and/or to speculative comments about
why GA7.1 is doing better than GA7.0 etc. and how MERRA2 is overcompensating for the
low cloud-cover etc. Several sentences using “we cannot conclude. . .”, “we cannot make
the same conclusion. . . but it seems plausible. . .” “we cannot make substantial conclu-
sions. . .” considerably weaken the discussion (section 4) from the beginning, and hence
the paper, while it seems that all the ship-based measurements bring very valuable re-
sults (Figure 5, Figure 7, Figure 8) and interesting comparisons to MERRA2, and GCM runs
(but cf. my point 1. on the time periods used).

We have extended the Discussion with a more detailed discussion of the results prior to con-
trasting with other studies.

We haven’t precisely identified the cause of the SW radiation bias in either of the models, and
substantial uncertainty remains, such as due to relatively short subsets of ship observations
(several days), which can be heavily influenced by the weather situation at the time.

4)
The discussion on the effect of sea ice is overlooked while it seems that some discussion
could be made from Figure 8 (q,r and w,x). Also, while it seems that 8w is still showing
some correlation, Figure 8x shows very different behavior and no attempt is made to
comment on this. Given that a lot of the soundings you use (65) were made in 100% sea
ice regions, andmanyof your CBHobservations aswell (I see thenumber of points present
in your Figure 8x compared to the other similar subplots), I would expect to see more in-
depth study of these observations, and this is really missing the present version of the
paper in my opinion. For instance, the recent study by Jolly et al. (2018) that you cite
showed the influence of different regimes on cloud cover: can the observation in Figure
8x be explain by particular synoptic-scale regimes or just by the sea ice being 100%? And
why? Also, that other recent study by Listowski et al. (2018) that you also cite showed
that not all low-level clouds anticorrelate with sea ice fraction but only the liquid-bearing
ones. Can the behaviour you see in Figure 8x also be explained by clouds being of different
sort/phase? The absence of correlation between CBH and min(SLL and LCL) may lead to
think that you could be observing clouds advected from other places not related to local
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atmospheric conditions, that may be different in nature/phase from clouds over open
water (you mention some hints towards the detection of supercooled liquid water with
one of your instrument, can’t you improve the Figure 8 by adding information on the
phase, notably for Figure 8x?) In other words, can what you are observing from regions
with 100% sea ice be explained by changing synoptic scale regimes, or cloud phase, or
other things? Speaking of the sea ice regions, in Figure 7 the very low CBH are identified
as being due to fog/very low clouds (p13-L20) and these are the pointswe also see in Figure
8x. Could this be blowing snow since we are in a 100% sea ice-covered region where snow
can accumulate? In relation to cloud phase, in Figure 9 you compare LWP and IWP for GA
andMERRA only for a specific year andmonth (jan. 2007). This does not seem satisfying to
conclude for the longer time scales/other periods. Here again the use of different time-
periods in the paper is not very welcome (see my point 1.). Do you really need Figure
9? If you really want to go into the cloud phase, using the lidar observations to assess
the nature of cloud phase would be welcome. Or, as suggested in 1), perhaps only using
MERRA2, ERAI (to contrast with MERRA2?) over 2015-2018 (only) would be a better option
rather than using 2007, i.e almost a decade before the 2015-2018 ship-based observations.
. .

We do not discuss the effect of sea ice largely because cloud representation over sea ice makes
little difference to the SW radiation bias (the surface is already highly reflective in SW). We con-
sider the results interesting, but outside of the scope of the paper. But, this is potentially a topic
for future effort that is being explored in our group.

The 65 radiosonde observations in Figure 8x were likely performed in a similar location in the
high-latitude Ross Sea region (70–75◦S). This region is likely affected by its proximity to land and
not very representative of SO in general. These observations were only marginally related to
our focus on SO.

We have updated Figure 9 to show a longer time period, which also better matches with the
observations (DJF 2017/2018). We think this figure demonstrates nicely where some of the SW
radiation difference between the models comes from. In our analysis we didn’t use lidar obser-
vations which would be able to distinguish liquid and ice clouds. From one of the voyages we
have data from a dual-polarisation lidar MiniMPL (but not from sea ice), which could allow us
to perform such an analysis of cloud phase in the future, or provide the data to someone else
upon request.

The radiosonde observations on TAN1802 were all performed in ice-free regions, and relatively
far from any ice covered regions. Therefore, it is unlikely that the clouds could be advected from
ice covered regions. None of the points in Figure 8x (70–75◦S) appear in Figure 7 (60–70◦S). This
choice was made due to the likely effect of land/sea ice on observations performed between
70–75◦S, while we intended Figure 7 to represent conditions in the open ocean.

5)
Finally, the authors say that subgrid-scale processes should likely be responsible for the
cloud misrepresentation in models rather than the boundary layer thermodynamics but
it is never said and commented on what these subgrid-scale processes are. Do you mean
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the microphysics? Other processes? A discussion of what is used in the models regarding
these processes would perhaps help to understand what should be improved in priority
in the models and why the models are wrong. Using the contrasting behaviors of models
to try to pin down the cause of cloud misrepresentation is an interesting method but the
authors should provide withmore clues in the discussion about what those subgrid-scale
processes are and try to spot themain differences in theway themodels implement these
processes.

We have added a paragraph in Discussion commenting on which subgrid-scale processes might
be responsible. However, precise identification of the processes (we mean cloud parametrisa-
tion, boundary layer parametrisation and convection parametrisation in the Unified Model) is
not something we can do without a more extensive analysis and especially running model ex-
periments withmodified parametrisation. Microphysics would likely have an effect on the cloud
phase and thus SW reflectivity of the clouds, but we consider the cloud occurrence/cover a po-
tentially larger problem than cloud albedo (see the added ”back-of-the-envelope” calculation).
We plan to focus on this problem in an upcoming paper.

————————————- Line by line comments: ————————————-
———————– Abstract ———————–
P1-L9 By how much GA7.1 reduces the bias?

We have removed GA7.0 from the analysis and only compare GA7.1N and MERRA-2.

P1-L17 The analysis you mention is referring to your Figure 9 and the related comments.
They only refer to the period January 2007. . . as mentioned in my major comment 4)
this is not satisfying I think. When one reads the abstract it seems that you compare
modelling and MERRA2 over the same period as the ship-based measurements, which is
not the case. This is misleading.

In the updated analysis we are comparing the same time period in themodels and observations.

————————– 1.Introduction ————————–
P3 – L12 : “It was also more. . .” : what does “it” refer to exactly ?

Replaced by ”The clouds were also”.

P3 – L14 : “more likely to have intermediate cloud fraction” This is not clear. What is
meant here by “intermediate cloud fraction”?

”Intermediate cloud fraction” comes directly from Protat et al. (2017). We have clarified by
adding ”rather than very low or very high cloud fraction”.

P3 – L19-20 Please double-check and bemore precise here (what “tuning” do youmean?).
Kay et al. (2016) changed the threshold temperature belowwhich detrained condensates
are ice crystals and not liquid any more. They lower this threshold, allowing for more
condensates to remain in the supercooled liquid phase when being detrained. The way
the sentence is written suggests that ice crystals only are detrained.
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We have replaced ”tuning” with ”decreasing”.

P3 – L25 The reference to Jakob (2003) is a bit short or can be removed unless you specify
what you mean by “cloud evaluation” regarding this specific study.

We have removed the sentence.

P3 – L27-35 Please make a new paragraph and give section numbers to help the reader.

We have split the paragraph into two and added section numbers.

—————- 2. Method —————
General comment: I would suggest a section 2. Datasets and 3. Method (lidar simulator).
As it stands, it seems that this section combines too many different information about
the data/methods used in the paper.

We have split Methods into Datasets, Methods and Spatiotemporal subsets investigated.

P4 – L2 Asmentioned inmymajor comments, adding ERAI would be very interesting since
this is a widely used reanalysis by the community, and would allow to contrast MERRA2
on same time-periods than ship-based obs.

We would like to limit the scope to GA7.1N and MERRA-2, even though we agree that another
reanalysis would be an interesting addition.

P4 – L9 I wonder whether a small appendix summarizing the main aspects of the lidar
simulator would not be needed here, since the reference put is a paper in prep.

We have added a reference to the website containing technical documentation of the new sim-
ulator (https://alcf-lidar.github.io).

P4 – L16 What is the difference between GA7.0 and GA7.1 ? This would help understand
and discuss the better performance of the latter in terms of SW bias (as stated in the
abstract).

We have removed GA7.0 from the analysis and focus solely on GA7.1N and MERRA-2.

P4 – L 18 As said in the major comment it should be explained why these runs are used.
1980-1989, and then 2007. Why not having runs over more recent periods (as the ship-
based measurements).

We have removed this section. Only one GA model run and one time period are investigated in
the updated analysis.

P4 24 – “Can only be compared statistically” What do you mean? Please clarify.

We have removed this sentence (GA7.0U is no longer used).
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P4 – L26 “Limited data availability. . .” What do you mean? See my major comment 1) It
does not seem that you are saying over which period you analyse MERRA2. This should
appear in this section.

We have removed the sentence on ”Limited data availability” (addressed by using a nudged
GA7.1). We have added a sentence to the MERRA-2 section regarding the analysed time period.

P5 – L15 “downsampled” from what initial resolution?

In the updated analysis we used the original MERRA-2 resolution without downsampling. We
have removed the sentence.

P6 – L5 “appears largely zonally symmetric” I don’t think we can say the pattern of the
bias is symmetric, even zonally, but rather that the bias is present across all longitudes,
but its magnitude does change zonally.

We have replaced the statement with ”the SO SW radiation bias is present at all longitudes in
the SO”.

P6 – L6 “with a notable exception. . .” Precisions not needed in the section presenting
the ship measurements. . .

We have replaced this part by ”SO SW radiation bias is present at all longitudes in the SO (...),
affected by atmospheric circulation in the SO (...).”

P6 – L8 “Figure 1. . .” This Figure is already mentioned before P5 – L21.

We have removed the sentence.

P6 – L20 I am not sure what ismeant by “directly reveal the cloud liquid. . .”. The strength
of using a simulator is to compare the observables and not to rely on all the hypotheses
used by inversion routines to retrieve IWC and LWC from lidar observations.

We have replaced the sentence by: ”Due to signal attenuation and noise ceilometers cannot
measure clouds obscured by a lower cloud, and therefore cannot be used for 1:1 comparison
with model clouds without using a lidar simulator, which accounts for this effect (Chepfer et al.,
2008).”

P7 L24 – Please clarify the title e.g. “Geographical areas/domains investigated” or “Do-
mains used for the analysis” Also, having 2.1 as “Datasets” then 2.2 as “Domains” then 2.3
“COSP simulator” is not ideal I think, and I would first present all datasets and tools, and
then the domains.

We have changed the title to ”Spatiotemporal subsets investigated”. We have also restructured
the text as suggested. Subsections of Methods are now split into Datasets, Methods and Spa-
tiotemporal subsets investigated.

P8 – L12 The title of this subsection is misleading since you are not using COSP simulator
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in the end, but your own simulator. Please change the title accordingly.

We have renamed the section to ”Lidar simulator”.

It seems to me you don’t need a section 2.3 and you could have everything put in cur-
rent 2.4.3 where you could at once explain the modeling of the lidar signal along with its
processing.

Some of the same lidar processing steps (such as cloud detection) are applied on the simulated
lidar as on the observations. Therefore, the current arrangement make sense from this per-
spective.

P9 L15 What is this known value of LR? Where does it come from?

The value is 18.8 ± 0.8 sr as stated in the paper referenced in the paragraph (O’Connor et al.,
2004). We have added this number in parentheses.

P9 L21-22 Citing Kotthaus et al. at the end of the paragraph falls a bit short and I am
wondering if it should not appear earlier in the paragraph with some more explanation
about why you refer to this study. Are you using their method? Then please say it.

We have removed the sentence.

P10 L7-9 Why do you need to do this? How are these random samples used then?

Added sentences ”The lidar simulator processes each sample individually. The resulting cloud
occurrence is calculated as the average of the 10 samples.”

To shorten this section 2. I would not define SLL here, rather when it is used for the first
time. Also SSL is neither a dataset, nor a tool, rather a variable defined to help with the
analysis. Also, is there any past reference using this definition? If yes, please cite relevant
paper.

We have relocated the paragraph introducing SLL to the Results section (Section 3.3).

The authors are not aware of any references of previous use of SLL or an equivalent metric. We
noted the relationship between SLL and CBH as theoretically plausible and later confirmed by
joint radiosonde and ceilometer observations (Figure 7).

————————- 3. Results ————————-
P10-L26 to P11 L-16 There are too many statements dealing with observations made on
Figure 3 that are actually difficult to see, whereas Figure 4, introduced after, ismore help-
ful to confirm statements made by the authors. Also, as suggested in major comments, I
would tend to simplify Figure 3 by showing only the biases and remove all the blue-shaded
figures where the biases are difficult to read, especially regarding the statements made
by the authors in the main text.

We have updated Figure 3 to show biases, which should now be more clear.
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P10 – L28 “Lower” than what? And what biases? Please clarify.

The biases are discussed in Loeb et al., 2018 referenced in the sentence. We have clarified in
parentheses.

P10 – L29-30 I would remove the sentence about the “predominantly zonally symmetric
pattern” and the “more variable patterns in the tropics”, which is not very clear to me.

We have replaced the part with ”relatively zonally symmetric pattern of negative and positive
bias” (the updated figure now shows the bias more clearly), and removed the part about the
tropics, which are not covered in the updated figure.

P11 – L1 “upwelling and downwelling” what?

We have removed the sentence. Figure 3 is now zoomed on the SO rather than covering the
tropics to better highlight the features.

P11 – L3 “large differences” between what? I would drop the mentions to the Peninsula
and what is happening to the east of it as it is not clear why one would give so much
importance to this since the ships did not get there anyway.

”Large differences” between themodels and CERES. We have removed this part of the sentence.

P11 – L1 I don’t understand the footnote. Also, I am not convinced there is a need to
highlight a particular day in the present paper.

We have removed the footnote. The day picked in Figure 3 and Figure 9 is now 1 January 2018.
We think that it makes sense to keep the daily plots due to the stark difference in TOA outgoing
SW radiation between CERES and the models visible on the daily means, consistent with the
statistical results. We have changed the scale and colormap of the plots to better highlight the
difference.

P11 – L4 One cannot really see this “greater reflectivity”.

This should be visible in the updated Figure 3. We have replaced the sentence with ”The region
on the eastern side of the Antarctic Peninsula shows the greatest negative bias in the models
(Figure 3b, c, e, f)”.

P11 – L13 “With some individual cloud systems being too bright”. I amnot sure this should
remain in the text. Again, I think all the consideration about the blue-shaded maps in
Figure 3 (but biasesmaps should be kept) should be removed and Figure 4 should be used
instead.

We have replaced the blue-white colormap with a grayscale colormap on a smaller scale of val-
ues and smaller span of latitudes. The differences between the models and CERES in the up-
dated Figure 3 should be more obvious now. We have also removed the part of the sentence
“with some individual cloud systems being too bright”.
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P11 – L21 “cyclical”. Rather “seasonal”?

Replaced with ”seasonal”.

P11 – L20 What is meant by “likely a secondary modulating factor”. Please be more ex-
plicit. A modulating factor for what?

Modulating factor for SW radiation. We have clarified: ”modulating factor of the TOA outgoing
SW radiation”.

P11- L26 “These panels also justify why. . .” Not needed.

We have removed the sentence.

P12 L4-6: The two sentences fall a bit short. Also, they would be in better place in the
discussion part, with more explanations. “. . ..in the GA7.1 model”: so what?

We have removed this paragraph (we no longer compare GA7.0 and GA7.1).

P12 L2 Figure 5 is very interesting and rich, andmore analysis should be provided also re-
garding similarities or differences between summer results and autumns results. (Please
consider adding letter to designate specific subplots of Figure 5). Also it seems that obs
andmodel agreemore where the statistics is larger (more days), can’t you say something
about that? Isn’t it possible that at other time/places the larger disagreement between
model/obs is partly due to smaller statistics of observations? This relates to my major
comments that more analysis and discussion are really needed on this plot.

The results from the updated Figure 3 suggest that there is little difference in the TOA outgo-
ing SW radiation bias between the austral summer (DJF) and autumn (MAM) (the geographical
pattern is very similar, except for the magnitude modulated by the incoming solar radiation).
We therefore expect the bias has the same underlying cause in both DJF and MAM. MAM is also
much less important in terms of fixing the SW bias in models due to much lower solar insola-
tion in the season. Also Figure 5 does not indicate that there is a significant difference in cloud
occurrence between DJF and MAM.

We think that greater number of days in Figure 5 does not necessary imply much greater weight
of the result due to time correlation of weather patterns and correlation with sea ice concen-
tration around Antarctica. Therefore, we partially consider the subplots of Figure 5 as indepen-
dent ”snapshots” each with the same weight (solid lines in Figure 6), in addition to calculating
the weighted averages (dashed lines in Figure 6).

We have added labels to Figure 5.

P12-L10 What period is used for MERRA2 here?

This has been addressed by removing the statistical comparison with GA7.0U and stating the
time period in Methods.
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P12 L12. As mentioned in the major comment. Why can the authors trust comparisons
between simulation of the 1980s period and the 2015-2018. This should be much better
introduced/justified.

We have removed the sentence (addressed by using a nudged model).

P12 L19-20 how much higher?

We have removed this sentence. Schuddeboom et al. (2018) evaluated GA7.0 which had amuch
greater bias than now evaluated GA7.1.

P12 L20-21 “Due to the zonal. . .of the whole SO” Could suit the discussion part. Not
needed here.

We have removed the sentence.

P12 L27-34 I would drop Figure 6 and give only numbers. It saves a Figure.

We would like to keep Figure 6 as it gives a good visual summary of Figure 5. We are also using
the numbers derived from this Figure in the abstract, and in the ”back-of-the-envelope” calcula-
tion added in the revised manuscript.

Also what bothers me is that GA7.1 is said to be better from nudged simulations but, in
the end, only GA7.0 is presented here, because of the decadal run being only available
with GA7.0. This is again a shortcoming of accepting to work with so many different time
periods for different simulations.

This has been addressed by using GA7.1N/2015–2018 instead of GA7.0U/1980-1990.

P13 – L1-5 Have the authors consider to use satellite data, or to rely on previous pub-
lications to try to assess how the comparison to models is biased by extinction of the
ceilometer signal into the lowest thick clouds? At least this should be discussed in the
discussion part. This is not the case now.

The lidar simulator accounts for signal attenuation. Therefore, the comparison with the models
is not biased by extinction.

P13 L10-11 Is the extractionmade above the lat/lon of the balloon launch or does it follow
the radiosonde trajectory? I guess it is the latter but you may want to clarify this in the
text.

It is the former. The resolution of the models is generally not high enough to make a difference.
The balloon trajectory length was on average 58 km on the TAN1802 voyage, and the higher
altitudes when the balloon was further away from the ship would likely not affect the analysis,
whichmostly found differences in clouds in the lowest part of the troposphere. We have clarified
the text.

P13L11 Can you make a subplot for each of the dataset? It is difficult like this to spot
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differing behaviours between coloured markers.

We have increased the size of the markers to make them easier to distinguish.

P13 – L14 What relationship?

Added ”observed andmodelled relationship”. CBH andmin{SLL,LCL} and the axes of the scatter
plot. The relationship is between these two coordinates of the points.

P13 – L19 How large?

We have added quantification in parentheses.

P13- L23 how weaker?

This is now quantified by adding two subplots in Figure 7 for SLL (Figure 7c) and LCL (Figure 7d).
We have added text ”weaker relationship than min{SLL,LCL}: 26% and 31% of observed profiles
have CBH within 100 m of SLL and LCL, respectively (Figure 7c, d).”

P13 – L25-27 The fact that LTS is not a good indicator should be discussed in the discussion
part and I don’t think it is the case for now. This relates to my major comment 3) where I
suggest thatmore emphasis should be given in the discussion to all results obtained from
these novel ship-based measurements.

We think Figure 7 demonstrates relatively well why min{SLL,LCL} is a better predictor for CBH
than LTS. The correlation coefficient in OBS formin{SLL,LCL} (Figure 7a) is 0.4, and for LTS (Figure
7b) -0.2. The main difference, however, is that min{SLL,LCL} is very close to CBH (within 100 m)
in 40% of cases. LTS cannot be used as a 1:1 predictor for CBH due to having different units (K
vs. m), and the correlation is not strong enough for a linear model.

P13 – L28-34. Figure 8 is introduced, but then some general statement are made about
synoptic scale forcing. It would be much better, for the reader, to stick to the Figure.

The general statement explains why we are showing Figure 8.

P14 – L1 “As can be seen. . .where there is no sea ice”. What can be said about Figure8a
and b where there is no cloud but at the same time GA7.0 is not in agreement at all with
observations? Also what is the unit in the x-axis of subplots Figure 8a-f and Figure 8m-r?
In Figure 8g-l and s-x, you are not showing the modelled dots, only observations. I would
have expected to see the model outputs as well. Or is it not useful here?

Figure 8a, b now showmuch better agreement with GA7.1N (as opposed to GA7.0U), most likely
due to the nudging. We have added units to the axes.

We have removed the scatter plots in Figure 8 (Figure 9 shows similar informationmore clearly).

P14L3-4 “There is no substantial difference between. . .” This is not true for Figure 8a and
b. . . which present non-sea ice cases. This should be discussed. “Plausible effect”? What
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do you mean?

GA7.1N now shows a much better agreement in Figure 8.

By ”plausible effect” wemean the theoretical expectation of howmin{SLL,LCL} relates to convec-
tion as explained in the introduction of the quantity. We have removed this part of the sentence.

P14 L8 – What is meant by subgrid-scale processes? Please be more specific.

We have commented on the subgrid-scale processes by adding a paragraph in Discussion.

P14 - L2 I am not sure about this subsection. I struggle with having it only focusing on
January 2007. Since the novelty of the paper is the ship-based measurements I am not
sure having this part here is relevant, especially that it is only about comparing Jan 2007
for two models. Plus, the GA7.0 one is not the one used in Figure 5, but the nudged one,
and it is not clear what period is used for MERRA2. Why not showing also GA7.1 since it is
spotted as reducing the SW biases (because of themodelling of larger supercooled LWP?)

This has been partially remedied by analysing all models for the same time period as the obser-
vations.

In the updated analysis GA7.1 shows much better match with observations in terms of cloud
occurrence (Figure 5). Therefore, it is expected that the improvement of TOA outgoing SW radi-
ation bias overGA7.0 canbe largely attributed to the improvement of cloud cover representation
rather than improved supercooled LWP.

P14L26-30 “We should note. . .” These are comments for the discussion part, but even
so, these considerations are also and alreadymentioned in other places of the paper and
remain very general and a bit speculative. I am not sure these zonal plots deserve a sep-
arate section, also because of these time period issues mentioned above.

We have removed the statement.

The zonal plots now show the same time period as the rest of the analysis.

—————————- 4. Discussion —————————-
In general the discussion should bemore focused on your results at least in the beginning
and spend less time on explaining previous works. Figure 10 (which is interesting indeed)
should come earlier in the discussion. Also, you don’t seem to do discuss Figure 10b, but
only Figure 10a. Sentences like (P15-L18-21) “Combined. . .” are a bit speculative and
more room should be rather given to discussing the results obtained from ship-based
measurements, ie. Figure 5, Figure 7 and Figure 8, and 10. And then make the link to the
TOA SW bias issue and relate it, possibly, to the LWP as modelled (cf. Figure 9 – if still
considered relevant in a revised version).

We have relocated introduction of Figure 10 to Results and replaced Figure 10b with equivalent
plot based on MERRA-2.
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The statement P15-L18-21 was not speculative in the context of the results – we have shown
that the cloud cover is underestimated in MERRA-2 (Figure 5), and the only way the model can
overestimate the total (all-sky) TOA outgoing SW radiation (Figure 3, 4) at the affected latitudes
and time of year is by overestimating cloud albedo. Wehave clarified this point in theDiscussion.

P15-L34 to P16 L4. This is too much about other study, not enough discussing your re-
sults. Figure 10 comes after that and this is not appropriate. Also – as an example of
additional discussion element – are the ship-based observations, which show larger dis-
crepancies from MERRA2, in places where the near-surface temperature is the coldest?
In other words, can you relate Figure 10 with your cloud results, instead of only speak-
ing of the SW bias?Also, why is Figure 10 only showing the year 2007? Why not showing
the decadal simulation, and theMERRA2 outputs as well (during the ship-basedmeasure-
ments)? What do they say? How is it consistent or not with the cloud simulations in these
models? These sorts of analysis/discussions are really missing in the paper, in my opin-
ion.

We have added a subplot showing MERRA-2 and extended the time period to January 2018. We
have relocated introduction of Figure 10 to Results.

P17 L9 “Because sea ice is an important factor. . .”: What is meant by “secondary effect
on cloud cover”? It seems to me you have the opportunity to say something about the
effect of sea ice on very low clouds (and specifically the ones missed by satellites) – e.g.
your Figure 8x – but you are not exploring this in the paper. This goes alongwithmymajor
comments that not enough efforts are made to discuss the very interesting observations
you have from ship over three years and in sea-ice free/covered regions.

The focus of the paper is on improving SW radiation bias in GCMs. Even though the difference
between ice-free and sea ice cases is interesting, clouds over sea ice covered regions have rela-
tively small impact on the SW radiation (the ice covered surface is already highly reflective, and
presence or absence of clouds makes little difference). Therefore we prefer to limit the scope
of the paper mostly on the ice-free regions. This is an area that might be completed in future
studies within the group.

———————— 5. Conclusion ————————
In the conclusion only you speak again about the subgrid-scale processes without speci-
fying them. This should be a paragraph on its own in the discussion part, trying at least
to understand how the various models are doing different in parameterising these pro-
cesses. This would give more perspective to the present work I think.

We have added a paragraph in Discussion commenting on this problem.

——————- Figures. ——————-
Figure 2 If you still want to keep all the model results (provided you better justify your
method – see my major comments) then you should add the time-periods for the simu-
lations you use, and for the observations, so that one immediately knows you are using
different times for comparisons (and that this is then discussed in the text).
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This has been addressed by leaving out GA7.0U/1980-1990 and instead comparing GA7.1N,
MERRA-2 and observations over the same time period.

Figure 3 As I said before, one struggles to see features with a single colour-shaded scale.
As suggested Iwould keep only the plots showing the biases, and for summer and autumn
(as these are seasons investigated with ship measurements).

We now show bias in DJF and MAM (2015–2018) with a latitude range of 45–75◦S. We have
changed the colormap, which should better highlight the differences.

Figure 4 The horizontal line indicates the “0” value for the bias (red curve). Please make
it red (and thicker, or dashed).

We have made the line dashed, thicker and red.

Figure 5 What period is used for MERRA2? Why not also showing the nudged runs with
the better (according to what you say) version GA7.1U.

This has been addressed by using GA7.1 nudged for 2015–2018. GA7.1U was not available in
our original analysis.

Figure 6 Not sure this figure is needed. See my comment in the relevant section.

We use results from this figure in the abstract to quantify the cloud cover bias, and to perform
a ”back-of-the-envelope” calculation added to the revised manuscript. Therefore, we think the
figure adds valuable summary information.

Figure 7 This would be better to separate the dataset in different subplots to see the
different behaviours.

We have increased the size of the markers to make them easier to distinguish.

Figure 8 What are the x-axis units in the subplots a-f and m-r? The markers in the g-l and
s-x subplots are quite small. Can you either make them larger or increase the size of the
subplots.

We have added x-axis units and increased scatter plot markers.

Figure9 What are the contour values?

We have added contour level values.

Anonymous Referee #2

Review Kuma et al: ‘ Evaluation of Southern Ocean cloud in the HadGEM3 general circu-
lation model and MERRA-2 reanalysis using ship-based observations’ ( MS No.: acp-2019-
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201) The authors conducted analysis of three model datasets by focusing on the South-
ern Ocean to understand errors in models in the shortwave (SW) radiative flux at the
top-of-the-atmosphere, using ship observational dataset as well as satellite observations
to understand the errors. They found that GA7 runs and MERRA-2 runs have the oppo-
site bias in the outgoing SW flux (underestimate in GA7, overestimate in MERRA-2) over
the southward latitude of 55S. They compared their cloud amounts with the ship obser-
vations and showed that both models underestimate their cloud amounts. They also
conducted nudged-runs and showed that there is a big difference in cloud liquid water
amount in these models, concluded that the main source of the difference in their SW
bias is from the difference in their cloud properties, which are determined by the sub-
grid cloud parameterizations. The shortwave bias over the Southern Ocean tends to be
a common problem in climate models. This is a nice piece of work which contributes to
improve our understanding of the representations of clouds over the region. However,
current manuscript misses some information for their logic to convince readers, hence
the key message remains unclear. I suggest this paper to be published after a minor re-
vision.

Main comments: Although GA7 runs and MERRA-2 runs have the opposite bias in the
outgoing SW flux over the southward latitude of 55S, both HadGEM3 GA7 and MERRA 2
underestimate cloud amount. In Discussion section, the authors mentioned that models
may fail to represent fog or low cloud which are generated by convection which are in-
duced from subzero airmass from polar regions over warm water. What our community
is keen to know is whether we can improve the representations of such clouds in GCM or
we should seriously start thinking of using cloud resolving model or GCM. Whether/how
much the underestimate of the cloud amount improves in their nudged runs will provide
a clue for it. The authors should add a figure which shows cloud amounts in free run and
nudged runs.

To address the major comments of Referee 1, we have replaced the free running model with a
nudged model (GA7.1N), and Figure 5 now compares the nudged model, MERRA-2 and obser-
vations.

The authors showed that main difference in SW radiative flux bias over the Southern
Ocean between HadGEM3 GA7 runs andMERRA 2 runs is cloud water amount. This shows
a big impact of subgrid cloud parameterizations on radiation. Please check subgrid cloud
parameterizations in GA7 andMERRA2 then discuss which parameterization could poten-
tially cause the difference in radiative flux. Since the authors showed the opposing sign
of the SW CRE south and north of 55S in GA7.1, it would be useful to apply the same anal-
ysis (comparison to the ship observations, analysis of the nudged runs) to the region of
the north of 55S, confirm whether the smaller error is because of the (less worse) repre-
sentations of the cloud amount over the region.

We would like to make this the topic of an upcoming paper. We have added a paragraph in Dis-
cussion which comments on the possible subgrid-scale parametrisation schemes in GA7.1N re-
sponsible for the bias. A concrete identification of the problem will likely require experimenting
with the parametrisation schemes to achieve a bettermatchwith the observed cloud occurrence
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profiles. The observed SW radiation bias is likely a combined effect of underestimation of cloud
cover and overestimation of cloud albedo, resulting in the latitudinal gradient of bias, which is
positive north of about 55◦S (65◦S) in GA7.1N (MERRA-2) and negative south of this latitude.

Minor comments: Discussion: the beginning (L1-10) was difficult to read, because the
authors mention the opposing sign of the SW CRE south and north of 55S in GA7.1, but
then solely talk about the results over the south of 55S.

We have changed this part of Discussion also to address multiple comments of Referee 1.

Figure 6: Clarify what is the weight for the weighted average.

We have clarified that the weight is the number of days the ship spent in the spatiotemporal
subset.

Figure 8: add grid values to the Frequency axis

We have added units to the x-axis in Figure 8.

P11-l1: ‘upwelling and downwelling’ Where are regions of upwelling and downwelling
radiative flux? If the authors are talking about large scale circulation, these should be
‘ascent and descent’.

We have removed the part of the sentence (Figure 3 is now focused on the SO only).

P11-l4: I cannot see the results described about models. And the contrast between west-
ern and eastern sides of the Antarctic Peninsula contradicts to the following description
‘The zonal symmetry. . ..’

We have updated Figure 3 to show biases and increased the contrast and scale of the plots. We
have replaced ”zonally symmetric” with ”relatively zonally symmetric”.

P11-l14: Figure 3p?
P11-l32: ‘consistently positive’: negative in Sep-Dec in 60S-70S
P11-l33: ‘also lower than GA7.0 and GA7.1’: not necessarily in GA7.1

We have updated this part to account for the updated Figure 3.

P13-l14: Did you define SLL and LCL? (Super liquid level and lifting condensation level?)
How did you define SLL?

We use the traditional definition of the lifting condensation level. We now define the ”SST lifting
level” (SLL) in the Results section before the first use of the quantity.

P13-l22: Give a speculation whymin(SLL, LCL) is better correlated with CBH than SLL/LCL
individually.

We have added a section in Discussion which details why we think the relationship of CBH with
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min{SLL, LCL} is better than SLL/LCL.

P14-l5: Provide a figure or reference about SLL in GA7.0 is higher than observed.

In the updated Figure 8weplot distribution ofmin{SLL,LCL} instead of SLL (to bemore consistent
with the rest of the analysis). The updated description of the figure comments on the observed
and modelled distribution. GA7.1N represents the observed distribution relatively well.

P14-l16: Fig 9. It is not clear why the authors create these plots over two different back-
grounds.

We prefer to show both fields due to their effect on cloud (potential temperature through con-
vection and relative humidity through condensation).

P14-l18: Fig 9. Not clear. Different colors should be used for different levels to show this.

We have lowered the value of the lowest contour to 12 gm−3, which means some cloud ice
contours are now visible on the MERRA-2 plots.

P14-l29: cloud cover a reduce ..’: typo?

Replaced with ”cloud cover and reduce”.

Fig 5: Why did the authors exclude 50S-55S for the plots?

We did not include 50–55◦S in order to keep the paper relatively focused. The radiosonde ob-
servations on TAN1802 and NBP1704 voyages were only available south of 60◦S, which limited
some of the plots.

We agree that 50–55◦S might be an interesting addition in Figure 5. We can extend this figure
before a final revision of the manuscript if the referees think it useful in the updated analysis.

Fig 8: The authors did not analyze model results in other latitudes where clouds shows
the opposite bias (in 50S-55S).

We could not provide plots in Figure 8 north of 60◦S due to radiosonde observations only avail-
able south of this latitude.

P15-l10-11: I cannot follow the logic here.

We have added a paragraph in Discussion explaining this point. The logic is that the effect of
clouds on reflected SW radiation is the product of cloud cover (the cloudy fraction of the sky) and
cloud albedo (reflectivity of the cloud). We have shown that cloud cover is underestimated in the
models, while at the same timeMERRA-2 overestimates the reflected SW radiation. Therefore, if
the first factor of the product (cloud cover) is underestimated, the second factor (cloud albedo)
must be overestimated to get overestimated reflected SW radiation.

P16 l23: Is it possible to add the definitions of supercooled liquid in GA7.0 and MERRA-2?
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We consider any cloud liquid at air temperature below zero supercooled. We have clarified this
at the first mention of the term in the Introduction. We have also added a statement in Figure 9
caption clarifying that all cloud liquid in the plot is supercooled.

P17 l11: Is this a result from the nudged run or from other studies?

We have removed the sentence. In the updated analysis we are comparing with the nudged run
which uses sea ice concentration prescribed from satellite observations.
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Abstract. Southern Ocean (SO) shortwave (SW) radiation biases are a common problem in contemporary general circulation

models (GCMs), with most models exhibiting a tendency to absorb too much incoming SW radiation. These biases have been

attributed to deficiencies in the representation of clouds during the austral summer months, either due to cloud cover or cloud

optical thickness
:::::
albedo being too low. The problem has been the focus of many studies, most of which utilised satellite datasets

for model evaluation. We use multi-year ship based observations and the CERES spaceborne radiation budget measurements5

to contrast cloud representation and SW radiation in the atmospheric component Global Atmosphere (GA) version 7.0 and

7.1 of the HadGEM3 GCM and the MERRA-2 reanalysis. We find that MERRA-2 is biased in the opposite direction to GA

(reflects too much SW radiation). In addition,
::
the

:::::::::
prevailing

::::
bias

::
is

:::::::
negative

:::
in

::::::
GA7.1

:::
and

:::::::
positive

:::
in

::::::::::
MERRA-2.

::::::
GA7.1

:::::::
performs

:::::
better

:::::
than MERRA-2 performs better in terms of absolute SW biasthan nudged runs of GA7.0 and GA7.1 in the

60–70◦S latitude band. .
:::::::::
Significant

:::::
errors

::
of

:::
up

::
to

::
21

:
Wm−2

:
(GA7.1reduces the SO SW radiation biases relative to GA7.0, but10

significant errors remain at up to 20
:
)
:::
and

:::
39 Wm−2 between 60 and 70◦S

::::::::::
(MERRA-2)

:::
are

::::::
present

::
in

::::
both

::::::
models

:
in the austral

summermonths. Using ship-based ceilometer observations, we find low cloud below 2 km to be predominant in the Ross Sea

and the Indian Ocean sector
::::::
sectors of the SO. Utilising a novel surface lidar simulator developed for this study, derived from an

existing COSP-ACTSIM spaceborne lidar simulator, we find that GA7.0
:
.1

:
and MERRA-2 both underestimate low cloud

:::
and

:::
fog occurrence relative to the ship observations

::
on

::::::
average

:
by 18–25% on average , though the cloud cover in

::::
4–9%

::::::::
(GA7.1)15

:::
and

::::
18%

:
(MERRA-2is closer to observations by about 7% ). Based on radiosonde observations, we also find the low cloud

to be strongly linked to boundary-layer atmospheric stability and the sea surface temperature. GA7.0
:
.1

:
and MERRA-2 agree

well with observations in terms of boundary-layer stability, suggesting that subgrid-scale parametrisations do not generate

enough cloud in response to the thermodynamic profile of the atmosphere and the surface temperature. Our analysis shows

::
do

:::
not

::::::::
represent

:::
the

::::::::
observed

::::::::::
relationship

::::::::
between

::::::::
boundary

:::::
layer

:::::::
stability

:::
and

::::::
clouds

:::::
well.

:::
We

::::
find that MERRA-2 has a20

1



much greater proportion of cloud liquid water in the SO in January
:::::
austral

:::::::
summer

:
than GA7.0

::
.1, a likely key contributor to

the difference in SW radiation. We show that boundary-layer stability and relative humidity fields are very similar in GA7.0

and MERRA-2, and unlikely to be the cause of the different cloud representation, suggesting that
:::
the

:::
SW

::::::::
radiation

::::
bias.

::::
Our

:::::
results

:::::::
suggest

:::
that

:
subgrid-scale parametrisations are responsible for the difference between the models

::::::::
processes

:::::
(cloud

::::
and

::::::::
boundary

::::
layer

:::::::::::::::
parametrisations)

:::
are

:::::::::
responsible

:::
for

:::
the

::::
bias,

::::
and

:::
that

::
in
::::::

GA7.1
::
a
:::::
major

::::
part

::
of

:::
the

::::
SW

:::::::
radiation

::::
bias

:::
can

:::
be5

::::::::
explained

::
by

:::::
cloud

:::::
cover

::::::::::::::
underestimation,

::::::
relative

::
to
::::::::::::::
underestimation

::
of

:::::
cloud

::::::
albedo.

1 Introduction

Clouds are considered one of the largest sources of uncertainty in estimating global climate sensitivity (Boucher et al., 2013;

Flato et al., 2013; Bony et al., 2015). Clouds over oceans are especially important for determining the radiation budget due

to the low albedo of the sea surface compared to land. Over the Southern Ocean (SO), cloud cover is very high at over 80%,10

with boundary-layer clouds being particularly common (Mace et al., 2009). Excess downward shortwave (SW) radiation in

general circulation models (GCMs), with a bias over the SO of up to 30 Wm−2, is a problem well-documented by Trenberth

and Fasullo (2010) and Hyder et al. (2018), and has been the subject of many studies. Bodas-Salcedo et al. (2014) evaluated

the SW bias in a number of GCMs and found that a strong SW bias is a very common feature, leading to increased sea surface

temperature (SST) in the SO and corresponding biases in the storm track position. Trenberth and Fasullo (2010) note that a15

poor representation of clouds might lead to unrealistic climate change projections in the Southern Hemisphere. The SW bias

has also been linked to large-scale model problems such as the double-Intertropical Convergence Zone (Hwang and Frierson,

2013), biases in the position of the midlatitude jet (Ceppi et al., 2012) and errors in the meridional energy transport (Mason

et al., 2014). Bodas-Salcedo et al. (2012) studied the SO SW bias in the context of the Global Atmosphere (GA) 2.0 and 3.0

models and found that mid-topped and stratocumulus clouds are the dominant contributors to the bias.20

Due to its extent and magnitude, the SW radiation bias is believed to limit accuracy of the models, especially for modelling

the Southern Hemisphere climate. A model based on the Hadley Centre Global Environmental Model version 3 (HadGEM3) is

currently used in New Zealand for assessing future climate (Williams et al., 2016). In this paper we evaluate two versions of the

atmospheric component of HadGEM3, GA7.0 and GA7.1 (Walters et al., 2017)
::
and

:::
the

:::::::::
reanalysis

::::::::::
Modern-Era

::::::::::::
Retrospective

::::::
analysis

:::
for

::::::::
Research

:::
and

::::::::::::
Applications,

::::::
version

:
2
:::::::::::
(MERRA-2) using observations collected in the SO on a number of voyages.25

The main objective of this study is to evaluate SO cloud in GA7.0 and GA7.1 based on ship-based remote sensing and in situ

observations. Ship-based atmospheric observations in the SO provide a unique view of the atmosphere not available via any

other means. Boundary layer observations by satellite instruments are limited by the presence of an almost continuous cloud

cover, potentially obscuring the view of low level clouds. The frequently used active instruments CloudSat (Stephens et al.,

2002) and Cloud–Aerosol Lidar and Infrared Pathfinder Satellite Observation (CALIPSO) (Winker et al., 2010) are both of30

limited use when observing low level, thick or multi-layer cloud: CloudSat is affected by surface clutter below approximately

1.2 km (Marchand et al., 2008) and the CALIPSO lidar signal cannot pass through thick cloud. Likewise, passive instru-

ments and datasets such as the Moderate Resolution Imaging Spectroradiometer (MODIS) (Salomonson et al., 2002) and the
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International Satellite Cloud Climatology Project (ISCCP) (Rossow and Schiffer, 1999) can only observe radiation scattered

or emitted from the cloud top of optically thick clouds. Therefore, one can accurately identify the cloud top height or cloud

top pressure with satellite instruments, but not always the cloud base height (CBH) or the vertical profile of cloud, although

there has been some recent progress on deriving CBH statistically from CALIPSO measurements (Mülmenstädt et al., 2018).

Ship-based measurements therefore provide valuable extra information.5

Multiple explanations of the SW radiation bias have been proposed: cloud underestimation in the cold sectors of cyclones

(Bodas-Salcedo et al., 2014), cloud–aerosol interaction (Vergara-Temprado et al., 2018), cloud homogeneity representation

(Loveridge and Davies, 2018), lack of supercooled liquid
:::::
(cloud

::::::
liquid

::
at

:::
air

::::::::::
temperature

::::::
below

::
0

:::

◦C)
:

(Kay et al., 2016;

Bodas-Salcedo et al., 2016) and the “too few, too bright” problem (Nam et al., 2012; Klein et al., 2013; Wall et al., 2017). Each

model can exhibit the bias for a different set of reasons, and results from one model evaluation therefore do not necessarily10

explain biases in all other models (Mason et al., 2015). The use of SO voyage data for atmospheric model evaluation is not

new, and has recently been used by Sato et al. (2018) to evaluate the impact of SO radiosonde observations on the accuracy

of weather forecasting models. Klekociuk et al. (2018) contrasted SO cloud observations with the ECMWF Interim reanalysis

(ERA-Interim) and the Antarctic Mesoscale Prediction System–Weather Research and Forecasting Model (AMPS-WRF), and

found that these models underestimate the coverage of the predominantly low cloud. Protat et al. (2017) compared ship-based15

95 GHz cloud radar measurements at 43–48◦S in March 2015 with the Australian Community Climate and Earth-System

Simulator (ACCESS) NWP model, a model related to HadGEM3, and found low cloud peaking at 80% cloud cover, which was

underestimated in the model. It was
:::
The

::::::
clouds

::::
were

:
also more spread out vertically (especially due to “multilayer” situations

defined as co-occurrence of cloud below and above 3 km) and more likely to have intermediate cloud fraction in the model
:::::
rather

:::
than

:::::
very

:::
low

:::
or

::::
very

::::
high

:::::
cloud

:::::::
fraction. Previous studies have documented that supercooled liquid is often present in the20

SO cloud in the austral summer months (Morrison et al., 2011; Huang et al., 2012; Chubb et al., 2013; Huang et al., 2016;

Bodas-Salcedo et al., 2016; Jolly et al., 2018) and is linked to SO SW radiation biases in GCMs, which underestimate the

amount of supercooled liquid in clouds in favour of ice. Warm clouds generally reflect more SW radiation than cold clouds

containing the same amount of water (Vergara-Temprado et al., 2018). In particular, Kay et al. (2016) reported a successful

reduction of SO absorbed SW radiation in the Community Atmosphere Model version 5 (CAM5) by tuning
:::::::::
decreasing the25

shallow convection ice detrainment temperature and thereby increasing the amount of supercooled liquid cloud.

Two common techniques used for model cloud evaluation have been cloud regimes (Williams and Webb, 2009; Haynes

et al., 2011; Mason et al., 2014, 2015; McDonald et al., 2016; Jin et al., 2017; McDonald and Parsons, 2018; Schuddeboom

et al., 2018, 2019) and cyclone compositing (Bodas-Salcedo et al., 2012; Williams et al., 2013; Bodas-Salcedo et al., 2014,

2016; Williams and Bodas-Salcedo, 2017), both of which link the SW radiation bias to specific cloud regimes and cyclone30

sectors. Jakob (2003) discusses different methods of cloud evaluation. We use simple statistical techniques, rather than sophis-

ticated classification or machine learning algorithms, the advantage of which is easier interpretation for the purpose of model

development.

We first assess the magnitude of the Top of Atmosphere (TOA) SO SW radiation bias in the GA7.0 and
:
a

::::::
nudged

:::
run

:::
of

GA7.1 models and the Modern-Era Retrospective analysis for Research and Applications, version 2 (
:::::::::
"GA7.1N")

::::
and MERRA-35
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2 ) reanalysis with respect to the Clouds and the Earth’s Radiant Energy System (CERES) Energy Balanced and Filled (EBAF)

and CERES Synoptic (SYN) products
:::::::
(Section

::::
5.1). This allows us to identify the underlying magnitude of the SW bias and

how this might change based on the ship track sampling pattern. We then evaluate cloud occurrence in GA7.0
:::
.1N

:
and MERRA-

2 relative to the SO ceilometer observations and compare SO radiosonde observations with pseudo-radiosonde profiles derived

from the models
::::::::
(Sections

:::
5.2

:::
and

::::
5.3). Lastly, we look at zonal plots of potential temperature, humidity, cloud liquid and5

ice content in GA7.0
:::
.1N and MERRA-2 to show how these models differ in their atmospheric stability and representation

of clouds
:::::::
(Section

:::
5.4). Our aim is to identify how differences between GA7.0

:::
.1N

:
and MERRA-2 can explain the TOA SW

:::::::
outgoing

::::
SW

:::::::
radiation

:
bias, assuming misrepresentation of clouds is the major contributor to the bias.

2 Methods
::::::::
Datasets

We used an observational dataset of ceilometer and radiosonde data comprising multiple SO voyages (Figure 1
::::::
Section

::::
2.1),10

GA7.0 and GA7.1
::
N atmospheric model simulations (Walters et al., 2017)

::::::
(Section

::::
2.2) and the MERRA-2 reanalysis (Gelaro et al., 2017)

:::::::
(Section

::::
2.3). Later in the text, we will refer to GA7.0, GA7.1

::
N and MERRA-2 together as “the models”, even though

MERRA-2 is more specifically a reanalysis. CERES satellite observations (Wielicki et al., 1996) were also used as a refer-

ence for TOA
:::::::
outgoing

:
SW radiation and an National Snow and Ice Data Center (NSIDC) satellite-based dataset (Maslanik

and Stroeve, 1999) was used as an auxiliary dataset for identifying sea ice. CFMIP Observation Simulator Package (COSP)15

(Bodas-Salcedo et al., 2011), a set of instrument simulators developed by the Cloud Feedback Model Intercomparison Project

(CFMIP), was extended with a surface lidar simulator and used to produce virtual lidar measurements from model fields

(Kuma et al., 2019). Resampling, noise reduction and cloud detection were performed on observational and (where applicable)

model lidar data in a consistent way to reduce structural uncertainty (see Section 3.2). The schematic in Figure 2 shows the

processing pipeline utilised in this study.20

2.1 Datasets

2.0.1 HadGEM3

HadGEM3 (Walters et al., 2017) is a general circulation model developed by the UK Met Office and the Unified Model

Partnership. It is used either in a free-running mode or “nudging” (Telford et al., 2008) – relaxing winds and potential temperature

towards the ERA-Interim reanalysis (Dee et al., 2011). The Met Office Global Atmosphere 7.0 and 7.1 (GA7.0 and GA7.1,25

respectively) is the atmospheric component of HadGEM3 (Walters et al., 2017).

The following runs were used in our analysis:

– 1980–89 run of GA7.0 free-running (“GA7.0U/1980-1989”).

– 2007 run of GA7.0 nudged (“GA7.0N/2007”).

– 2007 run of GA7.1 nudged (“GA7.1N/2007”).30
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The model runs used the HadISST sea surface temperature dataset (Rayner et al., 2003) as lateral boundary conditions. The

nudged simulations represent atmospheric dynamics as determined by observations. In the free-running model, atmospheric

dynamics can only be compared statistically with observations or reanalyses. The model was run on a 1.875◦×1.25◦ (longitude

× latitude) “N96” resolution grid, which corresponds to a horizontal resolution of about 100×140 at 60◦S and 85 vertical levels.

The model output was provided as instantaneous fields sampled every 6 hours. Limited data availability meant that no nudged5

runs were available for the period of 2015–2018 when the ship observations are available. Therefore, we used the decadal

free-running simulation to compare cloud representation statistically.

2.0.1 MERRA-2

Modern-Era Retrospective analysis for Research and Applications (MERRA-2) is a reanalysis provided by the NASA Global

Modelling and Assimilation Office (Gelaro et al., 2017). The reanalysis was chosen for its contrasting results of TOA shortwave10

radiation bias in the SO compared to GA7.0 and GA7.1. Its bias is positive rather than negative, when CERES is used as a

reference.

We used the following products (Bosilovich et al., 2015):

– 1-hourly average Radiation Diagnostics (product “M2T1NXRAD.5.12.4”)

– 3-hourly instantaneous Assimilated Meteorological Fields (product “M2I3NVASM.5.12.4”)15

– 1-hourly instantaneous Single-Level Diagnostics (product “M2I1NXASM.5.12.4”)

– 3-hourly average Assimilated Meteorological Fields (product “M2T3NVASM.5.12.4“)

– 1-hourly average Single Level Diagnostics (product “M2T1NXSLV.5.12.4”)

We used the “Radiation Diagnostics” in TOA SW radiation evaluation (Section 5.1), the instantaneous “Assimilate Meteorological

Fields” and “Single-Level Diagnostics” products to generate simulated ceilometer profiles and pseudo-radiosoundings (Section20

5.2 and 5.3), and the average “Assimilate Meteorological Fields” and “Single-Level Diagnostics” to generate zonal plane plots

of thermodynamic and cloud fields (Section 5.4). Before running the COSP simulator, we downsampled the grid resolution to

a 1◦ × 1◦ grid in order to reduce the computational demands. The 4-dimensional MERRA-2 fields were provided on pressure

and model levels. For our analysis we chose to use the model-level products (72 levels) due to their higher vertical resolution

compared to pressure-level products.25
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2.0.1 Ship observations

2.1
:::

Ship
::::::::::::
observations

We use ship-based ceilometer and radiosonde observations made in the SO on 5 separate voyages between 2015 and 2018

(Table 1 and Figure 1):1

– 2015 TAN1502 voyage of the NIWA ship RV Tangaroa from Wellington, New Zealand to the Ross Sea.5

– 2015–2016 voyages (V1–V3) of the Australian Antarctic Division (AAD) icebreaker Aurora Australis from Hobart,

Australia to Mawson, Davis, Casey and Macquarie Island (“AA15”)

– 2016 Royal New Zealand Navy (RNZN) ship HMNZS Wellington voyages (“HMNZSW16”).

– 2017 NBP1704 voyage of the NSF icebreaker RV Nathaniel B. Palmer from Lyttelton, New Zealand to the Ross Sea.

– 2018 TAN1802 voyage of RV Tangaroa from Wellington to the Ross Sea (Hartery et al., 2019).10

Together, these voyages cover latitudes between 41 and 78◦S and the months of November to June inclusive. A total of

298 days of observations were collected. Geographically, the voyages mostly cover the Ross Sea sector of the SO, with only

AA15 covering the Indian Ocean sector (Figure 1). This sampling emphasises the Ross Sea sector over other parts of the SO,

although the SO SW radiation bias appears largely zonally symmetric
::
is

::::::
present

::
at

::
all

:::::::::
longitudes

::
in

:::
the

:::
SO

:
(Section 5.1), with

a notable exception of the eastern side of the Antarctic Peninsula, as is the
:::::::
affected

::
by atmospheric circulation in the SO (Jones15

and Simmonds, 1993; Sinclair, 1994, 1995; Simmonds and Keay, 2000; Simmonds et al., 2003; Simmonds, 2003; Hoskins and

Hodges, 2005; Hodges et al., 2011), which should allow these results to be extrapolated over the whole of SO at the affected

latitudes. Figure 1 shows the tracks of the voyages used in this study. The voyage observations were performed using a range

of instruments (described below). Table 2 details which instruments were deployed on each voyage.

The primary instruments were the Lufft CHM 15k and Vaisala CL51 ceilometers. A ceilometer is an instrument which20

typically uses a single-wavelength laser to emit pulses vertically into the atmosphere and measures subsequent backscatter

resolved on a large number of vertical levels based on the timing of the retrieved signal (Emeis, 2010). Depending on the

wavelength, the emitted signal interacts with cloud droplets, ice crystals and precipitation by Mie scattering, and to a lesser

extent with aerosol and atmospheric gases by Rayleigh scattering (Bohren and Huffman, 2008). The signal is quickly attenuated

in thick cloud and therefore it is normally not possible to observe mid and high level parts of such a cloud, or a multi-layer25

cloud. The main derived quantity determined from the backscatter is CBH, but it is also possible to apply a cloud detection

algorithm to determine cloud occurrence by height. The range-normalised signal is affected by noise which increases with

the square of range. A major source of noise is solar radiation which causes a diurnal variation in noise levels (Kotthaus

et al., 2016). Due to noise and signal attenuation , the cloud profile retrieved by a ceilometer does not directly reveal the

1The voyage name pattern is a 2–6 character ship name followed by a 2 digit year and a 2 digit sequence number. TANxxxx and NBPxxxx are official

voyage names, while HMNZSW16 and AA15 are names made for the purpose of this study.
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cloudliquid and ice mixing ratios in an atmospheric model output, and
:::::
signal

:::::::::
attenuation

::::
and

::::
noise

::::::::::
ceilometers

::::::
cannot

:::::::
measure

:::::
clouds

::::::::
obscured

:::
by

:
a
:::::
lower

::::::
cloud,

:::
and

::::::::
therefore

::::::
cannot

::
be

:::::
used

:::
for

:::
1:1

::::::::::
comparison

::::
with

::::::
model

:::::
clouds

:::::::
without

:::::
using

:
a lidar

simulatorhas to be used to account for these effects
:
,
:::::
which

::::::::
accounts

::
for

::::
this

:::::
effect (Chepfer et al., 2008). The Lufft CHM 15k

ceilometer operates in the near-infrared spectrum at 1064 nm, measuring lidar backscatter up to a maximum height of 15 km,

producing 1024 regularly spaced bins (about 15 m resolution). The sampling rate of the instrument is 2 s. The Vaisala CL515

ceilometer operates in the near-infrared spectrum at 910 nm. The sampling rate of the instrument is 2 s and range is 7.7 km,

producing 770 regularly spaced bins (10 m resolution).

:::::::::
Radiosonde

:::::::::::
observations

:::::
were

:::::::::
performed

::
on

:::
the

:::::::::
TAN1802

::::
and

::::::::
NBP1704

:::::::
voyages

:::::
south

:::
of

:::::
60◦S.

:::::::::::
Temperature,

::::::::
pressure,

::::::
relative

::::::::
humidity

:::
and

:::::
GNSS

::::::::::
coordinates

:::::
(from

:::::
which

:::::
wind

:::::
speed

:::
and

::::::::
direction

:::
are

:::::::
derived)

::::
were

::::::::
retrieved

::
to

:::::::
altitudes

::
of

:::::
about

:::::
10–20

:
km

:
,
:::::::::
terminated

::
by

::
a

:::
loss

::
of

:::::
radio

:::::::::::::
communication

::
or

:::::::
balloon

:::::
burst.10

On the TAN1802 voyage we used the iMet-1 ABx radiosondes, measuring pressure, air temperature, relative humidity and

GNSS coordinates of the sonde (from which wind speed and direction are derived). The sondes were launched three times

per day at about 8:00, 12:00 and 20:00 UTC on 100 g Kaymont weather balloons. They reached a typical altitude of 10–20

km, and then terminated by balloon burst or loss of radio communication. We used 10 s resolution profiles generated by the

vendor-supplied iMetOS-II control software for further processing. We also had access to automatic15

::::::::
Automatic

:
weather station (AWS) data from some of the voyages (RV Tangaroa and RV Nathaniel B. Palmer)

::::
were

::::::::
available

::
on

:::
the

:::::::::
TAN1502,

:::::::::
TAN1802

:::
and

:::::::::
NBP1704

:::::::
voyages. These included variables such as air temperature, pressure, sea surface

temperature, wind speed and wind direction. Voyage track coordinates were obtained from the ships’ Global Navigation Satel-

lite System (GNSS) receivers.

2.1.1 CERES20

2.2
:::::::::

HadGEM3

:::::::::
HadGEM3

::::::::::::::::::
(Walters et al., 2017)

:
is
::

a
:::::::
general

:::::::::
circulation

::::::
model

:::::::::
developed

:::
by

:::
the

::::
UK

::::
Met

::::::
Office

:::
and

::::
the

:::::::
Unified

::::::
Model

::::::::::
Partnership.

:
It
::::

can
::
be

:::::
used

::
in

:
a
:::::::::
“nudging”

::::::::::::::::::
(Telford et al., 2008)

:::::
mode,

::
in

::::::
which

:::::
winds

:::
and

::::::::
potential

::::::::::
temperature

:::
are

:::::::
relaxed

::::::
towards

:::
the

::::::::::::
ERA-Interim

::::::::
reanalysis

:::::::::::::::
(Dee et al., 2011).

::::
The

::::
Met

::::::
Office

::::::
Global

::::::::::
Atmosphere

::::
7.1

:::::::
(GA7.1)

::
is

:::
the

:::::::::::
atmospheric

:::::::::
component

::
of

:::::::::
HadGEM3

::::::::::::::::::
(Walters et al., 2017),

:::::
based

:::
on

:::
the

::::::
Unified

::::::
Model

:::::
(UM)

::::::
version

:::::
11.0.25

:::
The

::::::
model

::::
runs

::::
used

:::
the

::::::::
HadISST

:::
sea

::::::
surface

::::::::::
temperature

::::::
dataset

::::::::::::::::::
(Rayner et al., 2003)

:
as

::::::
lateral

::::::::
boundary

:::::::::
conditions.

::::
The

::::::
nudged

::::::::::
simulations

::::::::
represent

::::::::::
atmospheric

::::::::
dynamics

:::
as

:::::::::
determined

:::
by

:::::::::::
observations.

::::
The

::::::
model

:::
was

::::
run

::
on

::
a
::::::::::::
1.875◦×1.25◦

::::::::
(longitude

::
×

:::::::
latitude)

::::::
“N96”

:::::::::
resolution

::::
grid,

:::::
which

:::::::::::
corresponds

::
to

:
a
:::::::::
horizontal

::::::::
resolution

::
of
:::::

about
:::::::::
100×140 km

::
at

::::
60◦S

::::
and

::
85

:::::::
vertical

:::::
levels.

::::
The

::::::
model

:::::
output

:::::
fields

:::::
were

:::::::
sampled

:::::
every

::
6

:::::
hours

::::::::::::
(instantaneous)

::::
and

::::
daily

:::::::
(mean).

::
In
::::

our
:::::::
analysis

:::
we

::::
used

:
a
::::::
nudged

::::
run

::
of

::::::
GA7.1

::::::::::
("GA7.1N")

:::::::
between

:::::
years

::::
2015

::::
and

:::::
2018,

::::::::::::
corresponding

::
to

:::
the

::::
ship

:::::::::::
observations.30

2.3
:::::::::

MERRA-2
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::::::::::
Modern-Era

:::::::::::
Retrospective

:::::::
analysis

:::
for

::::::::
Research

:::
and

:::::::::::
Applications

:::::::::::
(MERRA-2)

::
is

:
a
:::::::::
reanalysis

:::::::
provided

:::
by

:::
the

::::::
NASA

::::::
Global

::::::::
Modelling

::::
and

::::::::::
Assimilation

::::::
Office

::::::::::::::::
(Gelaro et al., 2017)

:
.
:::
The

:::::::::
reanalysis

:::
was

::::::
chosen

:::
for

:::
its

:::::::::
contrasting

::::::
results

::
of

::::
TOA

::::::::
outgoing

:::
SW

::::::::
radiation

::::
bias

::
in

:::
the

:::
SO

:::::::::
compared

::
to

:::::::
GA7.1.

:::
As

:::::
shown

:::::
later

::::::
(Figure

:::
3),

:::
its

:::
bias

::
is
:::::::

positive
::::::

rather
::::
than

::::::::
negative,

:::::
when

::::::
CERES

::
is

::::
used

::
as

::
a
::::::::
reference.

:

:::
We

::::
used

:::
the

::::::::
following

:::::::
products

::::::::::::::::::::
(Bosilovich et al., 2015)

:
:5

–
:::::::
1-hourly

:::::::
average

::::::::
Radiation

::::::::::
Diagnostics

:::::::
(product

:::::::::::::::::::::
“M2T1NXRAD.5.12.4”)

–
:::::::
3-hourly

:::::::::::
instantaneous

::::::::::
Assimilated

:::::::::::::
Meteorological

:::::
Fields

::::::::
(product

::::::::::::::::::::
“M2I3NVASM.5.12.4”)

–
:::::::
1-hourly

:::::::::::
instantaneous

:::::::::::
Single-Level

::::::::::
Diagnostics

:::::::
(product

::::::::::::::::::::
“M2I1NXASM.5.12.4”)

:

–
:::::::
3-hourly

:::::::
average

::::::::::
Assimilated

::::::::::::
Meteorological

::::::
Fields

:::::::
(product

::::::::::::::::::::
“M2T3NVASM.5.12.4“)

:

–
:::::::
1-hourly

:::::::
average

:::::
Single

:::::
Level

::::::::::
Diagnostics

:::::::
(product

::::::::::::::::::::
“M2T1NXSLV.5.12.4”)10

:::
We

::::
used

:::
the

:::::::::
“Radiation

:::::::::::
Diagnostics”

::
in

::::
TOA

::::::::
outgoing

:::
SW

::::::::
radiation

::::::::
evaluation

::::::::
(Section

::::
5.1),

:::
the

:::::::::::
instantaneous

::::::::::
“Assimilate

::::::::::::
Meteorological

::::::
Fields”

::::
and

:::::::::::
“Single-Level

:::::::::::
Diagnostics”

:::::::
products

::
to

:::::::
generate

::::::::
simulated

:::::::::
ceilometer

:::::::
profiles

:::
and

:::::::::::::::
pseudo-radiosonde

::::::
profiles

:::::::
(Section

:::
5.2

::::
and

::::
5.3),

:::
and

:::
the

:::::::
average

::::::::::
“Assimilate

::::::::::::
Meteorological

:::::::
Fields”

:::
and

::::::::::::
“Single-Level

::::::::::
Diagnostics”

::
to
::::::::
generate

::::
zonal

:::::
plane

:::::
plots

::
of

::::::::::::::
thermodynamic

:::
and

:::::
cloud

:::::
fields

::::::::
(Section

::::
5.4).

::::
The

::::::::::::
4-dimensional

::::::::::
MERRA-2

:::::
fields

::::
were

::::::::
provided

:::
on

:::::::
pressure

:::
and

::::::
model

:::::
levels.

::::
For

:::
our

:::::::
analysis

:::
we

:::::
chose

::
to
::::

use
:::
the

::::::::::
model-level

:::::::
products

::::
(72

:::::
levels)

::::
due

::
to

::::
their

::::::
higher

:::::::
vertical15

::::::::
resolution

::::::::
compared

::
to
::::::::::::
pressure-level

::::::::
products.

::::
The

:::::::
analysed

::::
time

::::::
period

::
of

:::::::::
MERRA-2

::::
data

::::
was

::::::::::
2015–2018.

2.4
::::::

CERES

The Clouds and the Earth’s Radiant Energy System (CERES) is a set of low Earth orbit (LEO) satellite instruments and a

dataset of SW and longwave (LW) radiation observations (Loeb et al., 2018; Doelling et al., 2016). The CERES instruments

(called FM1 to FM6) provide a continuous record of observations since the first deployment on the Tropical Rainfall Measuring20

Mission (TRMM) satellite in 1997 (Simpson et al., 1996), and have been flown on Terra, Aqua (Parkinson, 2003), the Suomi

NPOESS Preparatory Project (Suomi NPP) and Joint Polar Satellite System-1 (JPSS-1) (Goldberg et al., 2013) satellites since.

Currently CERES is considered the best available global Earth radiation datasets, and is often used as the primary dataset

for GCM tuning and validation (Schmidt et al., 2017; Hourdin et al., 2017). We used the following CERES products in our

analysis:25

– CERES SYN1deg-Day Edition 4A (configuration code 401405
::::::
406406

::::
and

::::::
407406) product of daily average radiation

(“CERES SYN”).

– CERES EBAF-TOA Edition 4.0
::
4.1

:
(CERES_EBAF_Ed4.0

:
.1) product of monthly energy-balanced average radiation

(“CERES EBAF”).
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Due to the sun-synchronous orbits of the LEO satellite platforms, the Flight Model (FM) instruments of CERES do not

capture the full diurnal variation of radiation. The EBAF and and SYN1deg products are adjusted for diurnal variation by using

1-hourly geostationary satellite observations between 60◦S and 60◦N, and use an algorithm to account for changing solar

zenith angle and diurnal land heating. The CERES EBAF-TOA Edition 4.0
::
4.1

:
product is a Level 3B product, which means it

has been globally balanced by ocean heat measurements using the Argo network (Roemmich and Team, 2009).5

2.4.1 NSIDC sea ice concentration

2.5
::::::

NSIDC
:::
sea

:::
ice

::::::::::::
concentration

We used the Near-Real-Time Defense Meteorological Satellite Program (DMPS) Special Sensor Microwave Imager/Sounder

(SSMIS) Daily Polar Gridded Sea Ice Concentrations, Version 1 product (NSIDC-0081) (Maslanik and Stroeve, 1999) provided

by the National Snow and Ice Data Center (NSIDC) to classify observations into those affected and unaffected by sea ice. The10

sea ice concentration product has a resolution of 25 × 25 km. We used a cutoff value of 15% of sea ice concentration for the

binary classification of sea ice, in line with previous studies (Comiso and Nishio, 2008).

2.6 Domains

Because our observational dataset does not span the entire geographical area of the SO or all months of the year, and the

atmospheric conditions in the SO are geographically variable, we subset our datasets into a number of geographical regions15

by latitude and time periods by season. The three geographical regions identified are 55–60◦S, 60–65◦S and 65–70◦S and the

time periods are austral summer, months December–January–February (DJF) and autumn months March–April–May (MAM).

Although we have a substantial quantity of data taken at latitudes south of 70◦S, we do not use them here, as they would likely

be affected by circulation induced by land near the Ross Sea (Coggins et al., 2014), and therefore may not be representative of

the SO in general. This decision builds on the analysis detailed in Jolly et al. (2018) which shows a significant gradient in cloud20

properties between the Ross Ice Shelf and the Ross Sea and strong influences associated with synoptic conditions. Likewise,

we would have to exclude land areas, which have very different atmospheric climatologies.

3
:::::::
Methods

There is likely temporal variability present within the austral summer and austral autumn periods, but we decided to limit the

number of temporal classes to maintain a reasonable quantity of observations in each class in this analysis. The magnitude of25

the SO TOA SW radiation bias is primarily modulated by incoming solar radiation, which is the highest in the austral summer

period. The voyages do not uniformly cover all geographical regions or time periods, with the largest number of observations

in the Ross Sea sector south of New Zealand (TAN1802, TAN1502, HMNZSW16, NBP1704), followed by the Indian Ocean

sector south of Western Australia (AA15) . Temporally, the voyage observations mostly cover summer to late summer/autumn

months of the year. When subsetting model data, we sample along voyage tracks (geographically and temporally), and in30
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3.1
::::

Lidar
:::::::::
simulator

::::::
CFMIP

::::::::::
Observation

:::::::::
Simulator

:::::::
Package

:::::::
(COSP)

:::::::::::::::::::::::
(Bodas-Salcedo et al., 2011),

::
a
:::
set

::
of

:::::::::
instrument

:::::::::
simulators

::::::::
developed

:::
by the

case of the free-running GA7.0 simulation, we compare 10 years of model data statistically, and the same time period relative

to the start of the year
:::::
Cloud

::::::::
Feedback

::::::
Model

:::::::::::::
Intercomparison

:::::::
Project

::::::::
(CFMIP),

::::
was

:::::::
extended

:::::
with

:
a
::::::
surface

:::::
lidar

::::::::
simulator

:::
and

::::
used

::
to

:::::::
produce

::::::
virtual

::::
lidar

::::::::::::
measurements

::::
from

::::::
model

:::::
fields

::::::::::::::::
(Kuma et al., 2019).

:::::::::::
Resampling,

::::
noise

::::::::
reduction

::::
and

:::::
cloud5

:::::::
detection

:::::
were

:::::::::
performed

::
on

::::::::::::
observational

:::
and

:::::::
(where

:::::::::
applicable)

::::::
model

::::
lidar

::::
data

::
in

::
a
::::::::
consistent

::::
way

:::
to

::::::
reduce

::::::::
structural

:::::::::
uncertainty

::::
(see

::::::
Section

::::
3.2).

::::
The

::::::::
schematic

:::
in

:::::
Figure

::
2

:::::
shows

:::
the

:::::::::
processing

:::::::
pipeline

:::::::
utilised

::
in

:::
this

:::::
study.

3.2 COSP simulator

COSP was originally developed as a satellite simulator package whose aim is to produce virtual satellite (and more recently

ground-based) observations from atmospheric model fields in order to improve comparisons of model output with observations10

(Bodas-Salcedo et al., 2011). This approach is required because physical quantities derived from satellite observations gener-

ally do not directly correspond to model fields. COSP accounts for the limited view of the satellite instrument by calculating

radiative transfer through the atmosphere, i.e. attenuation by hydrometeors and air molecules and backscattering. COSP com-

prises multiple instrument simulators, such as MODIS, ISCCP, MISR, CALIPSO and CloudSat. It has been used extensively

by previous studies of model cloud, for example by Kay et al. (2012), Franklin et al. (2013), Klein et al. (2013), Williams and15

Bodas-Salcedo (2017), Jin et al. (2017) , and Schuddeboom et al. (2018). COSP is planned to be used in the upcoming Coupled

Model Intercomparison Project Phase 6 (CMIP6) (Webb et al., 2017).

For our analysis, we have developed a ground-based lidar simulator based on the COSP CALIPSO
::
by

:::::::::
modifying

:::
the

::::::
COSP

:::::::
ACTSIM

:
spaceborne lidar simulator (Chiriaco et al., 2006) (see the Code and data availability section at the end of the docu-

ment). This required reversing of the vertical layers, as the surface lidar looks from the surface up rather than down from space20

to the surface, and changing the radiation wavelength affecting Mie scattering by cloud droplets and Rayleigh scattering by air

molecules. In this paper we present only a brief description of the surface lidar simulator, with a more complete description

planned in an upcoming paper. These changes will be contributed to the upstream COSP project, or made publicly available ,

so that the scientific community can reuse the surface lidar simulator in the future
:::
The

:::
new

:::::::::
simulator

:
is
:::::
made

::::::::
available

::
as

::::
part

::
of

:::
the

:::::::::
Automatic

::::
Lidar

::::
and

:::::::::
Ceilometer

::::::::::
Framework

:::::::
(ALCF)

::
at https://alcf-lidar.github.io.25

The recently introduced COSP version 2 (Swales et al., 2018) added support for a surface lidar simulator, although we believe

our implementation, developed before COSPv2 was available, is more complete in the present context due to its treatment of

Mie scattering at wavelengths other than 532 nm (the wavelength of the CALIPSO lidar). Previously, a surface lidar simulator

based on COSP has been used by Chiriaco et al. (2018) and Bastin et al. (2018). A ground-based radar simulator in COSP has

also recently been implemented (Zhang et al., 2018).30

The surface lidar simulator takes model cloud liquid and ice mixing ratios, cloud fraction and thermodynamic profiles as

the input, and calculates vertical profiles of attenuated backscatter. This can be done either by running the simulator “online”

within the model code or “offline” on the model output. We used the offline approach in our analysis.

10

https://alcf-lidar.github.io


3.2 Lidar data processing

Lidar data in this study came from two different instruments: Lufft CHM 15k and Vaisala CL51 ceilometers and the lidar

simulator. These instruments use different output formats, wavelengths, sampling rates and range bins, as previously noted.

Backscatter and derived fields such as CBH are provided in the firmware generated data products, but the backscatter is

uncalibrated and the derived fields such as cloud detection are based on instrument-dependent algorithms. Therefore, we5

performed consistent subsampling, noise reduction and cloud detection on data from both instruments, and applied the same

methods to the lidar simulator output. As part of the processing we developed a publicly available tool called cl2nc (“CL to

NetCDF”) for converting the Vaisala CL51 ceilometer data format to NetCDF (see the Code and data availability section at the

end of the document).

3.2.1 Calibration10

The backscatter profiles produced by the Lufft CHM 15k and Vaisala CL51 ceilometers are not calibrated to physical units,

even though they are expressed in m−1sr−1. To calibrate these backscatter fields we used the method described by O’Connor

et al. (2004). This method uses the lidar ratio (LR) to calculate a calibration factor based on a known value of the LR in fully

scattering cloudy scenes
::::
(18.8

::
±

:::
0.8

:
sr

:
), such as thick stratocumulus clouds, which are common over the SO. We applied this

technique by using visually identified scenes and choosing a calibration factor which achieves the known value. Due to the15

nature of the conditions (LR can be highly variable even in thick cloud scenes), the calibration is likely accurate to only about

50% of the backscatter value. We do not expect this to have a serious impact on the accuracy of cloud detection completed

in this study, largely because the predominantly low cloud tends to cause backscatter orders of magnitude greater than clear

air, and because of the very large differences in cloud occurrence between the observations and models. Kotthaus et al. (2016)

provide a detailed description of backscatter retrieval by Vaisala ceilometers.20

3.2.2 Subsampling, noise removal and cloud detection

In order to simplify further processing and increase the signal-to-noise ratio, we subsampled the ceilometer observations at a

sampling rate of 5 minutes by averaging multiple profiles, and vertically averaging on regularly spaced 50 m bins. We expect

that in most cases cloud was almost constant on this time and vertical scale, and therefore we were not averaging together

different cloud types or clear and cloudy profiles. At the same time as subsampling, we performed noise removal by estimating25

the noise distribution (mean and standard deviation) based on returns in the uppermost range bins (i.e. 300 samples over 5 min

when sampling rate was 2 s), and subtracting the range-scaled noise mean from the backscatter. We then used the range-scaled

noise standard deviation (σ) for cloud detection: a bin was considered cloudy if the calibrated backscatter minus 3σ exceeded

20×10−6 m−1sr−1. This threshold was chosen subjectively so that cloud was visually well separated from other features, such

as boundary-layer aerosol and noise on backscatter profile plots. The same threshold was used on both the observations and30

output from the COSP surface lidar simulator and thus should cause little bias.

11



3.2.3 Model lidar data processing

We used the same sampling rate (5 min) and model levels as range bins on the surface lidar simulator output. For each vertical

profile we used model data at the same location as the ship and the same time relative to the start of the year. Model data

were selected using nearest-neighbour interpolation. The model resolution is lower than the distance travelled by the ship

in 5 minutes, therefore the same model data were used multiple times to generate consecutive profiles. However, we also5

used the SCOPS (Webb et al., 2001) subcolumn generator included in COSP to generate 10 random samples of cloud for each

profile based on cloud fraction and the maximum/random cloud overlap assumption (Bodas-Salcedo, 2010). The lidar simulator

::::::::
processes

::::
each

::::::
sample

:::::::::::
individually.

::::
The

:::::::
resulting

:::::
cloud

::::::::::
occurrence

:
is
:::::::::

calculated
::
as

::::
the

::::::
average

:::
of

:::
the

::
10

::::::::
samples.

:::
The

:::::
lidar

::::::::
simulator does not generate noise, and therefore we did not perform any noise removal on the simulated profiles, but we used

the same threshold of 20×10−6 m−1sr−1 and vertical bins of 50 m for detecting cloud (as used on the observations). For the10

MERRA-2 cloud occurrence analysis, we applied the lidar simulator on the 3-hourly instantaneous Assimilated Meteorological

Fields (M2I3NVASM.5.12.4) productsubsampled to a 1×1 degree global horizontal grid.

3.3 SST lifting level

In our analysis we used a metric “SST lifting level” (SLL) derived from SST and boundary-layer atmospheric potential

temperature (measured by radiosondes or simulated by a model). We define SLL as the level to which an air parcel with15

the same temperature as SST, rising from the sea surface, would rise adiabatically by buoyancy. That is, it is the level closest to

the surface at which potential temperature is equal to SST, provided the air parcel is permitted to rise to this level by buoyancy

(otherwise the air parcel does not rise and SLL is 0 m). This metric is applicable in sea ice-free conditions in

4
:::::::::::::
Spatiotemporal

:::::::
subsets

::::::::::
investigated

:::::::
Because

:::
our

:::::::::::
observational

:::::::
dataset

::::
does

:::
not

::::
span

::::
the

:::::
entire

:::::::::::
geographical

::::
area

::
of

:::
the

:::
SO

::::
and

:::
all

::::::
months

::
of

::::
the

::::
year,

::::
and

:::
the20

::::::::::
atmospheric

:::::::::
conditions

::
in

:::
the

:::
SO

:::
are

:::::::::::::
geographically

:::::::
variable,

:::
we

::::::
subset

:::
the

:::::::
datasets

::::
into

:
a
:::::::
number

::
of

:::::::::::
geographical

:::::::
regions

::
by

:::::::
latitude

:::
and

::::
time

:::::::
periods

::
by

:::::::
season.

::::
The

:::::::::::
geographical

::::::
regions

::::::::::
investigated

:::
are

::::::::
50–75◦S

::
by

::
5
:::::::
degrees

::
of

:::::::
latitude,

::::
and

:::
the

:::::::
temporal

:::::::
periods

::::::::::
investigated

:::
are

:::::
austral

:::::::
summer

:::
of

:::::::::
December,

:::::::
January,

::::::::
February

:::::
(DJF)

:::
and

:::::::
autumn

::::::
months

::
of

::::::
March,

::::::
April,

::::
May

:::::::
(MAM).

:::
We

::
do

::::
not

:::
use

::::
data

:::::
from

::::::::
70–75◦S

:::
and

::::::::
50–55◦S

::
in

:::
all

:::::
parts

::
of

:::
the

::::::::
analysis.

::::
The

::::
data

::::
from

::::::::
70–75◦S

:::
are

::::::
likely

:::::::
affected25

::
by

:::::::::
circulation

:::::::
induced

:::
by

::::
land

::::
near

:::
the

::::
Ross

:::
Sea

::::::::::::::::::
(Coggins et al., 2014)

:
,
:::
and

::::::::
therefore

::::
may

:::
not

:::
be

:::::::::::
representative

:::
of

:::
the

:::
SO

::
in

::::::
general.

::::
This

:::::::
decision

::::::
builds

::
on

:::
the

:::::::
analysis

::::::
detailed

::
in
:::::::::::::::
Jolly et al. (2018)

:::::
which

::::::
shows

:
a
:::::::::
significant

:::::::
gradient

:
in
:::::
cloud

:::::::::
properties

:::::::
between

:::
the

::::
Ross

:::
Ice

::::
Shelf

::::
and

:::
the

::::
Ross

:::
Sea

::::
and

:::::
strong

:::::::::
influences

::::::::
associated

::::
with

:::::::
synoptic

::::::::::
conditions.

:::
The

::::
data

::::
from

::::::::
50–55◦S

::::
were

::::::::
relatively

:::::
sparse

::::
(the

:::::
ships

::::
spent

::::::::
relatively

:::::
little

::::
time

::::::
passing

:::::::
through

:::
this

:::::::::
latitudes).

::::::::::
Radiosonde

::::::::::
observations

:::::
were

::::
only

:::::::
available

:::::
south

::
of

:::::
60◦S.

:
30

12



:::::
There

::
is

:::::
likely

:::::::
temporal

:::::::::
variability

:::::::
present

:::::
within

:::
the

::::
DJF

::::
and

:::::
MAM

::::
time

:::::::
periods,

:::
but

:::
we

:::::::
decided

::
to
:::::
limit

:::
the

::::::
number

:::
of

:::::::
temporal

:::::::
subsets

::
to

:::::::
maintain

::
a
:::::::::
reasonable

:::::::
quantity

:::
of

::::::::::
observations

::
in
:::::

each
::::::
subset.

::::
The

:::::::::
magnitude

::
of

:::
the

:::
SO

:::::
TOA

::::::::
outgoing

:::
SW

::::::::
radiation

:::
bias

::
is
::::::::
primarily

:::::::::
modulated

:::
by

::::::::
incoming

::::
solar

::::::::
radiation,

::::::
which

::
is the SO, when cold Antarctic air is warmed by

the open sea surface and is lifted by buoyancy until it reaches a limit imposed by the atmospheric stability of the atmosphere.

Together with the lifting condensation level (LCL)we found SLL to be a useful metric for evaluation of boundary-layer CBH.5

Apart from SST and LCL, we also evaluate cloud with respect to lower tropospheric stability (LTS) (Klein and Hartmann, 1993)

::::::
highest

::
in

:::::
DJF.

:::
The

::::::::
voyages

::
do

::::
not

::::::::
uniformly

::::::
cover

::
all

:::::::::::
geographical

:::::::
regions

::
or

:::::
time

:::::::
periods,

::::
with

:::
the

::::::
largest

:::::::
number

:::
of

::::::::::
observations

::
in

:::
the

:::::
Ross

:::
Sea

::::::
sector

:::::
south

::
of

::::
New

:::::::
Zealand

::::::::::
(TAN1802,

:::::::::
TAN1502,

::::::::::::
HMNZSW16,

:::::::::
NBP1704),

::::::::
followed

:::
by

:::
the

:::::
Indian

::::::
Ocean

:::::
sector

:::::
south

::
of

:::::::
Western

::::::::
Australia

:::::::
(AA15).

::::::::::
Temporally,

:::
the

::::::
voyage

:::::::::::
observations

:::::
mostly

:::::
cover

:::::::
summer

::
to

:::::::
autumn

::::::
months

::
of

:::
the

::::
year.10

5 Results

5.1 Shortwave radiation balance

Figure 3 shows reflected TOA
::::
TOA

::::::::
outgoing SW radiation in CERES, GA7.0, GA7.1 and MERRA-2. We present this panel

plot in order to evaluate how well GA7.0, GA7.1
::
N and MERRA-2 are performing in terms of the SW radiation bias in the

SO relative to CERES. This analysis assumes that CERES is a good observational reference, although it is affected by biases15

:::::
errors of lower order of magnitude (Loeb et al., 2018)

::::
(2.5

::::::
Wm−2

::::::::
"regional

:::::::
monthly

::::::::::
uncertainty"

:::::::::::::::::::::::
(Loeb et al., 2018, sec. 4a.)

:
). The plots reveal a predominantly

::::::::
relatively zonally symmetric pattern of reflectivity in the SO on the yearly

::::::
negative

::::
and

::::::
positive

::::
bias

:::
on

:::
the

:::::
annual

:
(Figure 3a–d) and monthly scales

::
b,

::
c)

:::
and

::::::::
seasonal (Figure 3e–h) , with more variable patterns in

the tropics related to regions of upwelling and downwelling. We chose 19 January 2007
:
e,
::

f,
::
h,

::
i)

::::
time

::::::
scales.

:::::::
GA7.1N

::::::
shows

::::::::::::
predominantly

:::::::
negiative

:::::
bias,

:::::
while

:::::::::
MERRA-2

::::::
shows

::::::::::::
predominantly

:::::::
positive

::::
bias.

::::
The

::::::
annual

::::::
average

::
is
::::::::::
dominanted

:::
by

:::
the20

:::
bias

::
in

::::
DJF

:::
due

::
to
:::
the

::::::::
relatively

::::::
strong

::::::::
incoming

::::
solar

::::::::
radiation

::
in

::::
DJF.

::::
The

:::
bias

:::::::
displays

::::
very

::::::
similar

:::::::::::
geographical

::::::
pattern

:::
on

::
the

::::::
annual

:::::
scale,

::::
DJF

:::
and

::::::
MAM.

::::
The

::::
bias

::
is

:::::
much

:::::
lower

::
in

:::::
MAM

:::::::::
compared

::
to

:::
DJF

::::
due

::
to

:::::
lower

::::::::
incoming

::::
solar

::::::::
radiation.

:

:::
We

:::::
chose

:
1
:::::::
January

::::
2018

:
as a representative day in January

::::
DJF to show the daily pattern2

::::
scale. On the daily scale (Figure

3i–l; 19 January 2007)
:
j,
::
k,

::
l),

:
the patterns are closely linked to synoptic features, with close inspection displaying particularly

large differences in the TOA SW radiation near the Antarctic Peninsula. The region on the eastern side of the Antarctic25

Peninsula shows a greater reflectivity in CERES (Figure 3e), but not in any of the models(Figure 3f–h). The zonal symmetry of

the annual and monthly means (Figure 3a–h) suggests
::
the

:::::::
greatest

:::::::
negative

::::
bias

::
in

::
the

:::::::
models.

::::
The

::::::::
relatively

::::::
zonally

:::::::::
symmetric

:::::
annual

::::
and

:::::::
seasonal

::::::
means

:::::::
suggest that there is not a significant need for subsetting by longitude, and that latitude averages

can be very useful in identifying the key features of the SW radiation biases. The
::::
daily synoptic features are generally well-

correlated between CERES and the models(Figure 3i–l), which is expected in nudged model runs and reanalyses. The highest30

reflectivity is generally associated with frontal regions and extratropical/polar cyclones, although cloud-associated reflectivity

2A choice made for convenience during the analysis due to overlap with existing Transpose-AMIP HadGEM2-A hindcasts.
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is present throughout the SO. Examination shows that MERRA-2 has greater upwelling TOA SW radiation
::::
TOA

:::::::
outgoing

::::
SW

:::::::
radiation

::::
than

:::::::
GA7.1N

:
on all three time scales

::::::
periods presented here. Considering that cloud is the dominant factor affecting

SW radiation in the SO, this can only be associated with either cloud cover which is too high, or clouds which are too bright,

and our analysis of cloud occurrence (Section 5.2) supports the latter
::::
cloud

::::::
albedo

::::::
which

::
is

:::
too

::::
high. GA7.0 and GA7.1are

less reflective than CERES between
:
N
:::::::
reflects

:::
too

::::
little

::::
SW

::::::::
radiation

:::::
south

::
of

:
60◦S and 70

::
too

:::::
much

:::::
north

:::
of

::
60◦S (Figure5

3m, n), with some individual cloud systems being too bright (Figure 3j, k
::
b,

::
e,

:
h). MERRA-2 is also much more reflective on

the January monthly mean at all latitudes between 55◦S and 70
:::::
reflects

:::
too

::::::
much

:::
SW

::::::::
radiation

::
in

:::::
most

::
of

:::
the

:::
SO

::::::
except

:::
for

::::::
coastal

::::::
regions

::
of

:::::::::
Antarctica

:::::::
(approx.

:::::
65–70◦S(Figure 3o) . The opposing sign of the SO

:
)
:::
and

:::
the

::::::
eastern

::::
side

::
of

:::
the

::::::::
Antarctic

::::::::
Peninsula.

::::
The

:::::::
opposite

::::
sign

::
of SW radiation bias in GA7.0 and GA7.1

:
N

:
compared to MERRA-2 suggests that contrasting the

two models could be useful in
::
for uncovering the cause of the SO SW radiation biases

:::
bias.10

Figure 4 shows line plots of zonal mean reflected SW radiation and bias relative to CERES by month in multiple latitude

bands between 55
::
50

:
and 70◦S, with the southernmost band 65–70◦S limited to 180–80◦W to avoid

:::::::
covering land areas in

Antarctica. The annual cycle follows the expected cyclical
::::::
seasonal

:
pattern modulated by varying incoming solar radiation

with maxima of reflected radiation in December and maxima of bias in December and January. The Antarctic sea ice extent,

at its minimum in February and peaking in September, is also likely a secondary modulating factor
::
of

:::
the

:::::
TOA

:::::::
outgoing

::::
SW15

:::::::
radiation

:
at higher latitudes. The models represent the cyclical

:::::::
seasonal pattern well, but differ substantially during

::
the

:
periods

of peak incoming solar radiation. Inspection of the
::::
The GA7.0

:::
.1N

:
model (Figure 4b, f, j, n) shows a largely negative bias in

the SO, increasing with latitude and reaching -38 between 65 and 70◦S in January. Between 50 and 55◦S (Figure 4b) however,

the
:
e,
::
h,

::
k)

:::::::
exhibits

::::
bias

:::::::
ranging

::::
from

:::
-21

::
to

::::
+11

::::::
Wm−2.

::::
The bias is positive at its peak, reaching 5 and overall is close to zero

throughout the year. This is important because previous studies of SO cloud often do not discern different latitudes, partly due20

to the limited availability of surface and in situ cloud observations in the SO. These panels also justify why it is important to do

spatial subsetting by latitude when analysing the SO SW bias in models. The GA7.1 model (Figure 4c, g, k, o) exhibits lower

bias than GA7.0 at all latitude bands except for 50–55
:::::
north

::
of

::
55◦S (Figure 4c), where the positive bias is greater, peaking at 10

and is fairly constant throughout the year. The likely explanation for this feature is that GA7.1 is reflecting more SW radiation

in the SO, which reduces the bias where it is negative , but increases the bias where it is already positive. Overall, GA7.125

improved the peak bias from -38 to -20 at 65–70
:::
and

:::::::
negative

:::::
south

::
of

::::
this

:::::::
latitude,

::::
with

:::
the

:::::::
greatest

::::::::
absolute

:::
bias

::::::::
between

::
60

:::
and

:::
65◦Sin January. MERRA-2 displays a clearly different bias than GA7.0 and

::::
from

:
GA7.1(d, h, l, p

:
N,

:::::::
ranging

:::::
from

:::
-12

::
to

::
39

::::::
Wm−2

:::::::
(Figure

:::
4c,

::
f,

:
i,
:
l). The SW bias is consistently positive , i.e. too much SW radiation is reflected at all latitudes

between 50 and 70
::::
peak

::::
SW

::::
bias

::
in

:::::::::
MERRA-2

::
is

:::::::
positive

:::
for

:::::::
latitudes

:::::
north

::
of

:::
65◦S

:::
and

:::::::
negative

:::::
south

:::
of

:::
this

::::
this

::::::
latitude.

The absolute value of the bias is also lower
:::
bias

::
in
::::::::::

MERRA-2
::
is

:::::
much

:::::
larger

:
than in GA7.0 and GA7.1between

::
N

::::
north

:::
of30

60and 70◦S (15 in MERRA-2 vs. -20 in
:::
and

::::::
similar

::
to GA7.0)

:::
.1N

:::::
south

::
of

::::
this

::::::
latitude. Therefore, the MERRA-2 results are

valuable for contrasting with GA7.0 and GA7.1. In the low latitude SO (50–60◦S), however, MERRA-2 performs more poorly

than GA7.0 and GA7.1, showing bias of about 30
:::
The

::::::
strong

::::::::
latitudinal

::::::::
variation

::
of

:::
the

:::::
TOA

::::::::
outgoing

:::
SW

::::::::
radiation

::::
bias

::
is

::::::::
important

::
to

::::
take

:::
into

::::::::::::
consideration.

:::::::
Previous

:::::::
studies

::
of

:::
SO

:::::
clouds

:::::
often

:::
did

:::
not

::::::
discern

::::::::
different

:::::::
latitudes.
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To summarise, we find that GA7.1 is an improvement over GA7.0 with respect to the
:::::
Figure

:::
10

:::::
shows

::::::
scatter

::::
plot

:::
of

::
the

:::::
TOA

::::::::
outgoing

:
SW radiation bias in the SO,

:::::::
GA7.1N

:
and MERRA-2 is superior to

::
as

:
a
::::::::

function
::
of

:::::::::::
near-surface

:::
air

::::::::::
temperature

:::
and

:::::::
relative

::::::::
humidity

:::::::
between

:::
55

::::
and

::::
70◦S

:::
in

:::::::
January

:::::
2018.

::::
The

::::
bias

::
is

::::::::::::
predominantly

::::::::
negative

::
in

:
GA7.1at

latitudes poleward of 60
::
N

:::
and

:::::::
positive

::::::::::
MERRA-2.

::::::
There

::
is

:
a
::::::

strong
::::::
cluster

:::
of

:::::::
negative

::::
bias

::
at

::::::::::
temperature

:::::::
around

:
0
:

◦S.

However, due to compensating biases commonly present in the models it might not be a superior representation of reality.5

Schuddeboom et al. (2019) evaluate compensating errors in the
::
C

::
in GA7.1model

:
N

::::
and

::
-2

:::

◦C
::
in

::::::::::
MERRA-2,

:::
and

::
a

:::::
cluster

:::
of

::::::
positive

::::
bias

::
at

::::::
higher

:::::::::::
temperatures.

::::
This

::
is

::::::::
consistent

::::
with

:::
the

:::::::::
latitudinal

::::::::::
dependence

::
of

::::
bias

::
in

::::
both

::::::
models

::::::
shown

:::::
above.

5.2 Cloud occurrence in model and observations

To understand how clouds contribute to the SW bias, we examine cloud cover and cloud occurrence as a function of height

in the models and observations. Figure 5 shows cloud occurrence profiles derived from ceilometer observations on different10

voyages and GA7.0U
:::
.1N

:
and MERRA-2 model output derived via the COSP surface lidar simulator, as a function of

::
in

::::::
subsets

::
by

:
latitude and season. The seasons cover the austral summer and late summer/autumn months. The comparison with GA7.0

is completed statistically, i.e. 10 individual years of free-running GA7.0 simulation data between 1980 and 1989 are compared

with observations and reanalysis between 2015 and 2018. Most notably, the observed cloud cover is consistently very high in

the observations (80–100%) for all periods and latitude bands examined and greater than 90% in most of these
::
the subsets. This15

::::::
finding differs substantially from the modelled cloud cover (derived via the surface lidar simulator), which ranges between 17

and 92
::
69

:::
and

::::
100% in GA7.0

:::
.1N, and is about 25

:::
4-9% lower than observations across the subsets. Cloud

::::
The

:::::
cloud cover

in MERRA-2 is also generally lower than observations, but higher than
:::::
lower

::::
than

::::::::
observed

:::
and

:::::
much

:::::
lower

::::
than

::
in

:
GA7.0,

spanning 49–95%.
::::
.1N,

::::::::
spanning

:::::::
51–95%.

:::::
Only

::
in

:
4
:::::::
subsets

::
is

:::
the

:::::
cloud

::::
cover

:::::::
greater

::
in

:::::::
GA7.1N

::::
than

::::::::
observed,

::::
and

::::
only

::
in

:
1
::::::
subset

::
is

:::
the

:::::
cloud

:::::
cover

::::::
greater

::
in

::::::::::
MERRA-2

::::
than

:::::::
observed

::::
(out

:::
of

::
21

::::::::
subsets). Our analysis therefore shows that cloud20

cover is underestimated in both GA7.0
:::
.1N

:
and MERRA-2 in the

:::::::
evaluated

:
geographical regions and seasonsevaluated here.

This shows a similar bias to previous analysis by Schuddeboom et al. (2018) who compared COSP derived cloud cover from

the GA7.0 model with MODIS satellite observations and found much higher cloud cover in the observations. Due to the high

zonal symmetry of the SW radiation in the SO, shown in Figure 3, and the magnitude of the cloud cover bias in the model,

these results are likely representative of the whole SO.
:
.25

Examination of the vertical distributions in Figure 5 shows that the observations indicate
::::::::::
observations

:::::
have a strong pre-

dominance of cloud below 2 km , peaking below 1
:::
and

:::::::
peaking

:::::
below

:::
500

:
km

::
in

::::
most

::::::
subsets, including a substantial amount

of surface-level fog in some subsets. In contrast, GA7.0 simulates cloud
:::
.1N

::::
and

:::::::::
MERRA-2

::::::::
simulate

::::::
clouds

:
at a higher

altitude, peaking at about 1 . Further analysis shows that the MERRA-2 vertical distribution appears more consistent with

the observations than GA7.0, often peaking below 1 , but overall having lower cloud cover at the peak altitude than the30

observations
:::
500

:
m

:::
and

::::::::
generally

:::
the

::::
peak

::
is

::::::
higher

::::
than

::
in

::::::::
observed

::::::
clouds.

:::::::::
Especially,

::::::
clouds

:::::
below

::::
500

::
m

::::
and

:::
fog

::::::
appear

::
to

::
be

::::::
lacking

::
in
:::
the

:::::::
models.

:

15



:::
The

::::::
subsets

::
in

::::::
Figure

:
5
:::
are

:::::::
derived

::::
from

::::::
uneven

::::::
length

::
of

::::
ship

::::::::::
observations

::::::::
(1.0–28.9

:::::
days)

:::
due

::
to

:::
the

::::::
limited

::::::::::
availability

::
of

::::
data.

::::
The

:::::
longer

:::::::
subsets

::::::
(Figure

::::
5a4,

:::
b4,

:::
c2,

:::
c4,

:::
f1)

::::::
appear

:::::::::
marginally

:::::
more

::::::::
consistent

:::::::
between

:::
the

:::::::
models

:::
and

:::::::::::
observations

::
in

::::
terms

:::
of

:::
the

:::::
cloud

::::::::
ocurrence

::::::
profile,

:::
but

:::
the

:::::
cloud

:::::
cover

::
is

:::
still

::::::::
markedly

:::::::::::::
underestimated.

Figure 6 shows the model subsets of Figure 5 as points by their cloud cover bias relative to observations. It can be seen

that GA7.0U
:::
.1N

:
underestimates cloud cover by about 25

:
4% and MERRA-2 by 18

::
16% when non-weighted averages are5

considered, and both models underestimate this amount by about 18% when weighted averages are considered. This difference

is caused mostly by an outlier: AA15 DJF 65–70◦S (28.2 days) , which exhibits 80% cloud cover in observations and 90% in

::
by

:::
9%

:
(GA7.0U. Neither the averages nor weighted averages , however, should be accepted uncritically, as they group together

different latitudes and statistically correlated weather situations. The same weather can persist for several days, and therefore

measurements taken during a continous period of time are statistically correlated, whereas measurements on different voyages10

represent statistically independent samples
::::
.1N)

:::
and

::::
18%

:::::::::::
(MERRA-2)

:::::
when

::::::::
weighted

:::::::
averages

:::
are

:::::::::
considered.

Due to the nature of the lidar measurements, mid to high level cloud
::::::
middle

::
to

::::
high

::::::
clouds may be obscured by low level

cloud, because
::::::
clouds,

::
as

:
the laser signal is quickly attenuated by thick cloud. Therefore, the lack of cloud

:::::
clouds above 2 km

in the plots does not imply that there is no cloud at these heights.
::
no

:::::
clouds

:::
are

:::::::
present.

::::
The

::::
lidar

:::::::::
simulator,

:::::::
however,

:::::::
ensures

:::::::
unbiased

:::
1:1

::::::::::
comparison

::::
with

:::::::::::
observations

::
by

:::::::::
accounting

:::
for

:::
the

:::::
signal

::::::::::
attenuation.

:
15

The results demonstrate the value of surface cloud measurements in the SO relative to satellite measurements such as

CloudSat and CALIPSO, which would likely provide a biased sample of these clouds because of “ground clutter” and obscuring

higher level cloud
::::::::::
obscuration

::
by

::::::::::
higher-level

::::::
clouds, respectively (Alexander and Protat, 2018).

5.3 Radiosonde observations

Radiosonde observations were performed on the
:::
We

:::
use

::::::::::
radiosonde

::::::::::::
measurements

:::::::::
performed

:::
on

:
TAN1802 and NBP170420

voyages. Temperature, pressure, relative humidity and GNSS coordinates (from which wind speed and direction are derived)

were retrieved to altitudes of 10–20 , terminated by a loss of radio communication or balloon burst. We use these data to evaluate

boundary-layer
:
to
::::::::

evaluate
::::::::
boundary

::::
layer

:
properties and correlate them with cloud as

:::::
clouds

:
observed by a ceilometer. We

compare the observations with “pseudo-radiosonde” profiles extracted from model fields at the same location and timeof the

year. Figure 7 shows the relationship between CBH and the minimum of SSL and LCL (“min{SLL,LCL}” ) as a scatter plot25

based on a merged dataset from TAN1802 and NBP1704 voyages, and the corresponding points from GA7.0 and MERRA-2.

We choose to evaluate min{SLL,LCL} as a predictor instead of either SSL or LCL individually for the following reasons. This

relationship becomes quite notable when examining the individual voyage radiosonde profiles (not presented here). If SLL is

higher than LCL, an air parcel
:
.
:::
The

:::::::
location

::
is
:::::
based

:::
on

:::
the

::::::
GNSS

::::::::::
coordinates

::
of

:::
the

::::
ship

::
at

:::
the

::::
time

::
of

:::
the

:::::::
balloon

::::::
launch

:::
(the

::::::
ballon

::::::::
trajectory

:::::
length

::::
was

::::::::
generally

:::
not

::::
long

::::::
enough

::
to
:::::
span

:::::::
multiple

:::::
model

::::
grid

::::
cells

::
in

:::
the

:::::
lower

:::::::::::
troposphere).

:
30

:::
We

:::::
define

:
a
::::
new

:::::::
quantity

:::::
“SST

:::::
lifting

:::::
level”

:::::
(SLL)

:::::::
derived

::::
from

::::
SST

:::
and

::::::::
boundary

:::::
layer

::::::::::
atmospheric

:::::::
potential

:::::::::::
temperature,

::::::
defined

::
as

:::
the

::::
level

::
to

:::::
which

:::
an

::
air

:::::
parcel

::::
with

:::
the

:::::
same

::::::::::
temperature

::
as

::::
SST,

:::::
rising

::::
from

:::
the

:::
sea

::::::
surface,

::::::
would

:::
rise

:::::::::::
adiabatically

::
by

:::::::::
buoyancy.

::::
That

::
is,

::
it

:
is
:::
the

:::::
level

:::::
closest

::
to
:::
the

:::::::
surface

::
at

:::::
which

:::::::
potential

::::::::::
temperature

::
is
:::::
equal

::
to

::::
SST,

::::::::
provided

:::
the

::
air

::::::
parcel

:
is
::::::::
permitted

::
to
::::
rise

::
to

:::
this

::::
level

:::
by

::::::::
buoyancy

:::::::::
(otherwise

:::
the

::
air

::::::
parcel

::::
does

:::
not

:::
rise

:::
and

::::
SLL

::
is

::
0

:::
m).

::::
This

:::::::
quantitiy

::
is

:::::::::
applicable
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::
in

:::
sea

::::::
ice-free

:::::::::
conditions

::
in

:::
the

:::
SO,

:::::
when

::::
cold

::::::::
Antarctic

::
air

::
is

:
warmed by the sea surface rises by buoyancy past LCL, at which

point water vapour starts to condensate (assuming enough cloud condensation nuclei are present at 100% saturation) , forming

cloud with CBH equal to LCL. If SLLis lower than LCL, the air parcel rises to SLL
::::
open

:::
sea

::::::
surface

::::
and

:
is
:::::
lifted

:::
by

::::::::
buoyancy

::::
until

:
it
:::::::
reaches

:
a
::::
limit

::::::::
imposed

::
by

:::
the

::::::::::
atmospheric

:::::::
stability

:::
of

::
the

:::::::::::
atmosphere.

::::::::
Alongside

:::
the

::::::
lifting

:::::::::::
condensation

::::
level

::::::
(LCL)

::
we

::::::
found

::::
SLL

::
to

::
be

:
a
::::::
useful

:::::::
quantity

:::
for

::::::::
evaluation

:::
of

:::::
CBH.

:::
The

:::::::
authors

:::
are

:::
not

:::::
aware

::
of

:::
any

::::::::
previous

:::
use

::
of

::::
SLL, where air5

lifted from the sea surface eventually accumulates, potentially forming cloud if enough moisture is transported from the sea

surface
::
but

::::
this

::::::::
definition

::
is

::::::::
supported

:::
by

::::::::::
observations

::::
(see

::::::
below).

:

:::::
Apart

::::
from

::::
SLL

:::
and

:::::
LCL,

:::
we

:::
also

::::
use

:::
the

::::
lower

:::::::::::
tropospheric

:::::::
stability

:::::
(LTS)

:::::::::::::::::::::::
(Klein and Hartmann, 1993)

:
.
:::
LTS

::
is
:::::::
defined

::
as

::
the

:::::::::
difference

:::::::
between

::::::::
potential

::::::::::
temperature

::
at

::::
700

:::
hPa

::::
and

:::
sea

::::
level

:::::::
pressure

::::::::::::::::::::::::
(Klein and Hartmann, 1993).

::
It

:::
has

::::
been

:::::
used

::
in

:::::::
multiple

:::::::
previous

::::::
studies

::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::
(Williams et al., 2006; Franklin et al., 2013; Williams et al., 2013; Naud et al., 2014)

:
.10

:::::
Figure

::
7

:::::
shows

:::
the

:::::::
observed

::::
and

:::::::
modelled

::::::::::
relationship

:::::::
between

:::::
CBH

:::
and

:::
the

::::::::
minimum

::
of

::::
SLL

:::
and

::::
LCL

:::::::::::::::::
(“min{SLL,LCL}”),

::::
LTS,

::::
SLL

:::
and

:::::
LCL. A large fraction of the observed points (OBS) in Figure 7a lies

::
lie close to the origin

:::::
(40%

::
in

:::
the

:::
first

::::
100

::
m

::
in

:::::::::::
observations,

:::
vs.

::::
26%

:::
and

::::
17%

::
in
::::::::
GA7.1N

:::
and

::::::::::
MERRA-2,

:::::::::::
respectively), which suggests that near zero min{SLL,LCL}

is a good indicator of fog or very low cloud. The ,
::
a
::::::::::
relationship

:::
not

::::::::::::::
well-represented

::
in

:::
the

:::::::
models.

:::
The

:::::::::
remaining

::::::::
observed

:::::
points

::::
show

::
a
::::
close

::::::::::
equivalence

:::::::
between

::::::::::::::
min{SLL,LCL}

:::
and

:::::
CBH,

:::::
while

:::
the models do not seem to represent this relationship15

:::::::
represent

::::
this

::::::::::
equivalence

:
well. The histogram in Figure 7a shows that about 40

::::::
reveals

::::
that

:::::
about

::
42% of observed profiles

have CBH within 100 m of min{SLL,LCL}, while only about 20% of MERRA-2 profiles and 15% of
:::
28%

::
of

:
GA7.0U/1980-89

:::
.1N

:::
and

::::
21%

:::
of

:::::::::
MERRA-2 profiles do. Using SSL

:::::
Using

::::
SLL or LCL as a predictor for CBH individually resulted in a weaker relationship than min{SLL,LCL}(not presented

here).
:
:
::::
25%

::::
and

::::
31%

::
of

:::::
OBS

::::::
profiles

:::::
have

::::
CBH

::::::
within

::::
100 m

::
of

::::
SLL

::::
and

:::::
LCL,

::::::::::
respectively

::::::
(Figure

:::
7c,

:::
d).

::::
This

::::::::
suggests20

:::
that

:::::::::::::
min{SLL,LCL}

::
is

:::::
more

:::::::
strongly

:::::
related

::
to
:::::
CBH

::::
than

::::
SLL

::
or

::::
LCL

:::::::::::
individually. Figure 7b shows the same points

::::
CBH

:
as a

function of LTS, defined as the difference between potential temperature at 700 hPa and sea level pressure (Klein and Hartmann, 1993)

, and used in previous studies (Williams et al., 2006; Franklin et al., 2013; Williams et al., 2013; Naud et al., 2014). LTS does

not display a good predictive ability for CBH in this dataset, with the exception of very stable profiles (LTS > 15 K), when

observed CBH was below 250 m in all but one case.25

Figure 8 shows the distribution of SSL as derived from radiosonde observations and model fields, and scatter plots of CBH

vs. min{SLL,LCL} as in Figure 7. The purpose of the panel plot is to evaluate the relationship between local boundary-layer

thermodynamics and cloud occurrence. In the absence of a synoptic-scale forcing and geographical features, one can expect

clouds in the boundary layer to be well correlated with the local thermodynamic profile in the boundary layer. Due to the very

persistent cloud cover observed in the SO in summer months (close to 100%), as shown by the cloud occurrence analysis in30

Figure 5, we might expect that conditions in the SO are such that an almost continuous cloud formation takes place or that cloud

persists even in the absence of synoptic forcing. We hypothesise that the models underestimate cloud cover in these quiescent

conditions. As can be seen in the scatter plots in Figure 8, there is a strong correspondence between min{LCL, SLL} and CBH

in cases where there is no sea ice. Because of the observed close link between SLL and CBH, we examined whether the models

may be misrepresenting SLL. As can be seen in the SLL vertical distribution panels
::::::
derived

:::::
from

:::::::::
radiosonde

::::::::::
observations

::::
and35
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:::::
model

:::::
fields.

::
In

:::::::::::
observations,

:::
the

:::::::
quantity

::::::
almost

::::::::::
consistently

:::::
peaks

::::
near

:::
the

::::::
ground

::::
and

::::::
reaches

::
up

::
to
:::
1.5

:::
km

::
in
:::::::
ice-free

:::::
cases

::::::
(Figure

:::::::
8a1–a5,

::::
b4).

:::::::
GA7.1N

:::::::::
represents

:::
this

::::::::::
distribution

::::::::
relatively

:::::
well.

::::
This

::
is

:::
not

:::
the

::::
case

:::::
with

::::::::::
MERRA-2,

:::::
which

::
is

::::
less

:::::
likely

::
to

::::
peak

::::
near

:::
the

::::::
ground

::::
and

:::
the

::::::::::
distribution

::
is

:::
less

:::::::::
consistent

::::
with

:::::::::::
observations.

::::
The

::::::
sea-ice

:::::
cases

:
(Figure 8a–f, m–r)

, there is no substantial difference between the models and radiosonde observations in non-sea ice cases, in which SLL has a

plausible effect on cloud, even though
::
b5,

:::
b6)

:::::
show

::::::::
markedly

:::::::
different

::::::::
observed

:::::::::
distribution

::
of

:::
the

::::::::
quantity,

::::
with

::::
peak

::
at

:::::
about5

:::
300

:::
m. GA7.0 simulates a slightly higher SLL than observed . We conclude that SLL difference is likely not a cause for the

underestimated cloud cover in the models. SLL is a function of SST and the boundary layer potential temperature profile, we

therefore expect both fields to be well simulated in the boundary layer of the models, and by ruling out this potential cause, the

alternative explanation – that subgrid-scale model processes are an important factor in the underestimation of cloud cover – is

more likely
:::
.1N

:::
and

::::::::::
MERRA-2

::::::::
represent

:::
the

:::::::::
distribution

::::
over

:::
sea

:::
ice

::::::::
relatively

:::::::
poorely.10

5.4 Zonal plane comparison of GA7.0
:::
.1N and MERRA-2

In order to better understand the differences in the SW
:::::::
radiation

:
bias between GA7.0

:::
.1N

:
and MERRA-2, we inspect zonal

plane plots of cloud occurrence and thermodynamic fields of both models in January and on a specific day
::
the

:::::::
models

::
in

::::
DJF

:::::::
2017/18

:::
and

::
1

::::::
January

:::::
2018 (Figure 9). The GA7.0 model is a nudged run, which ensures a general correspondence between

synoptic features in the model, the reality and the MERRA-2 reanalysis, i.e. both columns of Figure 9 show the same synoptic15

features. The figure shows monthly
::::
figure

::::::
shows

::::::::
seasonal and daily average cloud liquid and ice mixing ratio contours (a

monthly average in January 2007 and a daily average on 19 January 2007, respectively) plotted over two different backgrounds

– potential temperature and relative humidity
::::
(RH). The daily average plot

::::
plots (Figure 9c, d) shows

::::
show

:
a very pronounced

difference between the cloud liquid amount between the two models, with MERRA-2 simulating a much greater amount of

cloud liquid. In contrast, GA7.0 simulates clouds
:::
.1N

:::::::::
simulates

:::::
cloud with ice, which are

:::::
nearly

:
absent in MERRA-2 at the20

chosen contour levels. The liquid content is generally concentrated near SLL as observed in Figure 8, and therefore at the top of

the surface coupled boundary layer, whereas the ice content in
:::::::::
MERRA-2,

:::
but

:::::
much

::::
less

::
so

::
in

:
GA7.0

::::
.1N,

:::::
where

::::
SLL

::
is

:::::
often

:
at
::

0
:::
m.

::::
The

:::::
cloud

:::
ice

::
in

:::::::
GA7.1N

:
generally has significantly greater vertical extent

::::
than

:::
the

:::::
cloud

:::::
liquid. These differences

are also present in the monthly average
::
on

:::
the

:::::::
seasonal

:::::
scale (Figure 9a, b). Relatively small differences in the background

potential temperature and SLL between the two models fields suggest that the cloud differences are not explained by these25

fields. Moreover, the fields appear fairly consistent
:::
The

:::::::::
difference

::
in

:::::::
potential

:::::::::::
temperature between the models , suggesting

that the synoptic state of the atmosphere is not responsible for the cloud differences. There is
:
is

::::::::
relatively

::::::
small.

:::::::
GA7.1N,

however, a pronounced difference in relative humidity
:::::
shows

::
a
:::::::
slightly

:::::
higher

::::::::
potential

:::::::::::
temperature.

::::
The

:::
RH

::::
field

::
is
:::::

very

:::::::
different between GA7.0

:::
.1N

:
and MERRA-2in the mid to high troposphere, quite clearly visible on the monthly average plots

:
,
::::
with

:::::::::
MERRA-2

:::::::::
simulating

:::::
higher

::::
RH

::
by

:::::
about

:::::
10%.30

::::::
Pehaps

::::
most

::::::::::
interestngly,

:::
the

::::::::
vertically

::::::::
integrated

::::::
liquid

:::
and

:::
ice

::::::
content (Figure 9e, f) . This bias does not seem to be present

in the boundary layer and it is therefore not a likely explanation for the cloud bias. We should note that it is not obvious from

this analysis whether
:
i,

:
j)
::

is
::::
very

::::::::
different

:::::::
between

:::
the

:::::::
models.

:::::
Both

::::::
models

:::::::
simulate

::::::
almost

:::
the

:::::
same

:::::
liquid

::
+
:::
ice

:::::
total,

:::
but

::
the

:::::
phase

:::::::::::
composition

::
of

:::::
cloud

::
in GA7.0 or

:::
.1N

::
is
:::::::
majority

::::::
liquid,

:::::
while

::
in MERRA-2 are closer to reality, even though larger
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amount of simulated cloud is preferable with respect to reducing the model SW radiation biases. Model cloud liquid and ice

which is more spread out horizontally, while holding the same totalamount of water, would increase the cloud cover a reduce

the cloud opacity, and lead to a better correspondence with our observations
:
it

::
is

:::::
almost

:::::::
entirely

:::
ice.

6 Discussion

The TOA
:::::::
outgoing

:
SW radiation assessment showed that

:::::
shows

::::
that

:::
the

:
models exhibit monthly average biases of up to5

-38
::
39

:
Wm−2 (GA7.0, 65–70

:::::::::
MERRA-2,

:::::
50–55◦S in January

:::::::::
December), and that these biases have a significant latitudinal

dependency, leading to opposing signs of the
::::
with

:::
the

:::::::
opposite

::::
sign

::
of bias between different latitude bands. This conclusion is

also supported by
::
In

:::::::
GA7.1N

:::
the

::::
bias

::
is

::::::::::::
predominantly

:::::::
negative,

:::::
while

::
in

:::::::::
MERRA-2

:::
the

::::
bias

::
is

:::::::::::
predominanly

:::::::
positive.

:::::::
Similar

::::::
pattern

::
of

:::
bias

::
is
::::::
present

:::::
both

::::::
models.

::::
The

::::
bias

:
is
:::::::
positive

:::::
north

::
of

::::
55◦S

::::::
(65◦S)

::
in

::::::::
GA7.1N

::::::::::
(MERRA-2)

::::
and

:::::::
negative

:::::
south

::
of

:::
this

:::::::
latitude.

::::
This

::::::
finding

::
is
:::::::::
consistent

::::
with

:
Schuddeboom et al. (2019), who observed opposing sign of the

:::::::
opposite

:::
sign

:::
of10

SW cloud radiative effect (CRE) south and north of 55◦S in GA7.1. We found GA7.0/GA7.1 and MERRA-2 to be biased in

the opposite direction, with GA reflecting too little SW radiation in the high latitude SO, while MERRA-2 reflects too much

SW radiation in the SO

::::
Very

:::::
simlar

:::::::::::
geographical

::::::
pattern

::
of

::::
bias

::
is

::::::
present

::
in

::::
DJF

:::
and

::::::
MAM,

:::::::::
suggesting

:::
that

::::::
similar

:::::
cloud

::::::
biases

::
are

:::::::
present

::
in

::::
both

:::::::
seasons.

::::
This

::
is

:::
also

:::::::::
supported

::
by

::::::
Figure

::
5,

::::::
which

::::
does

:::
not

::::::
display

::
a

:::::::::
significant

::::::::
difference

::
in

::::::::
observed

:::::
cloud

:::::::::
occurrence

::::
and15

:::
bias

::
in

:::
the

::::::
models

::::::::
between

:::
DJF

::::
and

:::::
MAM. Consistent with the maximum of incoming solar radiation, January was

::::::::
December

:::
and

:::::::
January

::::
were

:
found to be the month

::::::
months

:
with the greatest absolute bias in models. For this reason, improving model

cloud biases in austral summer months is
:::
the

:::::::
models.

:::::::::
Therefore,

:::::
fixing

:::
the

::::::::::::
representation

::
of

::::::
clouds

::
in

:::
the

:::
SO

::
in

::::
these

:::::::
months

:
is
::::::::
relatively

:
more important than in other monthswith respect to the SW radiation bias. Cloud representation differences are

expected to be the strongest factor in modulating the TOA SW radiation, and this can happen either via cloud cover or cloud20

opacity effects, or both simultaneously. Therefore, we conclude that .
:

:::::
Figure

:::
10

:::::::
suggests

::::
that

:::
the

::::
bias

::::::::
correlates

:::
not

::::
only

:::::
with

:::::::
latitude,

:::
but

::::
also

::::
with

::::::::::
near-surface

:::
air

:::::::::::
temperature.

:::
The

::::::::
negative

:::
bias

::
is

:::::::
strongly

::::::::
clustered

::::::
around

::
0

::

◦C
:::

in GA7.0/7.1 simulates too little cloud cover, but we cannot conclude whether it is too

opaque or too transparent, and
::::
.1N,

:::
and

::
-2

:::

◦C
::
in

:
MERRA-2simulates too little cloud cover and too opaque cloud. The cloud

occurrence analysis
:
,
:::
and

:::::::
positive

::::
bias

:
is
:::::::::::::
predominantly

::::::::
correlated

::::
with

::::::
higher

::::::::::
temperature.

:
25

:::
The

:::::::::
ship-based

:::::
lidar

:::::
cloud

:::::::::
occurrence

:
revealed close to 100% cloud cover as measured by a ceilometer on a number of

voyages. This seems to be the case across different latitudes in the austral summer and autumn, even though the results are

limited by region (the Ross Sea and Indian Ocean sectors)and the relatively brief passage of the ships through some of these

regions. The 2016–2018 voyages may have been affected by the unusually low sea ice extent (discussed below) , which can

have a significant effect on cloud (Frey et al., 2018; Taylor et al., 2015). We found
:
in
::::::::
multiple

::::::
subsets.

::::::::::
Subsetting

::::::
allowed

:::
us30

::
to

:::::::
identify

:::::::
whether

:::
the

:::::
cloud

:::::
cover

::
is
:::::::::::
substantially

::::::::
different

::
by

:::::::
latitude

::::
and

::::::
season,

::::
and

::::
also

::::::
sample

:::::::::::
independent

:::::::
weather

::::::::
situations

::
(it

::
is

::::::::
expected

:::
that

:::::
cloud

::::::::::
occurrence

::::::
profiles

:::
are

::::::
highly

:::::::::
correlated

::::
over

::::::
several

::::
days

:::
due

:::
to

:::::::::
persistance

::
of

::::::::
synoptic

:::::::::
situations).

::::
The

::::::
subsets

:::::
show

:
a
:::::::::

relatively
::::::::
consistent

:::::
cloud

::::::::::
occurrence

::::::
profile

:::::::
peaking

:::::
below

::::
500

:::
m,

:::
and

::::::
almost

::::
zero

::::::
above
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:
2
:::
km

::::::::
(possibly

::::
also

::::
due

::
to

::::::::::
obscuration

::
of

::::
lidar

::::::
signal

::
by

::::::
lower

:::::::
clouds).

:::
The

:::::::
models

::::::::
generally

::
do

::::
not

::::::::
reproduce

::::
this

::::::
profile

::::
well.

:::::
Apart

:::::
from

:::::::::::::
underestimating

:::
the

::::
total

:::::
cloud

::::::
cover,

:::
the

::::
peak

:::
of

:::::
cloud

:::::::::
occurrence

::
in

:::
the

:::::::
models

::
is

:::::
higher

::::
than

:::::::::
observed.

::::::::
Improving

:::
the

:::::
cloud

::::::
profile

::::::::::::
representation

::
in

:::
the

::::::
models

::
is

:::::
likely

:::
key

:::
for

:::::::::
improving

:::
the

:::
SW

::::::::
radiation

::::
bias.

:

:::
The

:::::
effect

:::
of

:::::
clouds

:::
on

::::
SW

::::::::
radiation

::
is

:::
the

::::::
product

:::
of

:::::
cloud

:::::
cover

::::
(the

:::::::
fraction

::
of

:::
the

:::
sky

::::::::::
containing

::::::
clouds)

::::
and

:::::
cloud

:::::
albedo

::::
(the

:::::::
fraction

:::
of

:::
SW

::::::::
radiation

::::::::
reflected

:::
by

:::
the

:::::::
clouds).

:::::
With

:::
our

::::::::::
ship-based

::::
lidar

:::::::::::
observations

:::
we

::::::::
measured

::::::
cloud5

::::
cover

::::::
(total,

:::
and

:::::
cloud

:::::
cover

:::
as

:
a
::::::::
function

::
of

:::::::
height),

:::::
while

:::
we

:::
did

:::
not

::::::::
measure

:::::
cloud

::::::
albedo.

::::
The

:::::
cloud

:::::
cover

::::
was

::::::
almost

::::::::::
consistently

::::::::::::
underestimated

:::
in

::::
both GA7.0 underestimates totalcloud cover by a relatively large amount (nearly 25%), with

:::
.1N

:::
and

:
MERRA-2 underestimating total cloud cover by a lesser extent. Combined with the overestimation of the TOA SW

radiation, we concluded that
:::::
across

:::
all

::::::::
latitudes.

::
At

:::
the

:::::
same

::::
time,

:::
the

:::::::
satellite

:::::::::::
observations

::::
show

::::
that

:::::::::
MERRA-2

:::::::
reflects

:::
too

::::
much

::::::
all-sky

::::
SW

::::::::
radiation.

:::::::::
Therefore,

:::
the

::::
cloud

::::::
albedo

::
in

:
MERRA-2 must be overestimating cloud opacity to an extent which10

overcompensates for
:::
too

::::
high

::
in

:::::
order

::
to

:::::
cause

:::
too

:::::
much

::::::
all-sky

::::
SW

::::::::
radiation

::::::::
reflection

::::::
despite

:
the lack of cloud cover. We

cannot make the same conclusion about
:::
This

:::::
effect

::
is
::::::
visible

:::
on

:::
the

::::
daily

:::::
scale

::
in

::::::
Figure

::::
3j–l,

:::::
where

:::
the

:::::::::
individual

::::::
clouds

::
in

:::::::::
MERRA-2

::::::
appear

::::::::::
significantly

:::::::
brighter

::::
than

::
on

:::::::
satellite

:::::::::::
observations.

:

::::::::::
Remarkably,

:::
the

::::::::
observed

:::
and

::::::::
simulated

:::::
cloud

::::::::
ocurrence

:::::::
profiles

::
do

:::
not

::::::
appear

::
to

::
be

:::::::::::
significantly

:::::::
different

:::::::
between

:::
the

::::
DJF

:::
and

:::::
MAM

:::::::
seasons

::
or

::::::::
different

::::::
latitude

::::::
bands

:::::::
between

::
55

::::
and

::::
70◦S

:::::::
(Figure

:::
5).

::::
This

::
is

::
in

:::::::
contrast

::::
with

:::
the

:::
SW

::::::::
radiation

::::
bias15

:::::::
analysis,

:::::
which

:::::::
showed

:
a
::::::
strong

::::::::
latitudinal

:::::::
gradient

::
of

:::
the

:::::
TOA

:::::::
outgoing

::::
SW

:::::::
radiation

::::
bias

::
in

:::
the

::::::
models

:::::::
(Figure

::
3,

::
4).

::::::
Based

::
on

:::
the

:::
the

::::::::
presented

::::::
results

:
a
::::::::
plausible

::::::::::
explanation

::
for

:::
the

::::
SW

::::::::
radiation

:::
bias

:::::
could

:::
be

::::::::::::
overestimation

::
of

:::::
cloud

::::::
albedo

:::::
north

::
of

::::
about

:::::
55◦S

::::::
(65◦S)

::
in

:
GA7.0, but it seems plausible that strongly underestimated cloud cover alone can explain the TOA

:::
.1N

::::::::::
(MERRA-2)

:::::::
causing

:::::::
positive

::::
TOA

::::::::
outgoing

:::
SW

::::::::
radiation

::::
bias

:::::
north

::
of

:::
this

:::::::
latitude

:::
and

::::::::::::::
underestimation

::
of

:::::
cloud

:::::
cover

::::
over

::
the

::::::
whole

:::
SO

::::::
causing

::::::::
negative

::::
TOA

::::::::
outgoing SW radiation bias relative to CERES

::::
south

::
of

::::
this

::::::
latitude.20

During the TAN1802 voyage
::
In

:::
the

::::
ship

:::::::::::
observations we found a notable correspondence between CBH, SLL and LCL.

Boundary layer thermodynamics, determining the lifting levels, is a plausible driver of cloud formation in the absence of

other forcing. We examined SLL in models and radiosonde observations, and found differences which are likely too small to

explain the cloud occurrence differences between the models and ceilometer observations. Bodas-Salcedo et al. (2012), in their

analysis of an earlier version of the GA model (GA3.0) using cyclone composites also noted that biases in thermodynamics are25

not likely to explain the SW radiation bias, but may still play a significant role. The presence of positive TOA
:::::::
outgoing

:
SW

radiation bias in the SO between 50 and 55◦S in GA7.1, which has an opposing sign to the bias in the high latitudeSO
:::::::
contrasts

::::
with

:::
the

:::::::
negative

::::
bias

:::::
south

::
of

:::
the

:::::::
latitude, is important because it places a limit on the applicability of other studies which

used SO observational data from regions north of 55◦S (Lang et al., 2018).

::
In

::::::
Section

::::
5.3

:::
we

:::::
show

::::
that

:::::::::::::
min{SLL,LCL}

::::
has

::
a

:::::::
stronger

::::::::::
equivalence

:::
to

::::
CBH

:::::
than

:::::
SLL,

::::
LCL

:::::::::::
individually

::
or

:::::
LTS.30

::::
This

::::::::::
relationship

:::::::
becomes

:::::
quite

::::::
notable

:::::
when

:::::::::
examining

:::
the

:::::::::
individual

::::::
voyage

::::::::::
radiosonde

::::::
profiles

::::
(not

::::::::
presented

::::::
here).

:::
We

:::::::::
hypothesise

::::
that

:::
the

::::::::
theoretical

::::::
reason

:::
for

:::
this

::::::::::
relationship

::
is

::
the

:::::::::
following.

:::::
When

::::
SLL

::
is

:::::
higher

::::
than

:::::
LCL,

::
an

:::
air

:::::
parcel

:::::::
warmed

::
by

:::
the

:::
sea

::::::
surface

::
to

::::::::::
temperature

:::::
close

::
to

::::
SST

::::
rises

::
by

::::::::
buoyancy

::::
past

::::
LCL

::
to
::
a
::::
level

::::
with

:::
the

:::::::::
equivalent

:::::::
potential

:::::::::::
temperature.

:::
The

:::::
water

::::::
vapour

:::::
starts

::
to

::::::::::
condensate

::
at

::::
LCL

:::::::::
(assuming

:::::::
enough

:::::
cloud

:::::::::::
condensation

:::::
nuclei

:::
are

:::::::
present

::
at

:::::
100%

::::::::::
saturation),

::::::
forming

::::::
cloud

::::
with

:::::
CBH

:::::
equal

::
to

:::::
LCL.

::
If

::::
SLL

::
is
::::::

lower
::::
than

:::::
LCL,

:::
the

:::
air

:::::
parcel

:::::
rises

::
to

:::
the

:::::
level

::
of

:::::::::
equivalent

::::::::
potential35
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::::::::::
temperature,

::::::
where

::
air

:::::
lifted

:::::
from

:::
the

:::
sea

:::::::
surface

:::::::::
eventually

:::::::::::
accumulates,

:::::::::
potentially

:::::::
forming

:::::
cloud

::
if
:::::::

enough
::::::::
moisture

::
is

:::::::::
transported

::::
from

:::
the

::::
sea

::::::
surface.

::::
The

::::::
models

:::
do

:::
not

::::::::
represent

:::
the

::::::::
observed

::::::::::
relationship

::::
well,

:::
and

:::::::::
improving

::::
this

::::::::::
relationship

:::
may

:::
be

:::
one

::::
way

::
of

:::::::::
improving

:::
the

:::::
cloud

:::::::::
simulation.

:

::::::::::
Considering

:::
the

:::::
strong

::::::::
observed

::::::::::
relationship

:::::::
between

::::::::::::::
min{SLL,LCL}

:::
and

:::::
CBH

:::::
(CBH

:::::
tends

::
to

:::::
occur

::
at
:::
the

:::::
same

::::
level

:::
as

::::::::::::::
min{SLL,LCL}),

:::
we

::::::::
evaluated

:::
the

::::::::::
distribution

::
of

:::::::::::::
min{SLL,LCL}

::
in
:::
the

:::::::
models

::
in

::::::::::
comparison

::::
with

:::::::::
radiosonde

:::::::::::
observations5

::::::
(Figure

:::
8).

:::
We

:::::
found

:::
that

::::::::
GA7.1N

::::::::
represents

:::
this

::::::::::
distribution

::::::::
relatively

::::
well

::
in

::::::::::
sea-ice-free

:::::
cases,

:::::
while

:::::::::
MERRA-2

:::::::::
represents

:::
this

::::::::::
distribution

::::::::
relatively

::::::
poorly.

::::::::::
MERRA-2,

::::::::
however,

:::::
tends

::
to
::::::::::::

underestimate
::::

the
:::::::::
distribution

:::
of

:::::::::::::
min{SLL,LCL}

:::::
near

:::
the

::::::
ground.

::::
This

::::
may

:::
be

:::
the

::::::
reason

::
for

:::
the

::::::::::::::
underestimation

::
of

::::
very

::::
low

:::::
cloud

:::
and

:::
fog

:::
in

:::
this

::::::
model

::::::::
identified

::
in

:::
the

::::::::::
comparison

::::
with

::::
lidar

:::::::::::
observations.

:::::::::
Therefore,

:::::::::
improving

:::
the

::::::::::
distribution

::
of

:::
the

:::::::
quantity

::
in

::::::::::
MERRA-2

::::
may

::::
lead

::
to

:::::::::::
improvement

::
of

::::
low

::::
cloud

::::::::::
simulation.10

It is interesting to contrast our results with previous studies which used cyclone compositing for the TOA SW radiation bias

evaluation in GCMs. We cannot make substantial conclusions from our results on how much of the model bias is attributable

to cyclones. It appears, however, that the cloud cover and cloud liquid and ice mixing ratio bias in GA7.0
:::
.1N is systematic

rather than isolated to cyclonic activities due to its relative consistency across spatiotemporal subsets in the high latitude SO.

This does not rule out even greater biases related to cyclonic sectors. Specifically, Bodas-Salcedo et al. (2014) evaluated a large15

set of models, including HadGEM2-A, a predecessor model to HadGEM3, likely affected by similar biases, and found that

about 80% of grid cells south of 55◦S could be classified as affected by a cyclone, and that these grid cells were responsible

for the majority of the total SW radiation bias. Moreover, their cyclone compositing showed that the bias in HadGEM2-A was

largely negative in the cold quadrants, and near zero in the warm quadrants. Their results also indicate a strong contrast in SW

bias south and north of 55◦S, similar to the result we found in GA7.0 and GA7.1
:
N. We think these results can be reconciled20

with our study by assuming that the model has a particular difficulty in representing cloud in situations when near-surface air

temperature is lower than the SST. In these regions the heat flux is from the ocean to the atmosphere is positive, which in the

austral summer predominantly occur south of 55◦S and in the cold sectors of cyclones. The cloud representation when near-

surface air temperature is greater than SST is relatively more accurate, this case occurring predominantly north of 55◦S and in

the warm sector of cyclones. To evaluate the viability of this explanation we plotted the daily average
::
As

::::::
shown

::
in

::::::
Figure

:::
10,25

::
the

::::::::
negative

::::
TOA

::::::::
outgoing SW radiation bias in the GA7.0N/2007 grid cells as a function of near-surface air temperature and

near-surface relative humidity between 40◦S and 70◦S on 19 January 2007 (Figure 10). The grid cells with strong negative bias

are visibly clustered between -2 and +2 , whereas at higher temperatures the bias tends to be more equally distributed between

positive and negative values
::::::
models

:
is
::::::::

clustered
::
at
::::
zero

::::
and

:::::::
sub-zero

:::::::::::
temperatures. This suggests a possible explanation that

subzero air mass advecting from Antarctica or from sea ice covered areas over warm water could be inducing convection30

and steam fog or low cloud
:::
low

:::::
cloud

::::
and

:::
fog, and this process is not well represented by the model. Therefore the cloud

biases in HadGEM2-A and HadGEM3 may not be linked to cyclonic activity as such, but secondarily through their impact on

near-surface air temperature and its difference from SST
::
in

:::
the

::::::
models.

Supercooled liquid was not a focus of this study, but we can note a number of things. Previous studies have documented

that supercooled liquid is often present in the SO cloud in summer months. We cannot
::::::::::
substantially add to these findings with35
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our observations, although preliminary analysis of a polarising lidar (Sigma Space MiniMPL ) profiles from the TAN1802

voyage suggests supercooled liquid was commonly present in the ubiquitous stratocumulus cloud. The side-by-side com-

parison of cloud liquid and ice mixing ratios on the zonal plane (Figure 9) suggests that models can differ significantly in

their representation of cloud phase, with GA7.0 having
:::
.1N

:::::::::
simulating

::::::::
markedly less supercooled liquid than MERRA-2(in

January). Notwithstanding the cloud phase, the major problem of both models appears to be the lack of cloud cover compared5

to observations
:
.
::::
This

::
is

:::
the

::::
most

:::::
likely

::::
the

:::::::::
explanation

:::
for

:::
the

:::::::::::::
overestimation

::
of

:::::
TOA

:::::::
outgoing

::::
SW

::::::::
radiation

::
in

::::::::::
MERRA-2,

::::::
despite

:::
the

::::::::::::
underestimated

:::::
cloud

:::::
cover

::
in
::::
this

:::::
model. If cloud cover is increased in the model

:::::::::
MERRA-2

::
to

:::::
better

::::::
match

::::
with

::
the

:::::
lidar

::::::::::
observations, the cloud opacity may also need

::::::
albedo

:::::
would

::::
have

:
to be lowered to obtain a good

::::::::
reasonable

:
match of

TOA
:::::::
outgoing SW radiation with CERESobservations. We know that MERRA-2 overestimates cloud opacity, and GA7 may

also be overestimating cloud opacity in order to partially compensate for the lack of cloud cover. .
:

10

In our results there is some indication that sea ice has an impact on the cloud base height (Figure 8x), but it is not easily

separated from the possible effect of the geographical location (high latitude Ross Sea region) and the time of the year

(MAM)
:::
The

::::::::::
2016–2018

:::::::
voyages

::::
may

:::::
have

::::
been

:::::::
affected

:::
by

:::
the

:::::::::
unusually

:::
low

:::
sea

:::
ice

::::::
extent

:::::::::
(discussed

:::::::
below),

:::::
which

::::
can

::::
have

:
a
:::::::::
significant

:::::
effect

:::
on

:::::
cloud

::::::::::::::::::::::::::::::
(Frey et al., 2018; Taylor et al., 2015). The modulating effect of sea ice on cloud in the SO

has previously been shown by Listowski et al. (2018) and there is an apparent difference in cloud between the Ross Sea and15

Ross Ice Shelf as shown by Jolly et al. (2018), with cloud over the ice shelf having smaller cloud cover, a greater amount

of altostratus cloud and a smaller amount of deep convective cloud. The sea ice and ice shelves block transport of heat and

moisture to the atmosphere. Their low thermal conductivity and high albedo mean the surface can cool to very low temperature

and thus have an effect on the radiation balance of the atmosphere. We did not focus on sea ice conditions, since one can expect

the effect of cloud biases on the SW radiation bias over sea ice to be small – the ice surface is already highly reflective in the20

SW, and the presence of cloud has little impact on the grid cell SW reflectivity (the SW albedo of cloud is similar to sea ice,

depending on the sea ice concentration).

The Antarctic sea ice extent has undergone a rapid decrease starting in the spring of 2016 after about a decade of slightly

increasing extent (Turner et al., 2017; Stuecker et al., 2017; Doddridge and Marshall, 2017; Kusahara et al., 2018; Schlosser

et al., 2018; Ludescher et al., 2018). The sea ice extent due to this decrease was found to be the lowest on observational25

record since 1979, and the Ross Sea was particularly affected by this anomaly. The unusually low sea ice extent likely affected

atmospheric observations made on the voyages presented in this study, e.g. the TAN1802 voyage in February and March

2018 to the Ross Sea experienced no sea ice during the entire voyage. Because sea ice is an important factor influencing the

atmospheric boundary-layer stability and radiation balance, a significant secondary effect on cloud cover, cloud phase and

opacity is expected. Sea ice is, however, not expected to be responsible for the SO SW radiation bias in models, because the30

bias is present even when sea ice concentration is prescribed from satellite observations. In our analysis, this may have an

effect on comparison of cloud occurrencein the free-running
:::::
Given

::::
that

::::
few

::
of

:::
the

:::::::::
ship-based

:::::::::::
observations

:::::
were

::::::::
collected

:::::
before

:::::
2016,

:::
we

::::::
cannot

::::::
reliably

::::::::
estimate

:::
how

:::
the

::::::::::
anomalous

:::
sea

::
ice

::::::
extent

:::::::
affected

:::
our

::::::
results.

:

::
In

:::
our

::::::
results

:::
we

:::::
found

::::
that

::::
even

:::::
when

::::::
model

::::::::::
atmospheric

:::::::::
dynamics

::
is

:::::::::
prescribed

:::::
based

:::
on

::::
past

:::::::::::
observations,

:::
the

:::::
TOA

:::::::
outgoing

::::
SW

:::::::
radiation

::::
bias

::
is

:::::
large

:::
and

:::::
cloud

::::::::::
occurrence,

:::::::::
especially

::
of

:::
low

:::::
cloud

::::
and

::::
fog,

::
is

:::::::::::::
underestimated.

:::::
CBH

:
is
::::::

found35

22



::
to

::
be

:::::::
strongly

::::::
linked

::
to

:::
the

::::::::
boundary

:::::
layer

::::::::::::::
thermodynamics,

::::
and

:::
this

::::
link

:::::
does

:::
not

::::
seem

:::
to

::
be

::::
well

::::::::::
represented

::
in

:
GA7.0U

relative to observations taken between 2016 and 2018. The representation of cloud in the nudged run and
:::
.1N

:::
and MERRA-2,

however, should be comparable with observations without being affected by the sea ice anomaly due to having prescribed sea

icebased on the satellite record.
::::

We
:::::::
therefore

::::::
expect

::::
that

:::::
cloud

:::
and

::::::::
boundary

:::::
layer

::::::::::::::
parametrisations

:::
(as

:::
part

:::
of

::::::
subgrid

:::::
scale

::::::::
processes

::
in

:::
the

:::::::
models)

:::
are

:::::::::
responsible

:::
for

::::
this

::::
bias.

:::
We

::::
have

::::::::
identified

:::::
parts

::
of

:::
the

:::::::
GA7.1N

::::::
model

::::
most

::::::
likely

::::::::::
responsible:5

::
the

::::::::::
large-scale

:::::
cloud

:::::::
scheme,

:::
the

:::
PC2

:::::::
scheme

::::::::::::::::::::
(Wilson et al., 2008a, b)

:::
and

:::
the

::::::::
boundary

:::::
layer

:::::::
scheme.

::
A

:::::
future

:::::
study

::::::
should

::::
focus

:::
on

::::
these

::::::::
schemes

::
to

::::::
identify

:::
the

::::
parts

::::::::::
responsible

:::
for

:::
the

::::
bias.

::
In

:::::::::
particular,

::
the

::::::
model

::::::
should

:::::::
improve

:::::::::
simulation

::
of

::::
very

:::
low

:::::
cloud

:::
and

:::
fog

::::
and

::::::
achieve

::
a
:::::
closer

:::::
match

::::::::
between

:::
the

:::::
lifting

:::::
levels

:::
and

:::::
CBH

::::::
(Figure

::::
7a).

::
In

::::
Table

::
3
:::
we

::::::
present

:
a
::::::
simple

:::::::::
calculation

::::
how

:::
the

:::::::
GA7.1N

::::
peak

:::::
TOA

:::::::
outgoing

::::
SW

:::::::
radiation

::::
bias

:::::
would

::::::
change

::
if

:::
the

:::::
cloud

::::
cover

:::::
were

::::::::
increased

:::
by

:::
5%

:::
(as

::::::::
suggested

:::
by

::::::
Figure

:::
6),

::::::::
assuming

:::
the

:::::
cloud

::::::
albedo

::::
does

:::
not

:::::::
change.

::::
This

:::::::::
correction

::::::
would10

::::::
explain

::::::::
51–111%

::
of

:::
the

::::
bias

:::::::::
depending

::
on

:::
the

:::::::
latitude.

::::
The

::::::::
remaining

::::
part

::
of

:::
the

::::
bias

::::
must

::
be

:::::::::
attributed

::
to

:::::
cloud

::::::
albedo.

::::
One

:::
way

::::
this

:::::
could

::
be

:::::::::
improved

::
is

::
by

:::::::::
increasing

:::
the

::::::::::
supercooled

::::::
liquid

:::::::
fraction,

::
or

:::
by

:::::::::
increasing

:::
the

::::
total

:::::
cloud

:::::
water

::::::
(liquid

::
+

:::
ice)

:::::
path.

::::::::
Therefore,

::::
our

:::::
results

:::::::
suggest

::::
that

::
in

:::::::
GA7.1N

::::::::::::::
underestimation

::
of

:::::
cloud

:::::
cover

::
is

:::::::::
responsible

:::
for

:::
the

:::::::
majority

:::
of

:::
the

:::::::
negative

::::
TOA

::::::::
outgoing

:::
SW

::::::::
radiation

::::
bias,

:::::::
relative

::
to

:::::::::::::
underestimation

::
of

:::::
cloud

::::::
albedo.

7 Conclusions15

We analysed 4 years of observational SO ship data, and contrasted them with a decade of free-running GA7.0 simulation, one

year of nudged and free-running GA7.0 and
::::::
nudged

::::
run

::
of

:::
the

:
GA7.1 simulation, and the

:::::
GCM,

:::
and

:
MERRA-2 reanalysis.

We used satellite observations of the Earth radiation budget to assess the TOA
:::::::
outgoing SW radiation bias in the SO in the

three models. We examined the total cloud cover and vertical distribution of cloud as measured by ceilometers and simulated

by a ceilometer simulator based on the model data. We also compared SO radiosonde observations from two voyages with20

virtual radiosonde
:::::::::::::::
pseudo-radiosonde

:
profiles from the models in order to assess boundary-layer

::::::::
boundary

::::
layer

:
stability and

the correlation between cloud base and atmospheric lifting levels. We also compared model fields of cloud liquid and ice

content, potential temperature and relative humidity in a zonal plane analysis across the SO in order to contrast cloud and

thermodynamics simulated by GA7.0
:::
.1N

:
and MERRA-2.

Despite improvements, the
:::
The SO SW radiation bias remains significant in the

:
is
:::::::::
significant

::
in

:
GA7.1atmospheric model

::
N25

:::
and

::::::::::
MERRA-2,

:::
and

:::::
tends

::
to

:::
be

:::::::
positive

::
in

:::
the

:::::::
northern

:::::
parts

::
of

:::
the

:::
SO

::::
and

:::::::
negative

::
in

:::
the

:::::::
southern

:::::
parts

::
of

:::
the

:::
SO

:::
in

::::
both

::::::
models.

::::::::::
MERRA-2

:::::
shows

::::::
greater

:::::::
absolute

::::
bias

::::
than

:::::::
GA7.1N. SO ship-based lidar and radiosonde observations are a valuable

tool for model cloud evaluation, considering the amount of low cloud in this region which is likely poorly sampled by satellite

instruments due to possible obscuration by higher overlapping cloud. The main findings of this study are that multi-year ship-

based observations:30

– corroborate satellite-based evidence of underestimated cloud cover, with both GA7.0
::
.1N

:
and MERRA-2 underestimat-

ing cloud cover by 18–25%
::
on

::::::
average

:::
by

:::::
about

:::::
4–9%

::::::::
(GA7.1N)

::::
and

::::
18%

:::::::::::
(MERRA-2),
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– show that low cloud below 2 km is almost continuous in the SO in summer months in sea ice-free conditions,
:::
and

:::
not

:::
well

::::::::::
represented

::
in

:::
the

:::::::
models,

– indicate that boundary-layer
::::::::
boundary

::::
layer

:
thermodynamics is a strong driver of cloud in the SO, but

:::
and

:
this relation-

ship is not well represented in the models,

– suggest that subgrid-scale processes in situations when near-surface atmospheric temperature is lower or close to SST5

are responsible for the cloud misrepresentation.

Future studies of SO cloud representation in the GA model could focus on specific details of the model subgrid-scale

cloud processes
:::::
(such

::
as

:::
the

::::
large

:::::
scale

::::::
cloud,

::::::::
boundary

::::
layer

::::
and

:::::::::
convection

::::::::
schemes), and how their tuning impacts cloud

occurrence distributions compared to the ship observations. The stark difference between GA7.0
:::
.1N and MERRA-2 cloud

liquid and ice content also remains to be explained, and could provide valuable insight for improving the SO SW radiation bias10

in the model and the reanalysis.
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Figure 1. Map showing tracks of voyages used in this study. The ship observational dataset comprises 5 voyages between 2015 and 2018,

spanning months from November to June and latitudes between 40◦S and 78◦S, of which data between 50◦S and 70◦S are used in this study.
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Figure 2. Schematic of the processing pipeline utilised in this study to produce lidar and radiosonde statistics from observations and model

data.
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Figure 3. Geographical distribution of the TOA
:::::::
outgoing SW upwelling radiation in CERES

:
,
:::::::
GA7.1N and multiple models

::::::::
MERRA-2.

The plots show global all sky SW radiation as a yearly
:::::
annual (2007

::::::::
2015–2018; a–d

:::
a–c), monthly

::::::
seasonal

:
(January 2007

::::::::
2015–2018

::::
DJF,

:::::
MAM; e–h

::
d–i) ,

:::
and daily (19

:
1 January 2007

::::
2018; i–l

::
j–l) average and monthly average

::::
mean.

:::
The

:::::::
blue–red

:::::::
colormap

:::::
shows bias relative to

CERES (January 2007; n–p). Highlighted are multiple latitude bands (55
:
b, 60

:
c, 65

:
e, 70◦S). In n–p

:
f, positive (red

::
h,

:
i)values indicate that the

model overestimates reflected SW radiation, while negative
::
the

::::::::
grayscale

:::::::
colormap

:::::
shows

::::::
absolute

:::::
values

:
(blue

::
a,

:
d,
::

g,
::
j,

:
k,
:

l)values indicate

that the model underestimates reflected SW radiation relative to CERES.
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Figure 4. Zonal means of the TOA
::::::
outgoing

:
SW upwelling radiation in CERES

:
,
::::::
GA7.1N

:
and multiple models

::::::::
MERRA-2

:
during the year

2007
::::
years

:::::::::
2015–2018 in several

::::::
5-degree

:
latitude bands

::::::
between

:::
50

:::
and

::::
70◦S. The plots show time series of monthly zonal mean TOA

::::::
outgoing

:
SW upwelling radiation (blue) and its difference relative to CERES (red) as a function of month. Shown are also the maxima of the

SW radiation
::::::
("max") and its

:::
the difference from CERES

::::
("max

::::
∆").
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Figure 5. Cloud occurrence frequency as a function of height derived from ceilometer backscatter
::::::::::
observations (OBS) and model fields

(GA7.0U
:::
.1N and MERRA-2). The observational and model data were subsetted by latitude and season (DJF/December-January-February,

MAM/March-April-May) along the voyage track. The numbers at the top of each panel show total (vertically integrated) cloud cover and

the number of days the ship spent passing through the spatiotemporal subset. A 1-σ confidence band calculated from a set of 10 years of

the free-running GA7.0 simulation is indicated by a semi-transparent red band. The height in the plots is limited to 6 km. There was no

significant amount of cloud detected above this level.
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Figure 6. Cloud cover bias in models relative to observations. The points represent subsets as in Figure 5. The size of the circles is propor-

tional to the number of days of observations in the subset. The solid lines are averages, and dashed lines are averages weighted by the number

of days
::
the

:::
ship

:::::
spent

:::::
passing
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through

:::
the

:::::::::::
spatiotemporal
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subset.

38



0 250 500 750 1000 1250 1500 1750
min{SLL,LCL} (m)

0

250

500

750

1000

1250

1500

1750

2000

CB
H

 (m
)

OBS

GA7.1N

MERRA2

1.0 0.5 0.0 0.5 1.0
CBH - min{SLL,LCL} (m) (km)

0.0%

10.0%

20.0%

30.0%

40.0%

Fr
eq

ue
nc

y

(a)

0 5 10 15 20 25 30
LTS (K)

0

250

500

750

1000

1250

1500

1750

2000
(b)

0 250 500 750 1000 1250 1500 1750
SLL (m)

0

250

500

750

1000

1250

1500

1750

2000

CB
H

 (m
)

1.0 0.5 0.0 0.5 1.0
CBH - SLL (m) (km)

0.0%

10.0%

20.0%

30.0%

40.0%

Fr
eq

ue
nc

y

(c)

0 250 500 750 1000 1250 1500 1750
LCL (m)

0

250

500

750

1000

1250

1500

1750

2000

1.0 0.5 0.0 0.5 1.0
CBH - LCL (m) (km)

0.0%

10.0%

20.0%

30.0%

40.0%

Fr
eq

ue
nc

y

(d)

TAN1802, NBP1704; Feb May, 60 70°S

Figure 7. Scatter plots of radiosonde measurements on the TAN1802 and NBP1704 voyages between December
::::::
February

:
and May

(inclusive) and 60–70◦S latitude. Corresponding profiles from GA7.0U/1980-89
:::
.1N

:
and MERRA-2 are selected, i.e. having the same

geographical coordinates and the same time of the year. Each point on the scatter plots represents a radiosonde measurement
:::::
profile. The

plots compare three datasets: observations (OBS), GA7.0U/1980-89
:::
.1N and MERRA-2. The points of GA7.0U/1980-89 (free-running)

are selected randomly from years 1980 to 1989 of the simulation. The radiosonde measurements
:::::::::
observations are matched with ceilometer

(OBS) and COSP-based CBH (GA7.0U/1980-89
:::
.1N and MERRA-2). (a)

::
(a)

:
shows the points as a function of min{SLL, LCL} and CBH.

The inset histogram shows distribution of the difference of CBH and min{SLL, LCL} in bins of 100 m, where each bin contains three bars

for the three datasets. (b) shows
::
(b,

::
c,

::
d)

::::
show

:
the points as a function of LTS,

::::
SLL and CBH

::::
LCL,

:::::::::
respectively.
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Figure 8. SLL distribution panel plot. The plots show histograms of SSL as a function
:::::::
Histogram

:
of pressure

::::::::::::
min{SLL,LCL} derived from

radiosonde measurements
:::::::::
observations

:
(OBS)

::
on

::::::::
TAN1802 and model fields (GA7.0U

::::::::
NBP1704, MERRA-2) (a–f, m–r) and scatter plots

of cloud base height (CBH) vs
::
the

::::::::
equivalent

::::::
profiles

::
in
:::::::
GA7.1N

:::
and

::::::::
MERRA-2. minimum of SLL

:::::
Shown

::
are

::::::
subsets

::
by

::::::
latitude

:::::::
between

::
60 and LCL corresponding to the plots above (g–l, s–x)

::::
75◦S

:::
and

::::::
seasons

:::
DJF

:::
and

:::::
MAM. The numbers at the top of each panel indicate the

number of soundings
:::::
profiles

:
which make up the histogram and the percentage of sea ice cases as determined by a

::::
from NSIDC satellite

derived
::::::::::::
satellite-derived sea ice concentrationproduct. The histograms and scatter plots are binned by season and latitude (column) and

voyage (row).
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Figure 9. Zonal plane plot of cloud liquid and ice mixing ratios in GA7.0
:
.1N and MERRA-2 at 60◦S. The cloud liquid and ice mixing ratios

are plotted as contours on top of the potential temperature fields (a–d)
:::
(a–d)

:
and relative humidity fields (e–h)

::::
(e–h). SLL is indicated by a

white line. (a), (b), (e), (f)
::
(a,

::
b,

::
e,

:
f)
:
show a monthly

::::::
seasonal average in January 2007

:::
DJF

::::::::
2017/2018

:
and (c), (d), (g), (h)

::
(c,

::
d,

::
g,

::
h) show

a daily average on 19
:
1
:
January 2007. (i), (j)

:::::
2018.

::
(i,

:
j)
:
show the column-integrated values of cloud liquid and ice water as a function of

longitude corresponding to the plots above, January 2007 (“monthly”) and 19 January 2007 .
:::
All

:::::
liquid

:::::
shown

::
in

:::
the

::::
plots

:
is
::::::::::

supercooled

(“daily”
::
air

:::::::::
temperature

:
is
::::
less

:::
than

:
0
:::

◦C
:::::::::
everywhere).
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Figure 10. Scatter (a) and density (b) plot of SW radiation bias in
::
(a)

:
GA7.0

::
.1N /2007

:::
and

::
(b)

:::::::::
MERRA-2 grid cells between 40

::
55◦S and

70◦S as
::
in

::::::
January

::::
2018.

::::
Each

:::::
point

::::::::
represents a daily average on 19 January 2007. (a) shows

:
of

:
SW radiation bias as a function of near-

surface air temperature and near-surface relative humidity. (b) shows the density of points as a function of near-surface air temperature and

the SW radiation bias. The bias is expressed as a percentage of the incoming solar radiation in the grid cell. Each point represents
:::
The

:::::
points

::
are

:
a single model grid cell. -2 and +2 air temperature is marked by dashed lines

:::::
random

::::::
sample

::
of

::::::
100000

::::
points.
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Table 1. Table of voyages. The table lists voyages analysed in this study. Listed is the voyage name (Voyage), which is the official name of

the voyage or an abbreviation for the purpose of this study, ship name (Ship), organisation (Org.), start and end dates of the voyage (Start,

End), number of days spent at sea (Days), target region of the SO (Region), maximum and minimum geographical coordinates of the voyage

track (Lat., Lon.).

Voyage Ship Org. Start End Days Region Lat. Lon.

TAN1502 RV Tangaroa NIWA 2015-01-20 2015-03-12 51 Ross Sea 41◦S–75◦S 162◦E–174◦W

TAN1802 RV Tangaroa NIWA 2018-02-08 2018-03-21 41 Ross Sea 41◦S–74◦S 170◦E–175◦W

HMNZSW16 HMNZS Wellington RNZN 2016-11-20 2016-12-20 20 Ross Sea 36◦S–68◦S 166◦E–180◦E

NBP1704 RV Nathaniel B. Palmer NSF 2017-04-11 2017-06-13 63 Ross Sea 53◦S–78◦S 163◦E–174◦W

AA15 (AA V1–V3) Aurora Australis AAD 2015-10-22 2016-02-22 123 Indian O. sector 42◦S–69◦S 62◦E–160◦E
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Table 2. Table of deployments. The table cells indicate if data from a given instrument (row) was available from a voyage (column).

Instrument/Voyage AA15 TAN1502 HMNZSW16 NBP1704 TAN1802

Lufft CHM 15k X X X

Vaisala CL51 X X

iMet radiosondes X

Radiosondes (other) X
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Table 3.
:
A

::::
table

:::::::
showing

:
a
:::::::::::::::::
"back-of-the-envelope"

:::::::::
calculation

:::
how

:::
the

:::::::
GA7.1N

::::
peak

::::
TOA

:::::::
outgoing

:::
SW

:::::::
radiation

::::
bias

::::::
(Figure

::
4)

:::::
would

:::::
change

::
if

::
the

:::::
cloud

::::
cover

::::
were

:::::::
increased

::
by

:::
5%

::::::
(Figure

::
6),

::::::::
asssuming

:::
the

::::
cloud

::::::
albedo

:::
does

:::
not

::::::
change.

:::
The

:::::::::
"corrected"

::::
TOA

:::::::
outgoing

:::
SW

::::::
radiation

::
is
::::::::
calculated

::
by

:::::::::
multiplying

:::
the

::::::
original

::::
value

::
by

::::
1.05.

:

::::::
Latitude

:::
TOA

:::
out.

:::
SW

::
at

:::
max.

::
∆

::::::
(Wm−2)

: ::::
Max.

:
∆
::::
TOA

:::
out.

:::
SW

::::::
(Wm−2)

:::::::
Corrected

:::
Max.

::
∆

::::
TOA

:::
out.

::
SW

:::::::
(Wm−2)

:::::::
Explained

:::
error

:

::::::
55–60◦S

::
199

: :
-9
: :::

0.95
: ::::

111%

::::::
60–65◦S

::
214

: :::
-21

::::
-10.3

:::
51%

::::::
65–70◦S

::
243

: :::
-16

:::
3.85

: :::
76%
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