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General Remarks  

1) The paper studies multi-annual variability in the lower and middle atmosphere up to the               
mesopause which is an interesting objective. 2) Emphasis is on quasi-quadrennial           
oscillations (QQO) observed in mesopause hydroxyl temperatures in a 24 year time series.             
3) The variability signal is also seen in many other parameters as temperature, winds ,               
geopotential, trace gas mixing ratios, SST, sea ice. These are obtained from various sources              
as satellites (MLS, SABER), ground based radar, ERA 5, etc.. 4) The analysis concerns              
vertical as well as meridional and zonal structures of the middle at- mopsphere. This is very                
interesting and worth publishing! 5) However: More than half of the paper (pictures) deals              
with these parameters, only, and not with the Davis temperatures! The title of the paper is,                
therefore, inappropriate and misleading. It should be changed to something more general,            
and the manuscript should be rearranged accordingly. I know that this is not an easy task, as                 
the interannual variability of the middle atmosphere is a very extended topic, and the data               
shown in the paper form only part of it. Nevertheles I recommend rewriting the paper in this                 
direction, rather than turning it down. (To make it clear: I do not recommend that the authors                 
write a review of middle atmosphere interannual variability, but that they state that their work               
forms an essential part of such a larger overview.) 6) The paper is well written, but many of                  
the figures need improvement. 7) The paper is recommended for publication after major             
changes have been made.  

We thank the reviewer for the comments. As a general response to item 5), thank you for the                  
suggestion regarding the title. This work forms part 2 of a two part series reporting on the                 
long-term measurements of OH rotational temperatures at Davis. In part 1 (acp-2019-1001;            
“Analysis of 24 years of mesopause region OH rotational temperature observations at Davis,             
Antarctica. Part 1: Long-term trends.”) we focus on the solar cycle response and long term               
trend components. In this part, we focus on the residual variability observed in those data               
(the QQO). We decided to separate these sections as they deal with distinctly separate              
aspects of the long-term measurements..  

The principle and foremost observation in both these reports are the trends and variability in               
the OH rotational temperature data set from Davis. We use many different (publicly             
available) data-sets in this part to put the Davis observations in global context and use               
correlation and composite analyses to understand the source and mechanism of the            



apparent QQO in Davis OH residual temperatures. We provide evidence of the feature by              
comparisons with Aura/MLS and SABER temperatures and search for clues to its origin in              
wind, pressure and sea surface temperature data. We therefore do not think the title is               
inappropriate or misleading.  

 

Major Comments  

1) Fig.1: a) The period of 4.2 years is not very convincing! In the years before 2006 the                  
agreement of Davis-T, Saber-T, and the 4.2 yr oscillation curve is marginal! Please give an               
error bar for the 4.2 yr period value (see for instance Kalicinsky et al., ACP 16, 15033, 2016;                  
Kalicinsky et al., JASTP 178, 7, 2018). b) How did you detrend solar cycle and long-term                
trend? Simultaneously or in an iteration?  

a) The period of 4.2 years is obtained with a simple sinusoid fit to the residuals. The                
period and error estimate is 4.18 ± 0.10 years. Coefficients and errors for all model fit                
coefficients are provided below. The curve is provided as a guide. It is clearly not a                
simple sinusoid of 4.2 years which is why the term quasi-quadrennial oscillation is             
used (in much the same way that the quasi-biennial oscillation (QBO) is not strictly a               
2-year periodicity) .  

Formula: y ~ Offset + Amp * sin(2 * pi * (Phase - x)/Period) 

Parameters: 
 Estimate Std. Error t value Pr(>|t|)  

Offset(K)  0.02455 0.25801  0.095 0.925137  
Amp(K) 1.49255 0.35868 4.161 0.000483 *** 
Phase(year) 1994.20367 0.35537 5611.601 < 2e-16 *** 
Period(years) 4.18158 0.10287 40.647 < 2e-16 *** 

Signif. codes:  0 ‘***’ 0.001 ‘**’ 0.01 ‘*’ 0.05 ‘.’ 0.1 ‘ ’ 1 

Residual standard error: 1.26 on 20 degrees of freedom 

 

The comparison with SABER is limited as we cannot compare the same winter data              
interval due to SABERs yaw cycle. As described in the text ‘only days 106-140 and               
196-259 are comparable between SABER and Davis-OH over the winter interval and            
days 141 - 195 (21 May to 14 July) are excluded. We note that the comparison is not                  
as good an agreement as Aura/MLS but still indicates the presence of a QQO              
feature. 



Another version of the wavelet analysis is shown below with 95% confidence contour             
in white and the ridge as black points, (cone of influence shaded). The ridge varies               
between 3.29 and 4.46 years. 

 
b) The solar-cycle and long-term trends are detrended simultaneously with a multiple           

linear regression model. This is described in detail in part 1 of this work              
(acp-2019-1001)  
 

2) Fig. 1 and related text: Figure 10 might be moved to this part of the paper to illustrate that 
the interannual variability is fairly different in summer, winter, North and South.  

Thank you for the suggestion. Figure 1 is specifically the Davis QQO observation. It is the 
source of our identification of the QQO variation, describes the characteristics of the feature, 
and provides corroborating evidence of the variation from satellite observations specific to 
the location of Davis.  

Figure 10, on the other hand, is polar cap averages (65-85° North and South) of the MLS 
0.00464 hPa pressure level and the summer and winter months (AMJJAS and ONDJFM) in 
each hemisphere.  

Our focus is primarily on the SH and we prefer to keep discussion of the hemispheric and 
seasonal comparison separate in section 4.5  

3) Fig.2: a) This is mostly a global analysis, and only a small part is from OH temperatures.                  
Hence, my General Remark #5 applies. This is also the case in Fig.3 and many other places                 
of the paper, especially for most of Section 4. My suggestions in the following assume a                
paper version in which title and text have been modified already. b) The “hashed areas” are                
indicated by crosses. These are difficult to discern! This also applies to the following figures,               
especially if the background colour is blue! The paper would become much more readable if               
this was improved! c) Fig.2b shows the vertical structure of the interannual variability, which              
is very interesting. However, the altitude resolution is poor: it only shows that the              
mesosphere differs from the stratosphere. As described in Section 2.2 there are more             
altitude levels available. Therefore please complement the left hand column of Fig. 2 by the               
altitude levels missing. This should show whether the vertical phase distribution is            
continuous or steplike (as the ones of Offermann et al., 2015).  

a) As stated above, the key result, the new observational data, and the focus of the               
investigation reported here is to explain the QQO feature observed in the Davis OH              



temperatures. We would argue that explanation of the QQO variability in the OH             
temperatures are the whole reason for the study. We have examined the temporal and              
spatial extent of the QQO signal with available global data sets to place the observation               
in context and to attempt to identify its source. We believe this is a reasonable title.  

 
b) We have made appreciable efforts to re-work the figures to improve the hashed/stippled             

areas which indicate significance. Perhaps this option of applying a border to grid cells              
that pass the significance criterion improves visibility and clarity? We are happy to defer              
to editorial and publication recommendations on this.  

 

 



c) Indeed, 55 pressure levels are available in the Aura\MLS data set but we have selected               
levels which are representative of the stratosphere, stratopause region, mesosphere          
and mesopause region (see fig right). 
Plotted below are the additional time series of        
Aura/MLS [AMJJAS] polar cap (65-85°S) averages at       
each of the MLS native pressure levels compared to         
the Davis OH time series. The y-axis temperature scale         
is common to all series, but they are offset by the           
pressure (log scale) indicated by the labels.  
These plots show the QQO feature is common through         
the range 0.0046 - 0.1 hPa, (represented by the         
0.0046, 0.01 and 0.1 hPa panels in our figure) then          
there is a transition between 0.1 and ~1hPa (1hPa is          
shown) followed by a reasonably consistent pattern to        
the time series below 1hPa (10hPa is shown). The         
selected levels of fig 2 thus reasonably encompass the         
range of variability shown over the polar cap and are          
representative of the 3 different regimes. This figure is         
added to the supplementary material as figure 2S. 
 

 



Full correlation plots for some additional levels are also provided below for your reference,              
but note that the selected levels do in general capture the correlation patterns throughout the               
atmosphere profile.  
 

 

 

 



 

 

 

 

 

 
 
 
 
 
 
 



4) Fig.3 and Fig.4: Please give time series as in the left hand panel in Fig.2.  

Figures 3 and 4 are composites of 5° x 10° (latitude x longitude) or 36 x 36 grid cells 
corresponding to the cold, mid and warm years of the Davis detrended QQO signal shown in 
Fig 1(b). As composites the series are accumulated by the Davis detrended temperature, not 
by time.  

We have tried several variants of the significance hatching on these plots to the boxing 
applied on Fig 2 but this is too heavy with the smaller grid cells in ERA5. We prefer the 
original although we have modified the point density (see examples below). Again, we will 
work with editors to optimise this. 

 



 



5) Fig.5: Please give a time series for SST (near to Davis)!  

The correlation analysis in Fig 5a does not show, and we do not claim, a significant 
correlation of the Davis OH QQO signal with SST in the vicinity of Davis (region C). Instead, 
we note in the text that the “strongest and most consistent patterns of anti-correlation (QQO 
warmest for below average SST) for the two epochs occur at mid-latitudes in the 
south-western Pacific Ocean (to the south of Australia and New Zealand, region D), in the 
south-western Atlantic Ocean (near the east coast of South America), and in the 
west-central Indian Ocean (to the west of Madagascar, region B). Significant positive 
correlation is also seen at mid-latitudes south of Africa (region A), and for the longer-term 
Davis data set, in the south-eastern Pacific Ocean.” 

 

We have plotted below timeseries of SST anomaly compared to the Davis OH residuals and 
Aura/MLS residuals for the mean within the green bounding boxes A,B,C, and D above.  



Correlation coefficients for Davis (Dav) and Aura/MLS (MLS) are provided in the legend text. 
This figure shows the positive correlation with region A and the negative correlation with 
region D 

    

This figure shows the negative correlations with regions B and the vicinity of Davis region C. 
Note that the latter is largely sea-ice during the AMJJAS months.  

 

 

 
  



6) Fig. 6: Please give time series!  

Figure 6 has been modified to improve significance plotting and time-series of the two 
regions of significant correlation (identified as A and B in figure 6a have been provided 
below.  

 

Time series for A and B regions of maximum anticorrelation are provided below (correlation 
coefficients provided in the legend). Note the inverse sea ice cover axis. 

 



7) Section 4.1: I understand that the authors are interested in showing a conection between               
SST and sea ice, and the upper atmosphere QQO. However, Sect.4.1 is not really suitable               
for this. The correlations discussed are marginal or non-existent (L387: R = -0.09 is not a                
correlation). The text refers to many literature papers that one would need to read in order to                 
understand the text. Finally, correlation of a parameter below the tropopause with one above              
the tropopause is generally a delicate business, as is, for instance, indicated by Fig.3, 4.               
Altogether, a much mor extended analysis would be needed, as the authors state by              
themselves. As this is beyond the scope of this paper, I recommend to summarize this               
Section in a few sentences or omit it, at all.  

We have moved this section to Section 4.4 to provide better flow in the discussion. We have                 
also added text to better describe the motivation for this section. It is not that we are                 
interested in showing a connection but rather, we note that there are regions in the sea ice                 
zone that are significantly correlated with the Davis QQO variation (regions A and B below)               
that appear to have a wave-2 structure. We propose that both the upper mesosphere and               
sea ice may be responding to a common driver and suggest that possibly the meridional               
winds could drive both observations ie “a persistent northward (southward) flow on one             
side of a circulation anomaly could increase (decrease) sea ice due to the associated flow of                
relatively cold (warm) air from higher (lower) latitudes and expansion compaction) of the ice              
edge. 

As shown in Fig 6a, specific regions of significant correlation between the Davis OH              
temperature record and sea ice concentration occur (regions A and B below). On this map,               
we have added values for the local maxima and minima of the correlation coefficient where               
these values are significant. ie region A -0.49 and region B -0.56 (see response to item 6                 
above) The maximum anti-correlation is -0.61 at 55.5°E, 61.5°S (within region A, marked             
with purple dot)  

 



 

 

The correlation given at L387 the reviewer is referring to (R = -0.09), is the coefficient of the                  
correlation between the time series of sea ice anomaly for a large sector of the Ross Sea                 
region from Parkinson et al. (2019) and the Davis OH residual. We have compared with               
Parkinson et al (2019) because this reference provides a recent assessment of sea ice              
trends in various sectors of Antarctica.From the plot above it is clear that the Ross Sea                
region is not well correlated compared to regions A and B. Instead of the Ross Sea region,                 
we now compare with the Amundsen-Bellingshausen sea region used by Parkinson (2019).            
The correlation is more negative (R=-0.24) but not significant. We have restated the             
sentence starting at L386 to better convey that there is no significant correlation for this               
particular region. 

Discussion paper  
8) Section 4.3, L444pp: Obviously, the data of Dyrland and of Espy are Northern Hemi- 
sphere data. How does this compare to your SH results? Can you give a picture? 
 
The table below shows a comparison of the Dyrland et al. (2010), and Espy et al. (2003) 
values to the results obtained here.  As noted in the comment, the data in Dyrland et al. 
(2010) are from the NH (78 N), but the data in Espy et al. (2003) are from the SH (~68 S). 
Northward wind is positive; at both poles, poleward flow results in warmer temperatures. 
Figure 3 in Espy et al. (2003) and Figure 3 in Dryland et al (2010) show correlation plots 
similar to Figure 7(b) in this work.  A reference to earlier work by Garcia and Solomon (1985) 
has been added in response to a comment from referee 2.  
 



  

  

9) Section 4.4: CO is an important parameter, and its analysis is interesting. However, the 
correlation R2 = 0.13 at 14 datapoints is barely significant.  

The square of the correlation coefficient was incorrectly stated as 0.13; it should be 0.19 (as 
rounded to 2 significant figures) and thus explaining 19% of the variance. 

10) L483: Do you mean concentrations or mixing ratios in the text and figures?  

As noted at L473 and the caption to Figure 8 and 9, we use CO mixing ratios, with units in 
ppmv (parts per million by volume). We have clarified the reference to CO at L483 in terms 
of mixing ratio. 

11) Fig.9a, L493pp: I could detect the “crosses of significance” only if I used a strong 
magnifying glas.  

We have improved Fig 9 so that a magnifying glass is no longer required to detect the 
crosses of significance. The correlation scale is common and applies to all panels so only 
one scale is now shown.  



 

 

Figure 9 

 

12) Sect.4.5; Lines 507, 510: If you omit two or four data points from a series of fourteen, the 
resulting conclusions are very dubious. Please phrase more cautiously! 

Section 4.5 has been substantially modified to ‘suggest’ the phase and amplitude 
relationships between summer and winter NH and SH QQO variation given the data set only 
spans 14 years. We can only base our interpretation on the data available but believe it is 
worthwhile examining the SH/NH and winter/summer seasonal comparison. The 



observations drawn from this comparison that the QQO amplitude appears to be larger in 
summer than in winter (in both hemispheres), and that the NH (summer) is the opposite 
phase to the SH we dont believe are overly dubious. 

13) Lines 529, 530: Apparently, WACCM does not detect your QQO, either! Why then show 
this Section 4.6?  

As we state in section 4.6 “Our  interest  here  is  to  see  if  the  model  physics produces a 
QQO response in the mesosphere” and have added “particularly as Offermann et al. (2015) 
had noted that the CESM-WACCM model showed low-frequency variability in temperatures 
on 3-6 year timescales over Middle Europe” 

If WACCM did show a statistically significant QQO it could be explored and understood 
through the model mechanism.  The fact that it shows a sporadic or not statistically 
significant response implies a limitation of the model. We have added further text to refer to 
time-period spectra for each ensemble at three pressure levels - these spectra are shown as 
Fig. S8 in the Supplementary Material.  

14) L 610-612: This is a misunderstanding: The periods cited are from the Duffin oscil- lator                
which is a non-linear oscillator in the ocean. However,the oscillations discussed by            
Offermann et al., 2015, are intrinsic in the atmosphere! These authors state that their results               
are not in contradiction to other authors who reported solar cycle harmon- ics. They note,               
however, that it is difficult to disentangle these two types (Section 6.2, last paragraph in that                
paper).  

Lines 610-612 refer to the association by Offermann et al (2015) of the periods they found in                 
their data with similar periods found in GLOTI data and the NAO index. The only point we                 
wish to make here is that the QQO found in the Davis data has similarity to the periods                  
reported by Offermann et al (2015). We have rephrased the sentences referring to             
Offermann et al.(2015) in an attempt to clarify the point. 

15) Summary, L 626pp: Please state clearly, that the Davis data are winter data, and that 
summer values are lacking. Fig.10 shows that there may be large differences!  

We have specified ‘winter average’ throughout the summary and conclusions section to 
make this point clear. In general, the fact that the Davis data are winter measurements is 
stated explicitly in the Abstract, Introduction, Data sets (section 2.1) and with reference to 
the months [AMJJAS] for comparison with Aura/MLS, SABER and other data sets. Section 3 
and in the discussion in section 4.  

Minor Comments  

1) Line 38: relationship is suggesting  

Changed to ‘suggests’ 

2) L 50: French et al., 2020  

Corrected all occurrences referring to Part 1 of the paper.  

3) L 80 : including high  

removed ‘at’ as suggested 

4) Fig.3 – 5 : Please indicate location of Davis.  

Davis location has been added to Figs 3-5 

 



5) Fig.8: Please give error bars.  
 
Error bars have been added to Fig 8  

 

6) Fig. 10: Please give error bars. Orange and red lines difficult to distinguish!  

Added error bars, modified trend line colors and separated SH from NH to improve visibility. 
Corrected NH winter trend value.  

New 

 

Old 
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Response to RC2 

Review of "Analysis of 24 years of mesopause region OH rotational temperature 1 observations at 

Davis, Antarctica. Part 2: Evidence of a quasi-2 quadrennial oscillation (QQO) in the polar 

mesosphere" by French et al.  

This manuscript reports on the detection of a quasi-quadrennial oscillation detected in the SH polar 

winter OH nightglow, MLS and SABER temperatures. The feature is characterized after the removal 

of the solar signal and a linear trend as described in Part 1 of the study. The signal has a counterpart 

in the NH according to MLS data. The authors suggest a relationship between the temperature QQO 

and the changes in the mesospheric meridional winds and the corresponding changes in 

downwelling through adiabatic cooling and heating. The authors also show a significant correlation 

with the SST and provide an explanation of the connection with the mesospheric QQO through a 

changing GW filtering by modulated PWs.  

I found the paper interesting in general and well written, the methodology used is convincing, and 

the results are new. Therefore, I think it is in principle suitable for publication in ACP. However, I 

must admit that I sometimes got lost when reading the discussion in Sect. 4. There are several places 

where it is not clear to me what the authors want to state. There are cases where mechanisms that 

are clearly not connected to the feature (for example, due to their time-scale) are even described in 

detail. The discussion should be more concise in order to make the reading more fluent and the 

reasoning more understandable. It should provide briefer but still comprehensive information only 

on mechanisms that may potentially be connected to the mesospheric QQO. Also, the authors 

should try to use a more cautious wording because they only suggest the origin of the feature 

through reasonable connections but do not provide a solid proof. In summary, in order to improve 

the paper, I urge the authors to re-write and significantly shorten section 4. Besides taking into 

account the suggestions listed below, I think the paper would that way be ready for publication in 

ACP.  

We thank the Reviewer RC2 for your considered and helpful review. We have revised and re-

organised the discussion in section 4 to hopefully improve the flow and comprehension of our study 

and the discussion. Please find specific responses to your review below.  References to figures and 

sections are as per the reviewed manuscript, but be aware figure order and sections have been 

rearranged in the revised manuscript.   

 

 

Comments: 

L19 "peak-to-peak" amplitude 

Added as suggested 

L27 suggesting -> suggests  

Corrected 

L27 That the authors have found a correlation between the QQO and the CO vertical transport does 

not necessarily mean that a "substantial part of the QQO is the result of adiabatic heating and 

cooling driven by the meridional flow" but just that the QQO is plausibly linked, at least, to the 
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change in meridional flow. Please, provide some quantification proving such substantial contribution 

or re-write the sentence.  

‘Plausibly linked’ is a better term to describe the relationship. Thank you. We will use that. We have 

added the correlation coefficients for the OH temperature and radar derived meridional wind at 86 

km (from Fig 7) and from the CO correlations in Fig 8. The text in this section has been re-written and 

now reads … 

“We find a significant anti-correlation between the QQO temperature and the meridional wind at 86 

km altitude measured by a medium frequency spaced antenna radar at Davis (R2 ~ 0.516; poleward 

flow associated with warmer temperatures at ~0.83±0.21 K/ms-1). The QQO signal is also marginally 

correlated with vertical transport as determined from evaluation of carbon monoxide (CO) 

concentrations in the mesosphere (R2 ~ 0.18 at 0.73±0.45 K/ppbvCO). Together this relationship 

suggests that the QQO is plausibly linked to adiabatic heating and cooling driven by the meridional 

flow.   

L30 In case it is not confirmed by modelling, please, replace 'suggest a tidal or planetary wave 

influence in' by 'is consistent with tidal or planetary waves influencing' 

Modified sentence as suggested. 

L32: 'potentially' -> 'plausibly' 

Modified as suggested. 

L40, insert comma after Antarctica  

Inserted comma. 

L78. Close parenthesis  

Parenthesis closed. 

L147 'Retrieved' might be ambiguous in this context. Do you mean 'selected'? 

Changed wording to ‘selected’. 

L148 Did you select both daytime and nighttime MLS profiles? If so, did you check mean biases with 

respect to nighttime only profiles? 

Yes, both daytime and nighttime profiles were selected as there are only ~2 profiles per day, 

however for our high latitude winter comparison the vast majority of the samples are night-time 

profiles. The latest version of the Aura/MLS data quality document (https://mls.jpl.nasa.gov/data/ 

v4-2_data_quality_document.pdf) does not raise temperature biases between the ascending and 

descending passes as an issue over the recommended pressure level range. 

There is a small diurnal temperature variation in the upper atmosphere (largely ozone heating). We 

have measured the diurnal variation to be <2K in the Davis OH temperatures.   

Xu et al., 2010 (Jiyao Xu, A. K. Smith, Guoying Jiang and Wei Yuan. “Seasonal variation of the Hough 

modes of the diurnal component of ozone heating evaluated from Aura Microwave Limb Sounder 

observations” JGR, VOL. 115, D10110, doi:10.1029/2009JD013179, 2010) report on the diurnal 

variation in MLS temperatures due to ozone heating throughout the atmosphere which shows a 

minimum in the mesopause region (their Fig 2.) with the comment that “at 90 km, not all of the 

absorbed solar energy immediately appears as heat in the atmosphere. Substantial portions of the 
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incident solar energy are stored as chemical potential energy (i.e., as photodissociation products or 

other reactant species) and released as heat during exothermic reactions, which can take place 

during day or night.” 

L153 The selection of this altitude is somehow artificial. The OH-layer altitude changes with time. 

Explain using SABER data the year-to-year change of this altitude and its effect on MLS data. Also 

explain the relationship between the QQO in temperature and the QQO in altitude. 

The selection of the 0.00464hPa native MLS pressure level as an appropriate representation of an 

OH equivalent temperature for comparison with the Davis measurements is detailed in Part 1 of this 

study. This was also a reviewer concern in Part 1 and the following is paraphrased from the response 

provided.  

In selecting the 0.0046hPa level we compared the Davis OH winter average anomaly with MLS 

[AMJJAS average] anomaly over a range of altitude and pressure levels. (see plots below, the first are 

altitude ranges, the second pressure levels, both temperatures and the anomaly are shown).  
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Altitude ranges 78-83km, 83-88km and 85-90km and pressure ranges 0.00215hPa and 0.00464hPa 

are all in reasonable agreement (<5K in absolute terms) with the OH temperatures, but we know 

there are biases with MLS (see French and Mulligan, 2010), and we know that the Davis OH 

temperatures are ~2 K high using LWR transition probabilities compared to those computed with the 

experimentally measured transition probability ratios determined in French et al., 2000.  

We have previously reported, and routinely compare our measured OH temperatures with both 

Aura/MLS and SABER profiles. In particular, French and Mulligan, 2010 examined biases between 

Davis OH temperatures and both Aura/MLS and SABER. A significant limitation of SABER for 

comparisons with Davis observations is the yaw cycle sampling of the satellite. Comparable 

observations over Davis are confined to two intervals (day-of-year 75–140 and 196–262) and days 

prior to 106 and after 259 are outside the OH winter averaging interval. Therefore only days 106-140 

and 195-259 are comparable and a large part of the winter months is not sampled. As a 

consequence SABER winter averages do not fit the OH observations at Davis as well as MLS. 
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In any case for this study, these biases are removed by comparing anomalies. We calculate the Chi-

Square goodness of fit parameter between the OH winter average anomaly with the Aura/MLS 

anomalies. The 0.0046hPa pressure level yields the smallest chi-sqr (14.8) compared to a layer 

centred on the traditional 87km altitude level (85-90km chisqr=18.8).  

This difference is small, but we prefer the pressure level comparison because we agree that the  

geometrical altitude of the layer varies. Since the hydroxyl layer position is primarily controlled by 

collisional quenching with O2 and N2 on the bottom-side of the layer, and reaction with atomic 

oxygen on the top-side of the layer it is the concentration (density) of the reacting species that 

governs the layer position. Therefore it is reasonable to compare with MLS pressure (proportional to 

density) levels than on geometrical altitude levels.  

With regard to the change of altitude determined by SABER. We have examined the variation in OH 

layer height over this period in Part 1 of this study (acp-2019-1001; Figure 7 and related text). The 

overall trend is not significant, the mean winter VER peak altitude is 85.6 km and the standard 

deviation is 0.32 km, bearing in mind that the OH temperatures are integrated over the 8km FWHM 

of the layer shape, and for Aura/MLS the FWHM of the averaging kernel at this height is 

approximately 15 km. 

The Figure below shows a comparison of SABER VER (altitude of peak) and corresponding pressure 

value (mb) for the years 2002-2018 (day 106 – 259 of each year) at Davis Station.  The OH peak 

occurs at pressures in the range 0.00255 hPa to 0.003 hPa (2.55x10-3 - 3.0x10-3 Pa).  This value lies 

between two of the Aura MLS levels (0.00464 hPa and 0.00215 hPa) on which the averaging kernels 

are centered and is in excellent agreement with the Davis MLS 4.2 Temperature PRES plot (page 4 

above).  An inverse relationship between altitude and pressure at the OH peak is clearly evident, and 

justifies the selection of a pressure level comparison for OH temperatures over an altitude level. 

  

In a global context, we can also examine the altitude (or pressure) of OH peak as a function of 

latitude, the figure below shows the variation of the altitude of the OH peak as a function of latitude 

and day-of-year for the year 2005 from SABER data.  The overall pattern shown here is repeated 

year after year with only minor changes in detail.  
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Based on the two figures above, the MLS averaging kernel centered on 0.00464 hPa would appear to 

be a good representative for the temperature of the OH layer. 

The relationship between pressure and geopotential height (GPH) is examined below using the MLS 

data set. Global decreases in GPH anomaly (between ~110 to 240 metres/decade) at the 0.0046 hPa 

pressure level are consistent with a contraction of the underlying atmosphere and also consistent 

with the SABER trend in OH mean winter layer altitude for Davis shown in Fig 7. (200metres/decade) 

and discussed in the text in part 1 of this study.   

MLS slope of fit to residual geopotential height at 0.0046 hPa  
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L184 What is the error in temperature due to a 1km-vertical shift? 

The precise answer to this question depends on the vertical temperature profile and the OH volume  

emission rate vertical profile at the time of the measurement.  (The OH-equivalent temperature 

(T_VER) is determined from a SABER temperature profile weighted with the volume emission rate 

profile (VER) measured simultaneously.)   Using a typical temperature profile at Davis in the middle 

of the observing season, a 1 km -vertical shift in the OH-layer at 87 km would result in a temperature 

error of less than 1 K (added to the manuscript). This study uses long-term averages however and we 

note from above that the standard deviation in emission peak altitude for mean winter profiles is 

~320 metres (over 16 years).    

 

L190 Your figure 2b shows that the seasonal variation of the QQO is significant, further, its year-to-

year change is quite important. Indeed, according to the colour lines in Fig.1b, the large 2011 

residual temperature seems to be influenced by the lack of measurements during doys 141-195, 

with lower temperatures. This suggests that, due to a potential  sampling bias, comparing SABER 

data with the ground-based OH dataset shown in Fig.1a, that includes doys 141-195, might be 

misleading. Also there should be a bias in the derived trend and solar term due to that fact. I suggest 

to compare just with results from ground-based OH using only the coincident days, or at least 

FMA+ASO data in Fig. 1b, even if this needs from another figure. This may lead to a better SABER 

and Davis OH agreement. Indeed, I was expecting a better agreement than with MLS, given that 

SABER takes into account potential variations of the layer altitude. 

Figure 2b) does not show any seasonal variation in the QQO. This is the MLS polar cap average for 

the months AMJJAS at 0.00464hPa. We assume you are actually referring to figure 1b).  

Figure 1b) shows the variation in detrended Davis OH temperatures for the intervals FMA, MJJ and 

ASO compared to the winter mean [AMJJAS]. This is not SABER data which has the missing days 141-

195 due to the yaw cycle every year (not just 2011) . 

The comparison with SABER data in Fig 1a) is provided only to demonstrate that the QQO pattern 

exists in the SABER OH-equivalent temperatures in the vicinity of Davis. We have stated that the 

SABER data exclude days 141-195 from the winter averaging window (every year; L197) and so do 

not believe the comparison is misleading.  

The derived solar response and long-term trend from SABER OH equivalent temperatures in the 

vicinity of Davis is reported and discussed in part 1 of this study (acp-2019-1001). We have also 

previously compared Davis-OH and SABER temperatures in French and Mulligan (2010). The focus of 

this manuscript is to explore the QQO feature and the SABER temperatures provided in Fig 1a serve 

only to support the existence of a QQO pattern in winter average temperatures. We are aware that 

the yaw cycle data gap in SABER observations may yield a bias in the direct comparison with OH 

temperatures, but this is not a study of satellite biases.  

 

L190. I wouldn't say that not observing from 21 May to 14 July means that 'SABER samples the same 

days'. Please, correct. 

Modified sentence to read “Thus only days 106-140 and 196-259 are comparable between SABER 

and Davis-OH over the winter interval and days 141 - 195 (21 May to 14 July) are excluded.” 
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L193 What trend and solar terms do OH data provide when not using doys 141-195? 

The terms are : 

 

Davis OH (1995-2018)  

L = -1.68±0.68 K/decade   (-0.26 > L > -3.09 K/decade 95% confidence)  
S = 4.11±1.35 K/100sfu  (6.9 > S > 1.31 K/100sfu 95% confidence) 
if days 141-195 are omitted from each year (1995-2018) and  
 
Davis OH (2002-2018) 
L = -0.912±1.16 K/decade   (1.58 > L > -3.40 K/decade 95% confidence)  

S = 5.40±3.03 K/100sfu  (9.55 > S > 1.25 K/100sfu 95% confidence) 

if days 141-195 are omitted from each year (2002-2018) to compare with the SABER trends in the 

vicinity of Davis. 

 

SABER OH-equivalent T_VER (2002-2018)  

L = -0.76±1.06 K/decade   (1.52 > L > -3.03 K/decade 95% confidence)  

S = 3.38±1.87 K/100sfu  (7.39 > S > -0.63 K/100sfu 95% confidence) 

for SABER T_VER within 500km of Davis (given yaw cycle excludes days 141-195) 

 

This comparison is of interest for the trend assessment in Part 1 of this study but is not particularly 

relevant to the discussion of the QQO in this part. 

 

L197. According to a sentence written four lines above this one, the SABER T_VER trend is -

0.77K/decade. This sounds contradictory with the -0.13 K/year mentioned in L197. 

Line 194 is the result of the solar cycle and linear trend model fit, whereas line 197 is the trend in the 

raw temperatures (i.,e., no solar component removed) in order to compare directly with the trend in 

the VER peak height. Edited the sentence to make this clear.  

L198 This anti-correlation has a strong seasonal dependency, being significant in late autumn and 

very small in early spring for their case (e.g., Garcia-Comas et al., 2017) this. It is therefore not 

surprising that you get only slight anti-correlation when mixing temperatures for the two intervals 

doy 75-140 and 196- 

See response to L262 below and Figure of the anti-correlation for days 106-140 plus days 196-259 

(top plot),  days 106-140 only (middle plot) and days 196-259 only (lower plot).  Days prior to day 

106, and after day 259 are not considered because they are outside the observing season at Davis 

station. 

L208 End sentence with a dot. 

corrected  

L250 Is this MLS temperature also? 

Yes, this correlates the Aura/MLS polar cap mean temperature (indicated by the green ring in Fig 2b) 

with each MLS grid box, on several pressure levels. The sentence has been modified slightly to 

explicitly state this.  
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L262 What happens to the temperature-altitude anti-correlation if you separate these two intervals? 

This should also help to answer my previous comment on the effect of OH altitude variation on 

temperature. 

The temperature-altitude anti-correlation for SABER DoY 106-140 is -4.6 ± 1.4 K/km and is significant 

at the 95% level (R2 = 0.43), whereas the corresponding value for SABER DoY 196-259 is  -3.2 ± 1.3 

K/km and is also significant at the 95% level (R2 = 0.29).  In view of the difference between the two 

intervals, we calculated the solar and linear terms as in the case of the Davis OH data. 

 

Again, this comparison is of interest for the trend assessment in Part 1 of this study but is not 

particularly relevant to the discussion of the QQO in this part. 
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L260 Why the detrended OH temperature is compared with the GPH anomaly instead of the 

detrended GPH? 

These are GPH composites, binned by the detrended Davis OH temperature into warm, mid and cold 

years, not time correlations. ie the detrended temperatures are only used to define the composite 

bins. The linear trend in the GPH does not affect the wave pattern observed in the results.     

L294 Perhaps, this is more like a WN1 + WN2 structure. The WN2 is more clearly seen at 50hPa. 

Agreed, it certainly appears as a WN2 pattern in the warm years meridional wind but more WN1 like 

in the cold and intermediate years. Modified this sentence to make this point.  

 

L308 I do not think the feature is a wave-3 structure but more a wave-2. Note that the apparent 

wave-3 is due to the equirectangular projection. 

Agreed, zonal wind at 10 hPa is not a wave 3. Corrected to wave-2.  

 

L347 Do you mean 10m meridional and zonal winds? 

Yes 10 m or ‘near-surface’ - as described in that sentence.  

L350 I do not see a clear correlation between sea ice and the OH QQO, except for mesoscale areas. 

The QQO is however more clearly correlated with the SST in Fig.6b or the winds in Figs 6c-6d. That 

the sea ice concentration should be related to the SST and the winds seems not really big news. 

Then, what is the additional information from OH-QQO and the sea ice correlation here? If it is 

difficult to provide a satisfactory answer, I would suggest changing the title of section 4.1 to "SST and 

winds", suppressing Fig.6a and the long discussion below on the sea ice QQO (L376-L386). 

We have added time series for the correlation between the regions of maximum anti-correlation 

between Davis-OH and the sea-ice cover to the supplementary material (see figures below). Region 

A has a correlation coefficient -0.49 with Davis and -0.46 with MLS. Region B has a correlation 

coefficient -0.56 with Davis and -0.65 with MLS.  

We do not see sea ice cover as a potential source of the mesospheric QQO. “Correlation does not 

imply causation”. Rather, we note that there are regions that are significantly correlated with the 

Davis QQO variation (regions A and B below) that appear to have a wave-2 structure and suggest 
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that possibly the meridional winds could drive both observations ie “a  persistent  northward  

(southward) flow on one side of a circulation anomaly could increase (decrease) sea ice due to the 

associated flow of relatively cold (warm) air from higher (lower) latitudes and expansion 

compaction) of the ice edge.” 

This section on correlations with sea ice cover has been revised, suppressed, moved from section 4.1 

to 4.4 and renamed “Relationship with SST and Antarctic sea ice”. 

 

 

 

L359 Do you mean cyclonic circulation anomalies? Note that you show correlations in Figure 6 and 

not winds. 

Inserted ‘anomalies’ 
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L366 I think the reasoning is in general correct but what the authors show here is a strong 

connection between the QQO and the SST and also links to the surface circulation. The phenomenon 

where the origin resides cannot be determined from this type of analysis. 

Agreed, we only suggest “this could hint as to the origin” and provide a plausible possibility to 

explore with other analyses.  

L369 Again, unless I missed something, I do not understand the interest of mentioning the sea ice in 

this work unless the authors see it as a potential source of their OH QQO. Please, provide a more 

convincing argument or suppress. 

See response to L350 above.  

L385 QQO temperature signal at what level? 

Generally speaking the QQO in the upper mesosphere. We have shown the QQO detected at Davis is 

correlated with the SH polar cap between 0.0046 hPa, down to 0.1hPa.  We have added “in the 

upper mesosphere” to the sentence to clarify. 

L405 colder 'mesospheric' temperatures 

Inserted ‘mesospheric’. 

L414-426 I do not really understand the need for this discussion. Even if the tides are affected by the 

QBO, there is no impact of QBO-ENSO on OH QQO. Could you please extend on the point here? 

We find distinctly  different  wave  patterns  in  the  ERA5  geopotential and  meridional  wind 

anomalies  during  warm and cold  years  of the  QQO so some factor is modifying the behaviour of 

these parameters on a QQO timescale. Is this possibly tides or planetary waves ?. This discussion 

makes the point that interaction between tides with the QBO and ENSO can have an impact at inter-

annual timescales as reported by Baldwin et al (2019) and Liu (2016). Is a similar interaction 

occurring to produce these different wave patterns on a QQO timescale?. The discussion merely 

poses this as a possibility by corollary with the QBO and ENSO interaction.    

L415 Not particularly but only in the cold years. 

We see a SH wave-1 structure in the composite cold years, but also possible in the mid years. 

However, have removed the word ‘particularly’    

 

L423 'longitudinal' wave patterns  

Inserted ‘longitudinal’. 

Figure 7a. Is that really detrended OH T, as the x-axis title states? Please, write also in the caption 

"zonal mean meridional wind anomaly". Also, this figure is somehow redundant with Fig. 1. Winds 

could be overplotted there.  
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No, they are residual temperatures as stated in the caption. Thank you for picking that up, the y-axis 

title has been corrected. The meridional wind anomaly is that measured at Davis it is not a zonal 

mean. Thanks for the suggestion, we agree the figure is somewhat replicated from figure 1 but with 

the addition of the mean meridional winds. The winds could be added as a separate panel in fig 1 

but we prefer to keep this separated as the radar winds are not introduced until the discussion in 

section 4.2. 

 

 

Figure 7b. I think Fig. 7b is not needed. The correlation is clearly seen in Fig. 7a. Remove Fig 7b or, at 

least, move it to the supplement.  

Figure 7b provides the regression coefficients and R2 values for the meridional wind to OH, 

Aura/MLS and SABER temperatures referred to in the text. As the relationship of the OH 

temperature QQO to the meridional wind has the most significant correlation (R2 0.51) of the factors 

compared this is a key finding in the investigation and we prefer to keep this figure (time-series and 

slope of the relationship) in the manuscript.    

L439 Do you mean the background 'meridional' wind? 

Inserted ‘meridional’. 

L438-442 I think it is well known that the mesospheric poleward circulation is connected to 

downwelling and adiabatic heating below 100km. I do not think the references credited by the 

authors are the first ones showing that. 

We agree with the comment.  These references are selected because they are among the first to 

report observing the effect in OH temperatures, which are the data in which the QQO was identified 

initially in this study.  We have added a reference to the earlier work of Garcia and Solomon (1985).  
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L444 'the adiabatic action of the residual meridional circulation' sounds confusing and may be 

misinterpreted 

The sentence has been modified to avoid possible confusion. “and the long-term linear trend is due 

to the adiabatic action of the residual meridional circulation.” 

L452-L454 Please, remove this sentence. It is not necessary to provide the sources and the sinks of 

CO. Just knowing that it is a dynamical tracer due to its long lifetime, particularly, during polar 

winter, is enough. 

The sentence has been removed. 

L464 I find the anti-correlation between temperature and the CO trends interesting. This might be 

out of the scope of this paper and not worth to mention in the paper but: What are the errors of the 

CO measurements? Is the instrumental drift characterized? Can the authors provide a link for the 

trend anti-correlation? Perhaps CO2 increase? 

Uncertainties in the CO measurements are of the order of 0.3-0.4 ppmv at 0.00464hPa and 0.05-0.07 

ppmv at 0.1 hPa. Error bars have been added to figure 8 as shown below.  

 

Instrumental drift and calibration is addressed by the Aur/MLS science team 

(https://mls.jpl.nasa.gov/products/co_product.php) but is beyond the scope of this work. There are 

both dynamical and chemical factors that could contribute to the trend in CO. Perhaps there are 

trends in the large scale upwelling and downwelling via meridional flow that occur over the polar 

caps and, as you suggest perhaps the trend is associated with CO2 increases. This deserves further 

study, but is outside of this manuscript aims.    

L473 Would the correlation be better if the CO detrended data were used? Given the nature of the 

link between CO and T QQOs that the authors are providing, does it make sense to provide 8 maps 

with projections for selected altitudes instead of just one plot with a lat-z cross section? On the 

other hand, if the QQO is clearly exhibited in the SH polar cap average (see Fig. 2 and Fig 3), why the 

correlation with T and CO QQO is not ubiquitous south of 65S? 

The correlation coefficient with detrended CO and Temperatures is described on L463. We have 

considered a Lat vs Z plot but this necessarily requires zonal averages whereas Fig 9 shows that the 

patterns are zonally asymmetric. These levels and the plot format are provided so that they can be 

compared directly to the plots in Fig 2,3 and 4 (mesosphere levels). With regard to the polar cap we 

describe in the text  “temperature and CO are significantly positively correlated over most of 

https://mls.jpl.nasa.gov/products/co_product.php
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Antarctica, which  is  consistent  with  Fig.  8  and  our  hypothesis  that  the  QQO  temperature  

variation  is  an  adiabatic  response  (i.e.  increased  (decreased)  temperature  is  associated  with  

increased (decreased) CO concentration due to descent (ascent)). This general positive correlation  

over Antarctica is also seen for CO at 0.1 hPa (Fig. 9b) and is apparent though less clear  for CO at 1 

hPa (Fig. 9c).”  

L495 Temperatures at what pressure level? 

inserted “(the 0.0046hPa pressure level)” 

L498-500 I would not call that "somewhat smaller". There is a very weak QQO in the NH winter.  

We have modified this section substantially and the sentence now reads “we see little evidence of a 

QQO variation in the NH winter (blue line with linear fit)” referring to Fig 10 (below)  

 

Section 4.5 Why is this section called "inter-hemispheric coupling"? Certainly, Figure 10 shows NH 

and SH residual temperatures but their connection is not discussed at all. 

We have modified the section heading to Hemispheric comparison as your point is correct.  

L530 If that is the case, why the QQO is largest during the SH summer? 

We do not have measurements over the summer to confirm the Aura/MLS observation of a larger 

QQO in the summer months [ONDJFM] in Fig 10.  We do state “We have attempted to examine the 

seasonal variability of the QQO signal by dividing averages into intervals FMA, MJJ, ASO (also plotted 

in Fig 1b). While these shorter term averages obviously suffer from greater uncertainty, there is a 

suggestion that the QQO is strongest over the winter months MJJ, mid-range in ASO and less 

apparent in the FMA interval.”  

Davis is not near the GW hot spot of the Antarctic Peninsula and  we also comment from L543 

“Gravity wave  energy is generally weak in summer but in winter, gravity waves have large 

amplitudes  and are distributed around the polar vortex in the upper stratosphere and mesosphere.  

The  wave energy is not zonally uniformly distributed but is concentrated on the leeward side of  the 

Southern Andes and Antarctic Peninsula.  Energy propagation extends several thousand  kilometres 

eastwards which explains the gravity wave distribution around the polar vortex  in winter.”  

L544 Please, state this is true for SH. 

That this refers to the SH is stated in the preceding sentence on L543.  
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L550-554 I do not think that results from Sato et al. (2012) (showing a close to annular structure 

around the Arctic edge, with maximum values over the Antarctic Peninsula) are well reproduced by 

Fig. 2a and 2b (showing more or less homogeneous correlations over the Arctic and a lack of 

correlation over the Peninsula).  

The polar projection plots of the SH at 0.01 hPa (not 0.1 hPa as stated in the original manuscript) and 

0.0046 hPa shown in Figure 2(c) in this work show a striking resemblance to the pattern in the SH 

winter months shown in Sato et al. (2012). 

Compare the polar projection plots of June, July, August and September from Figure 2 of Sato et al. 

(2012) shown below with Figure 2(b) at 0.01 hPa and above from this work (also shown below).  

Please note that the Sato et al. (2012) plots have longitude 0° at the top of each projection plot, 

while the SH in Figure 2 of this work have 180° at the top of each projection plot. (This is corrected in 

the revised manuscript) 
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P554-558 Could the authors provide some conclusion after these sentences and make clear the 

relationship with their work? 

A concluding sentence has been added to the text after these sentences. “The results of Sato et al. 

(2012), together with the focussing of GWs into the polar night wind reported by Wright et al. (2016, 

2017) suggests GWs as a plausible explanation for the asymmetry in the polar projection plots of the 

QQO correlation coefficient at 0.01 hPa and above. “ 

L562-570 The vertical and latitudinal structure of Zhang et al.'s TO is similar to the QBO. However, 

the authors showed no correlation of their QQO with the QBO. Then, why this discussion of that TO 

if the four-year oscillation is not even discussed in Zhang et al.? Please, clarify the interest of this 

discussion or remove. Please, also note that, even if Zhang et al. showed no evidence of the four-

year oscillation at 45 km, they did at 85km. 

As the referee has noted, Zhang et al. (2017) found evidence of a four year oscillation at 85 km in 

their analysis.  This is stated explicitly in the second sentence of the paragraph, which is the reason 

that we include it in our discussion.  Since we have found evidence of the QQO at different altitudes, 

we note that Zhang et al. (2017) also found a four-year oscillation at 25 km.  Zhang et al. (2017) do 

not discuss the 4-year oscillation (as we state), presumably because it has a much lower amplitude 

than the periods on which they focus.  We make mention of the three-year oscillation simply 

because Zhang et al. (2017) suggest that it may arise from a modulation of the QBO by the 

semiannual oscillation.  This struck us as interesting, and we included it here for that reason.  We 

examined our data for evidence of a similar explanation for the QQO, but we did not find any 

evidence of it (and so we do not not include it here).     

L570-572 From the discussion in the previous section, I thought that the authors were suggesting 

that mesospheric QQO was related to orographic GWs. 

The previous section entitled “Gravity wave interaction” noted the similarity of the pattern of GW 

potential energy at 10 hPa in Fig 2. of Sato et al. (2012) with the polar cap correlation plots of 
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Aura/MLS temperature (at 0.01 hPa (and above)) with the QQO.  This was interpreted as a possible 

clue to the origin of the QQO without being specific about the period.  The section entitled 

“Mechanisms for a 4-year cycle” discusses reports which include references to periods in the vicinity 

of a 4-year cycle. 

L573-575 Did Liu et al. find any QQO in their GW potential energy at the equator. Figure 2b shows a 

QQO there at e.g. 81km 

Liu et al. (2017) do not refer to a QQO component in their results. 

L579-585 That a changing eddy diffusion is not needed anymore to explain SABER CO2 trends has 

nothing to do with its potential link with a QQO. 

The three sentences dealing with this point have been removed. 

L594 Replace the fist two dots by a comma 

replaced as advised 

L596 Offermann et al. note in their introduction periods ranging from around 2 yrs to 11 yrs. What 

periods do the authors refer to in this sentence? All of them? 

This sentence has been modified to focus on periods at 3.4 and 5.5 years that are closest to the 

QQO. 

L623-624 If the polar cap also shows a QQO of similar amplitude and in phase with Davis (as you 

write in the next sentence, it is obvious that the Davis QQO is positively correlated with the polar cap 

QQO. Please, re-write. 

The first point (L620-621) notes that the OH-layer equivalent temperatures of both Aura/MLS and 

SABER in the vicinity of the station (within 500km) agree with the Davis OH temperature QQO in  

amplitude, period and phase.  

The following point (L622-624) notes that the Davis QQO signal is positively correlated with the 

Aura/MLS 0.0046 hPa level temperature field large over a large part of the polar cap and southern 

Indian ocean (and where it is anti-correlated in the Southern Ocean).  

both points have been re-written to make this distinction clearer and the negative correlation with 

the NH identified as a separate point.  

L631 extends vertically "at least" from the mesopause 

Added text as suggested 

L646 Would a significant variability in atmospheric tides be actually expected at this high polar 

latitudes? 

No, good point, tidal variability would not be expected to be significant (tides less that 2K) but 

potentially their interactions with longer term oscillatory modes is responsible for the different wave 

patterns seen during warm and cold years of the QQO. We suggest only a potential role. See also 

response to L414-426. 

L653-655 I do not think the authors prove this connection to be "most likely".  

This point is modified to the word ‘possibly’ and merged with the previous point.  



19 

L669-672 Is the Davis QQO anti-correlated with the NLC boundary latitude reported by Russell et al.?  

NLC data from Russell et al., 2014 are for the NH and span 2005-2011. Their fig 4 shows the NLC 

occurrence frequency anomaly for these years in 5° latitude bands and fig 5 the corresponding MLS 

and SABER [MJJA] temperatures. From our Fig 10 (see below), MLS NH summer [AMJJAS] averages 

show warm years in 2006 and 2009 and cold years in 2007-08 and 2010-11 when we would expect 

increased NLC occurrence. There is an indication of an NLC increase in 2007-08 and 2011 in their fig 

4 panels h and i for the high latitude bands but the variation is small. The difficulty with the 

temperature/NLC correlations at high latitude are nicely explained in their summary “As latitude 

increases, the cloud frequency increase weakens 

significantly, and in high polar latitudes, the cloud 

frequency remains roughly constant over the 10 years 

examined here. This is expected because under highly 

saturated conditions, i.e., when temperature is far below 

the frost point, the cloud frequency is close to 100%, so 

there is no room for further increases, and the 

temperature control of cloud frequency no longer holds.” 

The low latitude boundary anomaly is provided in their fig 

7 (reproduced right) and in summary “The results show a 

statistically significant increase in the number of PMCs 

each season in the latitude range 40°N–55°N for the 10 

year period examined. Increases in cloud frequency 

appear to be driven by the corresponding temperature 

decreases over the same time period. During this time, 

solar activity decreased from an active to a quiet period, 

which might have been partially responsible for the 

temperature decrease over this time period.” There is 

possible evidence of a QQO in the SABER data, but 

generally not enough data to be definitive.  

 

Fig 2 caption. I think the caption for b) is not correct. If "as for a)", shouldn't it be just "correlation of 

the SH polar cap average", without "0.0046hPa"? 

a) correlates the 0.0046hPa grid box temperature over Davis with the MLS temperature field 

b) correlates the 0.0046hPa polar cap average temperature with the MLS temperature field 

both show the same plot layout of time-series and projection maps (which was the As for a) 

reference). We have removed the “As for a)” and specified the correlation in b) explicitly in 

the figure caption.   

L921 What green circle?  

The green circle on the SH projection map at 0.0046hPa which indicates the polar cap averaging 

region. It has been made a bit thicker for visibility. Figure 2 has been redone.  

Figure 6. Please, indicate the maximum and minimum values in the legend of the color scale for the 

lower panels. Are the two color scales the same? If the answer is yes, just keep one of them. If the 

answer is no, use the same color scale for the four panels.  

Figure 6 has been redone with the same color scale for all panels.   



20 

 

Figure 10. Please, use the same scale for both the NH and the SH residuals. Otherwise, they are not 

easily compared.  

Figure 10 has been reformatted so the SH and NH scales are the same, but offset 3k to separate the 

time series.  

 



1 

 

Analysis of 24 years of mesopause region OH rotational temperature 1 

observations at Davis, Antarctica. Part 2: Evidence of a quasi-2 

quadrennial oscillation (QQO) in the polar mesosphere. 3 

  4 

W. John R. French1, Andrew R. Klekociuk1,2 and Frank J. Mulligan3  5 

 6 

1Australian Antarctic Division, 203 Channel Hwy, Kingston, Tasmania, 7050, Australia 7 

2Department of Physics, University of Adelaide, Adelaide, 5005, Australia 8 

3Maynooth University, Maynooth, Co. Kildare, Ireland 9 

 10 

Correspondence to: W. John R. French (john.french@aad.gov.au) 11 

  12 



2 

 

Abstract 13 

Observational evidence of a quasi-quadrennial oscillation (QQO) in the polar 14 

mesosphere is presented based on the analysis of 24 years of hydroxyl (OH) nightglow 15 

rotational temperatures derived from scanning spectrometer observations above Davis 16 

Research Station, Antarctica (68°S, 78°E).  After removal of long term trend and solar 17 

cycle responses, the residual winter mean temperature variability contains an oscillation 18 

over an approximately 3.5 - 4.5 year cycle with a peak-to-peakn amplitude of 3 - 4 K.  Here 19 

we investigate this QQO feature in the context of the global temperature, pressure, wind 20 

and surface fields using the Aura/MLS and TIMED/SABER satellite data, ERA5 reanalysis 21 

and the Extended-Reconstructed Sea Surface Temperature (ERSST) and Optimum-22 

Interpolation (OISST) ally-Interpolated sea ice concentration data sets.  We find a 23 

significant anti-correlation (R2^2 ~ 0.516; poleward flow associated with warmer 24 

temperatures at ~0.83 K/ms-1) between the QQO temperature and the meridional wind at 25 

86 km altitude measured by a medium frequency spaced antenna radar at Davis (R2 ~ 26 

0.516; poleward flow associated with warmer temperatures at ~0.83±0.21 K/ms-1). The 27 

QQO signal is also marginally correlated with vertical transport as determined from 28 

evaluation of carbon monoxide (CO) concentrations in the mesosphere (R2 ~ 0.18 at 29 

0.73±0.45 K/ppbvCO). Together this relationship suggestssuggesting that a substantial part 30 

of the QQO is plausibly linked to the result of adiabatic heating and cooling driven by the 31 

meridional flow. The presence of quasi-stationary or persistent patterns in the ERA5 data 32 

geopotential anomaly and the meridional wind anomaly data during warm and cold phases 33 

of the QQO is consistent with tidal or planetary waves influencingsuggests a tidal or 34 

planetary wave influence in its formation, which may act on the filtering of gravity waves 35 

to drive an adiabatic response in the mesosphere.  The QQO signal plausibly potentially 36 

Commented [1]: R^2 =0.51 from Fig 7b for OHT and radar 
meridional winds 
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arises from an ocean-atmosphere response, and appears to have a signature in Antarctic sea 37 

ice extent. 38 

1. Introduction 39 

In Part 1 of this study (French et al., 2020) we quantify the solar cycle and long 40 

term trend in 24 years of hydroxyl (OH) rotational temperature measurements from Davis 41 

Research Station, Antarctica, and observed that the winter mean residual temperatures 42 

revealed a periodic oscillation over an approximately 4 year cycle with amplitude of 3-4 43 

K. While periodic oscillations occur on many timescales in the atmosphere from minutes 44 

to years (gravity waves, tides, planetary waves, seasonal variations, quasi-biennial 45 

oscillation (QBO), El Nino Southern Oscillation (ENSO), Pacific Decadal Oscillation 46 

(PDO), solar cycle), the approximately 4-year period of this quasi-quadrennial oscillation 47 

(QQO) is unusual in terms of weather and climate modes. Here we seek to characterize the 48 

features and extent of the observed behavior and to examine correlation and composites 49 

with several atmospheric parameters which might suggest a possible mechanism for the 50 

phenomenon.  51 

References to quasi-quadrennial variability in Earth’s climate system have 52 

previously been reported by Jiang et al. (1995) who found both quasi-quadrennial (52 53 

month) and quasi-biennial (24 and 28 months) oscillation modes in equatorial (4° N - 4° 54 

S) sea surface temperature (SST) and 10 m zonal wind fields over the 1950 - 1990 interval. 55 

They found the variation consistent with a “devils staircase” interaction between the annual 56 

cycle and ENSO.  Liu and Duan (2018) use principal oscillation pattern analysis over the 57 

1979 - 2013 era to also identify a QQO (48 months) in global SST anomaly which is 58 

dominant in the equatorial Pacific Ocean region.  Liu and Xue (2010) investigated the 59 

relationship between ENSO and the Antarctic Oscillation (AAO) index with empirical 60 
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orthogonal function analysis in sea level pressure anomalies from 1951 - 2002. They 61 

concluded that ENSO plays a key role in the phase transition of AAO at the quasi-62 

quadrennial timescale.  Pisoft et al. (2011) point out that the quasi-quadrennial oscillations 63 

that have been reported are almost always associated with the ENSO phenomenon and 64 

variations in sea surface temperatures or the wind field over equatorial areas.  Pisoft et al. 65 

(2011) applied a 2-dimensional wavelet transform technique to changes in 500 hPa 66 

temperature fields in two 50-year reanalysis datasets (ERA-40 and NCEP-NCAR) and 67 

established the presence of a distinct QQO and a quasi-decadal oscillation in addition to 68 

the annual and semi-annual cycles.  Their analysis showed that the QQO is present in at 69 

least 15 of 50 years in both reanalysis datasets not only in the equatorial zone (30° S to 30° 70 

N), but also over a significant area of the globe including at high latitudes.  Both reanalysis 71 

datasets showed relatively high QQO wavelet power north of the Bellinghausen and 72 

Amundsen Seas, over the BeringBearing Sea and over North America (north of ~45° N).  73 

A region of relatively high wavelet power was detected north of the Mawson and Davis 74 

seas near Antarctica in ERA-40 only.  75 

There are relatively few reports of observations of multi-year variability in the 76 

mesosphere and higher altitudes, and as far as we are aware, the existence of a QQO in the 77 

high latitude mesopause region as discussed here has not previously been reported. 78 

Offermann et al. (2015) reported multi-annual temperature oscillations in Central Europe 79 

detected in SABER data during the period 2002 - 2012, which were reproduced in 80 

simulations by the Hamburg Model of the Neutral and Ionized Atmosphere (HAMMONIA 81 

chemistry climate model (Schmidt et al., 2006) and the Community Earth System Model - 82 

Whole Atmosphere Community Climate Model (CESM-WACCM); Marsh et al., 2013) 83 

models.  Periods of 2.4 - 2.2 years, 3.4 and 5.5 years were present in the SABER data over 84 

a range of altitudes from 18 to 110 km. Perminov et al. (2018) reported statistically 85 
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significant periods of OH* temperature variations at 3 years and 4.1 years (with amplitudes 86 

of 1.3 ± 0.2 K and 0.6 ± 0.2 K respectively) from a Lomb-Scargle analysis of 17-years 87 

(2000 - 2016) at Zvenigorod, Russia.  Reid et al. (2014) detected significant periodicities 88 

at 4.1 years in O(1S) emission intensity and ~ 3-year in the OH emission intensities by 89 

performing Lomb-Scargle analysis of a 15 year series of observations at Adelaide, 90 

Australia. However, Perminov et al. (2018) and Reid et al. (2014) do not offer causes of 91 

these periodicities. 92 

The outline of this paper is as follows. In section 2 we review the Davis OH 93 

rotational temperature measurements (described in Part 1 of this study) and the derived 94 

residual temperatures which contain the QQO feature. In section 3 we explore correlation 95 

and composite analyses of the QQO signal using satellite and meteorological reanalysis 96 

datasets. Discussion of the results, summary and conclusions drawn are given in Sections 97 

4 and 5. Additional figures are presented in the supplementary material. 98 

As for Part 1 we use the following terminology for the analysed temperature series. 99 

From the measured temperatures and their nightly, monthly, seasonal or winter means, 100 

temperature anomalies are produced by subtracting the climatological mean or monthly 101 

mean (we fit a solar cycle and linear long-term trend to the anomalies), residual 102 

temperatures additionally have the solar cycle component subtracted and detrended 103 

temperatures have both the solar cycle component and the long term linear trend 104 

subtracted. 105 

 106 

2. Data Sets 107 

2.1 OH(6-2) rotational temperatures. 108 



6 

 

Scanning spectrometer observations of the OH airglow (6-2) band have been made 109 

at Davis station, Antarctica (68.6° S, 78.0° E) for each winter season over the last 24 years 110 

(1995-2018) to provide a time-series of rotational temperatures (a layer weighted proxy of 111 

atmospheric temperatures near 87 km altitude). The solar cycle and long term linear trend 112 

in this temperature series are examined in Part 1 of this study (French et al., 2020).  Fitting 113 

a solar cycle (using 10.7 cm solar flux) and linear long term trend model to the winter mean 114 

temperature anomalies (nightly mean temperatures averaged over day-of-year 106 to 259 115 

with mean climatology subtracted) yields a solar cycle response coefficient S of 4.30 ± 1.02 116 

K/100 sfu (95% confidence limits 2.2 K/100 sfu < S < 6.4 K/100 sfu) and a long term linear 117 

trend L of -1.20 ± 0.51 K/decade (95% confidence limits -0.14 K/decade < L < -2.26 118 

K/decade).  However, only 58% (R2) of the year-to-year variability is described by this 119 

model (see Fig. 3 of Part 1).  Residual temperatures (solar component removed) are shown 120 

in Fig. 1a and the detrended temperatures (solar component and long-term linear fit 121 

removed) in Fig 1b.  The QQO signal is apparent, with a peak-peak amplitude of 3-4 K. A 122 

sinusoid fit to the residual temperatures is provided as a guide and has a peak-to-peak 123 

amplitude of 3.0±0.7 K and a period of 4.2±0.1 years.  A wavelet analysis of the residual 124 

time-series shown in Fig. 1c reveals an oscillation period increasing from ~3.5 years in 125 

2000 to 4.5 years in 2013.  126 

We have attempted to examine the seasonal variability of the QQO signal by 127 

dividing averages into intervals FMA, MJJ, ASO (also plotted in Fig 1b). While these 128 

shorter term averages obviously suffer from greater uncertainty, there is a suggestion that 129 

the QQO is strongest over the winter months MJJ, mid-range in ASO and less apparent in 130 

the FMA interval.  131 

 132 

2.2 Aura/MLS temperature profiles.  133 
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Long-term temperature data for the mesopause region are available from two 134 

satellite instruments; the Microwave Limb Sounder on the Aura satellite (Aura/MLS) and 135 

the Sounding of the Atmosphere using Broadband Emission Radiometry (SABER) 136 

instrument on the Thermosphere Ionosphere Mesosphere Energetics Dynamics (TIMED) 137 

satellite. Hydroxyl layer equivalent temperature measurements from these instruments are 138 

overlaid on Fig 1a.  139 

Aura/MLS temperatures are derived from observations of thermal microwave 140 

emissions near the oxygen spectral lines of O2 (118 GHz) and O18O (234 GHz). The 141 

instrument scans the Earth’s limb every 24.7 s and the retrieval algorithm (for version v4.2 142 

level 2 used here) produces useful temperature profiles on a fixed vertical pressure grid 143 

from 316 hPa (∼8 km) to 0.001 hPa (∼97 km) over the latitude range 82° S - 82° N with 144 

about 14 orbits per day.  The along-track resolution is typically 165 km through the 145 

stratosphere to 220 km at the top of the mesosphere. The vertical resolution is defined by 146 

the full width at half maximum of the averaging kernels and varies from 5.3 km at 316 hPa 147 

to 9 km at 0.1 hPa and up to 15 km at 0.001 hPa (Schwartz et al., 2008). We also use 148 

profiles of carbon monoxide (CO) mixing ratio, which are scientifically useful between 149 

215 hPa to 0.0046 hPa and have similar vertical and horizontal resolution to the temperature 150 

measurements. 151 

For comparison with the Davis OH temperatures we selected retrieved Aura/MLS 152 

profiles acquired within 500 km of Davis station (about 60 coincident samples per month) 153 

between 2005 (Aura launched in July 2004) and 2018, applied selection criteria according 154 

to the quality control recommendations described in Livesey et al. (2018) and averaged 155 

over the winter months April to September (AMJJAS; similar to the averaging period for 156 

the Davis winter mean) at the native Aura/MLS retrieval pressure level of 0.00464 hPa 157 

(0.46 Pa). The 0.00464 hPa pressure level statistically provides the best chi-squared fit, 158 
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comparing temperature anomalies of Aura/MLS to the Davis anomalies, and are in good 159 

agreement in absolute temperature terms, and in the correlation of variability, to the OH(6-160 

2) temperatures we derive using Langhoff et al. (1986) transition probabilities (see 161 

discussion in Part 1; French et al., 2020). The Aura/MLS AMJJAS mean temperature 162 

residuals are overlaid in Fig. 1a (green line from 2005); the solar cycle component is 163 

removed in the same way as for the OH data. For comparison, regression values for 164 

Aura/MLS (2005 – 2018)  are 3.4 ± 2.3 K/100 sfu for the solar term and -1.3 ± 1.2 K/decade 165 

for the long term trend (but neither term is significant at the 95% level; R2 = 0.2). If the 166 

solar response coefficient derived for the 24 years of OH measurements is used to compute 167 

residuals, the Aura/MLS long term linear trend becomes -1.4 ± 1.1 K/decade (R2 = 0.12). 168 

The Aura/MLS measurements show very good agreement with the OH measurements, both 169 

in terms of the long term linear fit to the residuals, and in the magnitude and pattern of the 170 

QQO feature over its last 3 cycles.  171 

 172 

2.3 TIMED/SABER profiles 173 

The SABER instrument measures Earth limb emission profiles over the 1.27 – 17 174 

µm spectral range from the TIMED satellite, which was launched in December 2001 into 175 

a circular orbit at 625 km altitude and 74° inclination to the equator (Russell III et al., 176 

1999). The satellite undergoes a yaw cycle every 60 days, alternating coverage of latitude 177 

bands 54° S to 82° N and  82° S to 54° N, and precessing slowly to complete 24 h local 178 

time over the yaw interval. Temperature is retrieved over an altitude range of 10 – 105 km, 179 

with a vertical resolution of about 2 km, and along- track resolution of 400 km from 15 µm 180 

and 4.3 µm carbon dioxide (CO2) emissions (Mertens et al., 2003). Generally, errors in the 181 

retrieved temperatures in the mesopause region are estimated to be in the range ±1.5 – 5 K 182 

(García-Comas et al., 2008).  183 
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 SABER also measures a volume emission rate (VER) from a radiometer sensitive 184 

over the 1.56 – 1.72 µm spectral range (OH-B channel) which includes mostly the OH(4-185 

2) and OH(5-3) bands. SABER v2.0 Level 2B data are used in this study. We use a 186 

Gaussian fit to the VER to derive weighted average OH layer equivalent temperatures 187 

(T_VER; as for French and Mulligan, 2010). While the VER layer weighting function is 188 

not explicitly a vibrational level 6 profile but a combination of the 4 and 5 vibrational levels 189 

from the OH-B channel, the difference from the v’=6 profile in terms of peak altitude is 190 

not expected to be greater than 1 km, compared to the ~8 km full- width at half maximum 191 

(FWHM) of the layer (McDade, 1991; von Savigny et al., 2012). The resulting temperature 192 

offset well less than 1K.   193 

As for Aura/MLS we average all SABER profiles within 500 km radius of Davis 194 

station that fall within the winter averaging window. Due to the satellite yaw cycle this 195 

limits SABER observations to two intervals day-of-year 75 – 140 and 196 – 262 and the 196 

days prior to 106 and after 259 are rejected as outside the OH winter interval. Thus, only 197 

days 106-140 and 196-259 are comparable between SABER and Davis-OH over the winter 198 

interval and Essentially, SABER samples the same as the OH-observations except days 199 

141 - 195 (21 May to 14 July) are excluded.  As for the OH temperatures and Aura/MLS, 200 

a fit of solar cycle (F10.7) and linear trend terms is made. to remove the solar cycle 201 

component. Regression values for SABER for 2002 - 2018 are 3.4 ± 1.8 K/100 sfu for the 202 

solar term and -0.77 ± 1.05 K/decade for the long term trend using this model. Neither term 203 

is statistically significant at the 95% level (R2 = 0.22).  The solar term is significant at the 204 

90% level.   205 

Both the OH-peak altitude and the OH T_VER (ignoring the solar term) show 206 

slightly negative trends over the period 2002 - 2018 (-0.02 ± 0.02 km/year R2 = 0.09 and -207 

0.13 ± 0.11 K/year R2 = 0.09 respectively) but they are not statistically significant. Plots of 208 
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the OH peak altitude and OH T_VER time series and the anti-correlation relationship are 209 

provided in Fig. S1 of the supplementary material. There is a slight anti-correlation 210 

between OH-peak altitude and T_VER (-2.2 ± 1.7 K/km, R2 = 0.1), but once again, the 211 

value is not statistically significant. Plots of the OH peak altitude and OH T_VER time 212 

series and the anti-correlation relationship are provided in Fig. S1 of the supplementary 213 

material.  214 

The derived SABER residual mean temperatures are also plotted in Fig. 1a (pink 215 

dotted line) for years 2002 - 2018. Given that the yaw cycle excludes days 141-195 from 216 

the winter averaging in these data, in general the SABER residual temperatures also 217 

reproduce the QQO variation, except 2011 appears to be anomalously warm (by ~3 K). 218 

The OH peak altitude derived from the SABER OH_VER profile also shows an 219 

anomalously low layer altitude for 2011 (lowest winter mean altitude in the 2002 - 2018 220 

year record, see Fig S1).  221 

 222 

2.4 ECMWF/ERA5 223 

 As discussed in the introduction, reported oscillations on a quasi-quadrennial scale 224 

have almost always been associated with ENSO and its interactions in near-surface 225 

equatorial pressure, wind and sea surface temperature fields.  To investigate the possible 226 

connection to the Antarctic mesopause QQO observation we perform correlation and 227 

composite analyses using the European Centre for Medium Range Weather Forecasting 228 

(ECMWF) ERA5 reanalysis products (Copernicus Climate Change Service, 2017; 229 

https://apps.ecmwf.int/data-catalogues/era5/?class=ea). These include global monthly 230 

average geopotential height and wind components provided on 37 pressure levels (surface 231 

to 1 hPa) at 0.25° x 0.25° grid point resolution.  232 

 233 

https://apps.ecmwf.int/data-catalogues/era5/?class=ea
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2.5 ERSST and OISST 234 

 Sea surface temperatures (SST) used in this study are from the National Oceanic 235 

and Atmospheric Administration (NOAA) Extended Reconstructed Sea Surface 236 

Temperature (ERSST v5; https://www.ncdc.noaa.gov/data-access/marineocean-data/ 237 

extended-reconstructed-sea-surface-temperature-ersst-v5) monthly dataset derived from 238 

the International Comprehensive Ocean–Atmosphere Dataset (ICOADS). These are 239 

available globally extending from January 1854 to the present at 2° x 2° grid resolution 240 

with spatial completeness enhanced using statistical methods (Huang et al., 2017).  241 

For sea ice cover, we also use the NOAA Optimum Interpolation Sea Surface 242 

Temperature (OISST) V2 product, available as monthly means on a 1° global grid  using 243 

in situ and satellite SSTs plus SSTs simulated by sea-ice cover. (Reynolds et al., 2002; 244 

https://www.esrl.noaa.gov/psd/data/ gridded/data.noaa.oisst.v2.html ) 245 

 246 

3. Features of the QQO  247 

The spatial extent of the QQO signal observed at Davis is explored with the 248 

Aura/MLS dataset for the 2005 - 2018 interval of concurrent observations. These data are 249 

averaged into 5° x 10° (latitude x longitude) grid cells. In Fig. 2a) we correlate the 250 

Aura/MLS AMJJAS temperature residual time series for the grid cell over Davis (14 years; 251 

time series plotted in the left hand panel) with each grid cell of the Aura/MLS AMJJAS 252 

temperature residual at 0.0046 hPa.  The 3 map panels show correlation (R) coefficient (R) 253 

in equi-rectangular, Southern Hemisphere (SH) and Northern Hemisphere (NH) 254 

projections. The correlation colour scale is common to all maps and crossed grid 255 

cellshashed areas show significance at the 90% level.  The Davis QQO signal shows a 256 

significant positive correlation with a large part of the east Antarctic and southern Indian 257 

https://www.ncdc.noaa.gov/data-access/marineocean-data/%20extended-reconstructed-sea-surface-temperature-ersst-v5
https://www.ncdc.noaa.gov/data-access/marineocean-data/%20extended-reconstructed-sea-surface-temperature-ersst-v5
https://www.esrl.noaa.gov/psd/data/%20gridded/data.noaa.oisst.v2.html
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Ocean sectors and significant anti-correlation in the Southern Ocean near New Zealand. In 258 

the NH summer, there is a general region of negative correlation at mid- to high-latitudes, 259 

indicating that the QQO has opposite phases in the two hemispheres.  We return to compare 260 

the examine phase response between the hemispheres in Section 4.5. 261 

Extending this analysis, Fig. 2b shows the correlation between the mean Aura/MLS 262 

temperature of the polar cap (65° S - 85° S), which has a variation similar to that shown in 263 

Fig. 2a for Davis (left hand panel), with Aura/MLS temperatures for each grid box on a 264 

range of different pressure levels representative of the mesopause region, mesosphere, 265 

stratopause region and stratosphere. It is apparent that the QQO signal observed at Davis 266 

extends over the majority of the polar cap, and through most of the mesosphere down to at 267 

least the 0.1 hPa level with similar amplitude (3 - 4 K peak-to-peak) and phase. Significant 268 

anti-correlation of the QQO signal then occurs in the upper stratosphere (pressure range 1 269 

- 10 hPa) in the polar cap and Southern Ocean, while a significant positive correlation 270 

occurs in the region of the subtropical jets at 10 hPa. Time-series of Aura/MLS [AMJJAS] 271 

polar cap (65-85°S) averages at additional pressure levels are provided in Fig. S2 in the 272 

supplementary material to complement the selected levels in Fig 2b and detail the transition 273 

in wave pattern from mesosphere to stratosphere.  274 

We further examine the Davis QQO signal using correlation and composite analysis 275 

with the ECMWF/ERA5 reanalysis data and NOAA/ERSST v5 data described above. 276 

Figure 3 shows the composites of the ERA5 geopotential height anomaly (with respect to 277 

the 1995-2018 climatology) averaged over AMJJAS for the 33rd percentile (‘cold’ years), 278 

the 67th percentile (‘warm’ years) and the remaining ‘mid’ years (between the 33rd and 67th 279 

percentiles) of the detrended Davis hydroxyl temperature winter average QQO signal at 280 

pressure levels of 750, 200, 50, 10 and 1 hPa. The first two pressure levels are globally 281 

generally within the troposphere, and the other levels are generally within the stratosphere. 282 
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The ‘cold’ years (threshold -0.99 K) and their detrended temperature values (in parenthesis) 283 

are: 1997 (-1.166), 2001 (-3.039), 2005 (-1.023), 2008 (-1.188), 2009 (-1.738), 2010 (-284 

1.998), 2014 (-1.381), 2018 (-2.451). The ‘warm’ years (threshold 1.24 K) and their 285 

detrended temperature values (in parenthesis) are: 1996 (2.325), 1999 (1.399), 2002 286 

(1.523), 2007 (2.210), 2011 (1.796), 2012 (1.241), 2015 (1.688), 2016 (2.287). The cold 287 

(warm) years are shown by the blue (red) dots in Fig. 1b. Composite maps for meridional 288 

and zonal wind anomalies at these pressure levels are provided for comparison in Figs. 4 289 

and S32 (supplementary), respectively. The hatching used in these figures to indicate 290 

significance is set at the 90% level based on a two-tailed Student’s T-test assuming 291 

normally distributed statistics. 292 

Examining Fig. 3, it is seen that cold years are associated with a small significant 293 

region of negative geopotential height anomaly to the north-east of Davis at 750 hPa, which 294 

expands and appears to shift equatorward and westward at higher altitudes (lower 295 

pressures). A similarly placed, though more extensive region of significant positive 296 

geopotential height anomaly is seen in the composites for the warm years, and generally 297 

the mid- to high-latitude regions of significant anomalies appear to have opposite signs 298 

between the composites for the cold and warm years.  Note that in the northern high-299 

latitudes there are regions of negative geopotential height anomaly in the cold year 300 

composites, and similarly placed positive anomalies for the warm year composites, 301 

although these are not significant in all cases. The intermediate composites provide some 302 

contrasts with the cold and warm year composites. For the intermediate years at and below 303 

the 50 hPa level, there are negative anomalies in the southern polar cap and mid-latitudes 304 

that are similarly located to positive anomalies for the warm years. However at 10 hPa and 305 

1 hPa, the main negative feature at southern high latitudes in the intermediate composites 306 

is in the southern Pacific Ocean towards the Antarctic coasts.  307 



14 

 

In Fig. 4, the 50, 10 and 1 hPa levels show large-scale patterns in mid- and high-308 

latitudes of the SH. For the cold year composite, there is a region of negative (poleward) 309 

anomalous flow south of Australia towards Antarctica at 50 hPa that extends further 310 

poleward and westward towards and over Davis in the upper levels. At 1 hPa in the cold 311 

years, the pattern generally has a zonal wave-1 structure, which is also seen in the cold year 312 

geopotential height anomaly composite at this level (top left panel of Fig. 3). The warm 313 

year meridional wind composite (right panels of Fig. 4) appears to show a pattern that has 314 

a wave-2 structure in the upper levels, with a general orientation north west to south east 315 

at 1 hPa. In the region near Davis, the meridional wind anomaly is equatorward in the upper 316 

levels for the warm years. The intermediate years provide a contrast between the cold and 317 

warm years in the meridional wind, with regions that show opposite sign in some of the 318 

regions common with either the cold or warm year composites. For example, at 1 hPa near 319 

Australia, the meridional wind anomaly is positive (equatorward) for the intermediate years 320 

and negative (poleward) for the warm years, whereas near the Antarctic Peninsula, the wind 321 

anomaly is positive in the cold years and negative in the intermediate years. The zonal wind 322 

composites (provided in supplementary Fig. S32) also show contrasting patterns between 323 

the cold, intermediate and warm year averages, particularly in the upper levels. Here 324 

regions of significant anomalies tend to extend into the tropics and NH.  At 10 hPa the SH 325 

patterns tend to show a wave-23 structure in the cold and warm years. 326 

Overall there are geographical regions showing some clear anti-phase relationships 327 

between the cold and warm years in the ERA5 composites (i.e. statistically significant and 328 

of opposite sign), but the intermediate years also show significant patterns suggesting that 329 

there may not be one clear driver for any association with the mesopause region 330 

temperatures. Some intermediate years are close to the cold or warm threshold, but varying 331 

the threshold did not significantly alter the patterns in the composites. We also produced 332 
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composite maps using ERA5 temperatures (not shown). While able to span more years than 333 

are that possible with Aura/MLS temperatures, the ERA5 composites for the 1 hPa and 10 334 

hPa levels were qualitatively consistent with the correlation maps shown in the lower two 335 

rows of panels in Fig. 2b. 336 

Figure 5 presents correlation maps of both the Davis OH residual winter average 337 

QQO signal (24 years; a) and Aura/MLS 0.0046hPa polar cap [AMJJAS] residual QQO 338 

signal (14 years; b) against ERSST v5 anomalies (evaluated with respect to the 1995-2018 339 

climatology). The strongest and most consistent patterns of anti-correlation (QQO warmest 340 

for below average SST) for the two epochs occur at mid-latitudes in the south-western 341 

Pacific Ocean (to the south of Australia and New Zealand; region marked ‘D’), in the south-342 

western Atlantic Ocean (near the east coast of South America), and in the west-central 343 

Indian Ocean (to the west of Madagascar; region marked ‘B’). Significant positive 344 

correlation is also seen at mid-latitudes south of Africa (region marked ‘A’), and for the 345 

longer-term Davis data set, in the south-eastern Pacific Ocean. Time series of SST 346 

anomalies in regions A, B, C and D are provided in Fig S4 in the supplementary material. 347 

The correlation maps generally show a dipole-like pattern in the Indian Ocean (although 348 

the positive correlation in the east-central Indian Ocean is not significant), and weak or no 349 

correlation in the central Pacific Ocean where ENSO SST anomalies tend to be located. 350 

Comparing with the 500 hPa air temperature analysis of Pisoft et al. (2011), their Fig. 3 351 

shows regions of high wavelet power in the QQO timescale at mid- and high southern 352 

latitudes for the ERA-40 reanalysis that bear some similarity to the location of regions of 353 

high correlation in Fig. 5a. 354 

  355 
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4. Discussion 356 

4.1 Antarctic sea ice 357 

On the basis of the SST patterns apparent in Fig. 5, we examined the possibility of 358 

a QQO signal in Antarctic sea ice concentration using the NOAA Optimum Interpolation 359 

SST (OI-SST) dataset version 2 (Reynolds et al., 2002).  As can be seen in Fig. 6a, there 360 

are regions of significant negative correlation between the Davis OH residual temperature 361 

time series and OI-SST sea ice concentration towards the Antarctic coast between 30° E 362 

and 60° E (south east of Africa, region marked ‘A’ R = -0.49), and also centered on 120° 363 

W (in the Amundsen Sea, region marked ‘B’; R = -0.56).  The maximum anti-correlation 364 

is -0.61 at 55.5°E, 61.5°S (within region A, marked with a purple dot). These regions tend 365 

to lie to the south of regions where the SST is positively correlated with the Davis OH 366 

temperature residuals (Fig. 6b), consistent with warm (cold) SSTs having reducing 367 

(increasing) sea ice concentration. A link between sea ice concentration and meridional and 368 

zonal wind could be expected if persistent near-surface circulation anomalies are related to 369 

the mesospheric QQO. For example, a persistent northward (southward) flow on one side 370 

of a circulation anomaly could increase (decrease) sea ice due to the associated flow of 371 

relatively cold (warm) air from higher (lower) latitudes and expansion (compaction) of the 372 

ice edge (e.g. Fig. 3 of Turner et al., 2016). Both the zonal and meridional near-surface (10 373 

m) wind components (Fig. 6c and 6d) show regions of negative correlation with the Davis 374 

OH temperature QQO at the Antarctic coast near 30 - 60 ° E where the pattern in Fig. 6a is 375 

significant, but these correlations are generally weak and of relatively small area.  There 376 

areis also regions ofa weak and not significant positive correlation around much of the 377 

equatorward edge of the sea ice zone. 378 

Commented [2]: I think move this section after 4.4 CO but 
this will require re-order of the figures too. 

Commented [3]: AK to add a few introductory sentences 
about sea ice and recent variability (e.g. gradual increase up to 
2015, then sudden drop, appearance of some long term 
variability) 
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Further equatorward from the Antarctic coast, Fig. 6c and 6d show correlation 379 

patterns (marked ‘A’, ‘B’ and ‘C’ on Fig. 6c) that are suggestive of cyclonic (anticyclonic) 380 

circulation anomalies under warm (cold) QQO phases. These features appear to be 381 

consistent with the extent of negative (cyclonic) and positive (anti-cyclonic) geopotential 382 

height anomalies at 200 hPa and 750 hPa in the warm and cold composites of Fig. 3, 383 

respectively (also marked ‘A’,‘B’ and ‘C’ on Fig 3. bottom right panel). Intriguingly, the 384 

features appear close to the ‘gatekeeper’ circulation features in the southern Indian Ocean 385 

(SIO), south-west Pacific Ocean (SWP) and south-west Atlantic Ocean (SWA), 386 

respectively, identified by Turney et al. (2015) as having a strong influence on Antarctic 387 

surface temperatures (see their Fig. 4). This could hint as to the origin of the QQO forcing 388 

as residing with a tropical interaction with  the mid- and high latitude SH circulation, 389 

particularly in the wave-3 near-surface features of the southern high latitudes (Raphael, 390 

2004) which potentially also influences surface conditions including sea ice. Furthermore, 391 

we note that Turney et al. (2015) in their Fig. 9 show periodicities in South Pole 392 

temperatures in the 4 – 6 year period in recent decades that appear to be associated with 393 

the variations in pressure in the SIO and SWP regions. 394 

Figure 4c of Parkinson (2019) shows the annual time series of Antarctic sea ice 395 

extent in the Indian Ocean sector (20° E – 90° E) which spans the general region of negative 396 

correlation at eastern longitudes in Fig. 6a (red box marked as ‘Indian Ocean’). While there 397 

is evidence for an anti-correlation of this sea ice time series with the Davis OH temperature 398 

residuals (Fig. S43; R2 = 0.26, p = 0.001), it is not consistent for all years (e.g. 1999). 399 

Parkinson (2019) also provides a sea ice time series for the Ross sea region (160° E – 130° 400 

W), which covers part of the region of significant negative correlation in Fig. 6a (red box 401 

marked as ‘Ross Sea’), but also a more extensive region to the east. There is a weak but 402 
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not significant negative correlation between this specific time series and the Davis OH 403 

temperature residual (R = -0.09) is not significant. 404 

Overall, further investigation of sea ice variability in connection with a QQO signature is 405 

suggested, particularly as the annual time series of Antarctic sea ice extent presented in 406 

Fig. 1c of Parkinson (2019) appears to show 4 - 6 year variability, at least since the early 407 

1990s, which generally appears anti-correlated with the QQO temperature signal. 408 

 409 

4.12 QBO and ENSO relationships to the QQO   410 

Residual variability in the Davis OH data set has been previously investigated by 411 

French and Klekociuk (2011) using indices for planetary wave activity (derived by zonal 412 

Fourier decomposition of the 10 hPa geopotential height at 67.5° S from the NCEP-DOE 413 

reanalysis, polar vortex intensity (PVI based on the zonal wind anomaly at 10 hPa), 30 hPa 414 

standardized QBO and the Southern Annular Mode (SAM; calculated as the difference 415 

between the normalized monthly mean sea level pressure at 45° S and 65° S). No 416 

statistically significant correlations were found with the PVI, QBO or SAM indices over 417 

the entire data set (then extending 1995 - 2010); however, there was clear evidence of 418 

planetary wave modes identified in the 10 hPa NCEP reanalysis data penetrating to OH 419 

layer heights at different times in the series. Over the shorter time series, the QQO was not 420 

readily apparent in that study.   421 

In a study of the SH summer mesosphere responses to ENSO, Li et al. (2016) 422 

suggest that constructive interference of ENSO and QBO could lead to stronger 423 

stratospheric westward zonal wind anomalies at SH high-latitudes in November and 424 

December thereby causing early breakdown of the SH stratospheric polar vortex during 425 

warm ENSO events in the westward phase of the QBO.  This would in turn lead to greater 426 

SH mesospheric eastward gravity wave (GW) forcing and much colder mesospheric polar 427 
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temperatures.  The opposite effect would occur during cold ENSO events in the eastward 428 

QBO phase leading to warmer mesospheric polar temperatures.  We have re-examined the 429 

QBO and ENSO indexes as likely candidates for a possible source of the observed QQO. 430 

However, comparing both 30 hPa and 10 hPa Singapore QBO data (https://www.geo.fu-431 

berlin.de/en/met/ag/strat/produkte/qbo/) and the Multivariate ENSO index (MEIv2) 432 

(https://www.esrl.noaa.gov/psd/enso/mei/) yields no significant correlation to the QQO 433 

variation.  Time series plots are available in the Figs. S54 and S65 of the supplementary 434 

material.  435 

 The clear presence of patterns in the ERA5 composite data in Fig. 3 (wave-1 436 

structure at 1 hPa, particularly in the cold years), and Fig. 4 (wave-2 structure at 1 hPa in 437 

the warm years) suggests that non-migrating tides or stationary planetary waves may have 438 

some part to play in the formation of the QQO.  Baldwin et al. (2019) reported strong inter-439 

annual variability in the amplitude of the diurnal migrating tide (DW1) observed in SABER 440 

temperature data, which appears to be related to the stratospheric QBO.  Liu (2016) notes 441 

that the modulation of tides by the QBO and ENSO can have an impact at inter-annual 442 

timescales in a review of the influence of low atmosphere forcing on variability of the space 443 

environment.  The absence of a direct correlation between the QQO and the QBO (or 444 

ENSO), together with the presence of distinctly different longitudinal wave patterns in the 445 

ERA5 geopotential and meridional wind anomalies during warm and cold years of the 446 

QQO, provide a tantalizing picture of the complexity of the mechanisms that influence the 447 

upper atmosphere. 448 

   449 

4.23 Relationship with Mesospheric Zonal and Meridional Winds  450 

To further explore the origin of the QQO temperature variation, we examined the 451 

AMJJAS mean meridional and zonal winds measured by the medium frequency spaced 452 

https://www.geo.fu-berlin.de/en/met/ag/strat/produkte/qbo/
https://www.geo.fu-berlin.de/en/met/ag/strat/produkte/qbo/
https://www.esrl.noaa.gov/psd/enso/mei/
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antenna (MFSA) radar, co-located at Davis (Murphy et al., 2012).  Correlations between 453 

the Davis OH and SABER residual temperatures (compared over the common satellite era 454 

2002-2018) and the MFSA meridional wind at 86 km both yield R2 values of 0.51 as shown 455 

in Fig. 67. The Aura/MLS correlation R2 is 0.54 over the shorter time span (2005-2018). 456 

The correlation between mesopause region temperature and the meridional wind is such 457 

that higher (lower) temperatures correspond to poleward (equatorward) flow over the site. 458 

The regression coefficients are -0.83±0.21 K/ms-1 (Davis OH), -0.89±0.24 K/ms-1 459 

(SABER) and -0.96±0.24 K/ms-1 (Aura/MLS). There is no significant correlation with the 460 

zonal wind.  461 

 Garcia and Solomon (1985), Dyrland et al. (2010) and Espy et al. (2003) have 462 

reported a similar relation between temperature and the background meridional wind in the 463 

mesosphere. Espy et al. (2003) derive -0.71 K/ms-1 R2 = 0.37 (Rothera 68°S, 62°W) and 464 

Dyrland et al. (2010) +0.51 K/ms-1 R2 = 0.50 (Longyearbyen 78°N, 16°E; note opposite 465 

sign for poleward flow in NH). The relationship is , which they explained in terms of 466 

adiabatic processes whereby poleward circulation leads to convergence and downwelling 467 

and therefore adiabatic heating, while equatorward circulation is symptomatic of upwelling 468 

and cooling.  The correlation suggests that at least part of the temperature variation at Davis 469 

after removal of the seasonal cycle, the solar cycle response, and the long-term linear trend 470 

is due to the adiabatic action of the residual meridional circulation.  This hypothesis is 471 

supported by the Aura/MLS polar cap correlation plots which show the highest correlation 472 

in the region of the SH polar cap, but only down to an altitude of ~64 km (0.1 hPa).   473 

 474 

4.34 CO as a tracer of vertical transport 475 

Additional evidence supporting the association between temperature and large-476 

scale adiabatic processes over the polar cap was obtained by examining the concentration 477 
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of CO using Aura/MLS measurements.  The primary source of CO in the upper stratosphere 478 

and mesosphere is photolysis of CO2, while production via oxidation of methane occurs 479 

throughout the middle atmosphere (Brasseur and Solomon, 2005; Lee et al., 2018).  The 480 

long lifetime (> 1 month) of CO makes it a useful tracer for vertical and meridional 481 

transport, particularly during the polar winter when there is a lack of photolysis over the 482 

polar cap.  Figure 78 shows a general positive correlation between the time series of the 483 

SH polar cap winter residual temperature at 0.0046 hPa and CO mixing ratio at levels 484 

between 0.0046 hPa and 0.1 hPa using Aura/MLS data. Here we have used the same 485 

gridding and averaging as for Fig. 2, and obtain the residual by subtracting the seasonal 486 

cycle and a fitted solar cycle response for each grid box before forming averages over the 487 

polar cap. The linear correlation coefficient at 0.0046 hPa between the temperature and CO 488 

time series is 0.11, which increases to 0.43 (R2 = 0.18) on removal of the linear trends from 489 

both time series (-0.74 K/decade in temperature and +0.65 ppmv/decade or ~+0.4% per 490 

decade). Similar values of R2 are observed down to the 10 hPa level on removal of linear 491 

trends. The positive correlation is consistent with CO being transported into (out of) the 492 

polar cap by convergence (divergence) of air masses which cause adiabatic warming 493 

(cooling) in the process.  As there is a strong positive vertical gradient in CO in the upper 494 

mesosphere (Lee et al., 2018), we suggest that the largest contribution to changes in CO in 495 

Fig. 78 is from vertical transport, rather than from horizontal transport. Below the 0.1 hPa 496 

pressure level, the correlations diminish. 497 

Figure 89 shows the spatial correlation between the polar cap QQO temperature 498 

signal at 0.0046 hPa and the CO residual mixing ratio at four pressure levels. In Fig. 89a, 499 

temperature and CO are significantly positively correlated over most of Antarctica, which 500 

is consistent with Fig. 78 and our hypothesis that the QQO temperature variation is an 501 

adiabatic response (i.e. increased (decreased) temperature is associated with increased 502 
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(decreased) CO mixing ratio concentration due to descent (ascent)). This general positive 503 

correlation over Antarctica is also seen for CO at 0.1 hPa (Fig. 89b) and is apparent though 504 

less clear for CO at 1 hPa (Fig. 89c). There are also regions of significant positive 505 

correlation to the south east of Madagascar and near the southern tip of South America that 506 

are consistent with the regions of significant positive correlation in Fig. 2b. Note however 507 

that the region of significant negative correlation in Fig. 2b south of New Zealand also 508 

shows negative correlation in Fig. 89a, albeit mostly not significant. This suggests that 509 

temperature and CO mixing ratio are in opposing phases in this region, unlike the in-phase 510 

response over Antarctica. The implication here is that the response in the sub-New Zealand 511 

region does not tally with an adiabatic response. In the NH, there are generally no large 512 

scale significant patterns of correlation. However it can be seen, particularly in Fig. 89a, 513 

that there are regions of significant correlation between the SH polar temperature and CO 514 

over northern mid- to high-latitudes, which have negative correlation in Fig. 2b.  This 515 

suggests that the QQO in the NH summer is in the opposite phase to the QQO in the SH 516 

winter, and that the forcing of temperature is consistent with an adiabatic response. 517 

      518 

4.4 Relationship with SST and Antarctic sea ice 519 

On the basis of the SST patterns apparent in Fig. 5, we examined the possibility of 520 

a responseQQO signal in Antarctic sea ice concentration from a QQO signal. We do not 521 

suggest that the upper mesosphere is responding to changes in sea ice, but rather that both 522 

the upper mesosphere and sea ice may be responding to a common driver. Our motivation 523 

here was two-fold. Firstly, a near-surface QQO forcing might be expected to couple to sea 524 

ice through modification of oceanic and atmospheric heat flux and circulation (for example, 525 

promotion of sea ice formation due to cooling or surface divergence). Secondly, the 526 

Antarctic average sea ice extent since at least the 1990s shows an indication of variability 527 
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on a timescale of 4-6 years (e.g. Fig. 2c of Parkinson, 2019). WeFor this we using obtained 528 

the areal sea ice concentration from the NOAA Optimum Interpolation SST (OI-SST) 529 

dataset version 2 (Reynolds et al., 2002).  As can be seen in Fig. 9a, there are regions of 530 

significant negative correlation between the Davis OH residual temperature time series and 531 

OI-SST sea ice concentration towards the Antarctic coast between 30° E and 60° E (south 532 

east of Africa, region marked ‘A’ R = -0.49), and also centered on 120° W (in the 533 

Amundsen Sea, region marked ‘B’; R = -0.56).  The maximum anti-correlation is -0.61 at 534 

55.5°E, 61.5°S (within region A, marked with a purple dot). These regions tend to lie to 535 

the south of regions where the SST is positively correlated with the Davis OH temperature 536 

residuals (Fig. 9b), consistent with warm (cold) SSTs having reducing (increasing) sea ice 537 

concentration. A link between sea ice concentration and meridional and zonal wind could 538 

be expected if persistent near-surface circulation anomalies are related to the mesospheric 539 

QQO. For example, a persistent northward (southward) flow on one side of a circulation 540 

anomaly could increase (decrease) sea ice due to the associated flow of relatively cold 541 

(warm) air from higher (lower) latitudes and expansion (compaction) of the ice edge (e.g. 542 

Fig. 3 of Turner et al., 2016). Both the zonal and meridional near-surface (10 m) wind 543 

components (Fig. 9c and 9d) show regions of negative correlation with the Davis OH 544 

temperature QQO at the Antarctic coast near 30 - 60 ° E where the pattern in Fig. 9a is 545 

significant, but these correlations are generally weak and of relatively small area.  There 546 

are also regions of weak and not significant positive correlation around much of the 547 

equatorward edge of the sea ice zone. 548 

Further equatorward from the Antarctic coast, Fig. 9c and 9d show correlation 549 

patterns (marked ‘A’, ‘B’ and ‘C’ on Fig. 9c) that are suggestive of cyclonic (anticyclonic) 550 

circulation under warm (cold) QQO phases. These features appear to be consistent with the 551 

extent of negative (cyclonic) and positive (anti-cyclonic) geopotential height anomalies at 552 
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200 hPa and 750 hPa in the warm and cold composites of Fig. 3, respectively (also marked 553 

‘A’,‘B’ and ‘C’ on Fig 3. bottom right panel). Intriguingly, the features appear close to the 554 

‘gatekeeper’ circulation features in the southern Indian Ocean (SIO), south-west Pacific 555 

Ocean (SWP) and south-west Atlantic Ocean (SWA), respectively, identified by Turney et 556 

al. (2015) as having a strong influence on Antarctic surface temperatures (see their Fig. 4). 557 

This could hint as to the origin of the QQO forcing as residing with a tropical interaction 558 

with  the mid- and high latitude SH circulation, particularly in the wave-3 near-surface 559 

features of the southern high latitudes (Raphael, 2004) which potentially also influences 560 

surface conditions including sea ice. Furthermore, we note that Turney et al. (2015) in their 561 

Fig. 9 show periodicities in South Pole temperatures in the 4 – 6 year period in recent 562 

decades that appear to be associated with the variations in pressure in the SIO and SWP 563 

regions. 564 

Figure 4c of Parkinson (2019) shows the annual time series of Antarctic sea ice 565 

extent in the Indian Ocean sector (20° E – 90° E) which spans the general region of negative 566 

correlation at eastern longitudes in Fig. 9a (red box marked as ‘Indian Ocean’). While there 567 

is evidence for an anti-correlation of this sea ice time series with the Davis OH temperature 568 

residuals (Fig. S7; R = -0.51, R2 = 0.26, p = 0.001), it is not consistent for all years (e.g. 569 

1999). Parkinson (2019) also provides a sea ice time series for the Amundsen-570 

BellingshausenRoss sea region (1360° WE – 6130° W; red box marked as ‘Amundsen-571 

Bellingshausen Sea’), which covers part of the region of significant negative correlation in 572 

Fig. 9a (marked ‘B’), but also a more extensive region to the east towards the Antarctic 573 

Peninsula where the correlation is positive. For this region, tThere is an overall weak 574 

andbut not significant negative correlation between this specific time series and the Davis 575 

OH temperature residual (R = -0.2409, R2 = 0.06, p=0.25) is not significant. 576 
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FOverall, further investigation of sea ice variability in connection with a QQO 577 

signature is suggested, particularly as the annual time series of Antarctic sea ice extent 578 

presented in Fig. 2c of Parkinson (2019) appears to show 4 - 6 year variability, at least 579 

since the early 1990s, which generally appears anti-correlated with the QQO signal that we 580 

obtain fortemperature signal in the upper mesosphere. 581 

 582 

4.5 HInterhemispheric coupling comparison 583 

Returning to the phase response of the QQO signal between the hemispheres, we 584 

performed a similar analysis to that shown in Fig. 2 but using average temperatures (at the 585 

0.0046hPa pressure level what pressure level) across the Arctic polar cap (65° N to 85° N) 586 

in winter months October to March (ONDJFM) and summer months (AMJJAS). We 587 

compare the time series in Fig. 10, together with SH polar cap winter (green line with linear 588 

fit) and summer (purple line) time seriesand winter time series (green line with linear fit).  589 

First, we see little evidence of a QQO variation in the NH winter (blue line with linear fit), 590 

suggesting that the mechanism that drives the QQO in the SH winter is not as strong, or 591 

absent, in the NH winter. that the in winter, the NH response (bluered line with linear fit) 592 

has a somewhat smaller smaller amplitude than in the SH (green line with linear fit) and a 593 

less clear QQO variation. In summer For the SH summer (dark green line), the response is 594 

generally in-phase with the SH winter, except in years 2005-2008 but of considerably 595 

greater amplitude than the winter season. . In addition, the amplitude of the SH summer 596 

response is larger than for the SH winter. For the NH summer (orange line), a QQO 597 

response is apparent with similar amplitude to the SH summer but the response is in an 598 

approximately opposite phase to the SH winter (except for years 2005-2006), but with 599 

similar amplitude to the SH summer. Our QQO signal for the NH summer polar cap shown 600 
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in Fig.  10 is consistent with temperatures for 2002 - 2010 NH summers shown in Fig. 5 of 601 

Russell et al. (2014) poleward of 60° N using TIMED/SABER and Aura/MLS data.   602 

 603 

4.6 Comparison with CESM-WACCM 604 

Following on from Offermann et al. (2015), we examined simulations produced 605 

from a version of CESM-WACCM for phase 1 of Chemistry-Climate Model Initiative 606 

(CCMI-1; (Morgenstern et al., 2017)), specifically the CESM1 WACCM model which 607 

includes both interactive atmospheric chemistry and interactive ocean physics to provide a 608 

self-consistent simulation of climate. Our interest here is to see if the model physics 609 

produces a QQO response in the mesosphere, particularly as Offermann et al. (2015) had 610 

noted that the CESM-WACCM model showed low-frequency variability in temperatures 611 

on 3-6 year timescales over Middle Europe. We obtained 3 ensemble members from the 612 

REF-C2 simulation of the model spanning 1955-2100. The REF-C2 simulation follows 613 

particular scenarios for interactive chemistry involving ozone depleting substances and 614 

radiative forcing (the WMO A1 and RCP 6.0 scenarios, respectively; Morgenstern et al., 615 

2017), with a repeating synthetic solar cycle beyond 2010. SH polar cap (65° S - 85° S) 616 

temperatures were averaged over AMJJAS for pressure levels of 0.01 Pa (~105 km 617 

altitude), 0.5 Pa (~85 km) and 0.15 hPa (~60 km), and Morlet wavelet analysis (Torrence 618 

and Compo, 1998) was applied to the individual ensemble members. While a solar-cycle 619 

(10 - 11 year period) signal was detected with better than 95% confidence at each pressure 620 

level for all ensemble members near and above the 0.01 hPa level,, no periodicity in the 3 621 

- 6 year range exceeded the 95% confidence limit in the mean spectrum for any member. 622 

We do note however, that particular ensemble members showed power that was significant 623 

at the 95% confidence limit in the 2-3 year period range in certain epochs (Fig. S8Sx of 624 

Supplementary Material) and in some cases in the 4-5 year period range. We therefore 625 Commented [11]: Need to add in a new figure in 
Supplementary Material for the wavelet results. 



27 

 

cannot rule out that the model does not reproduce the QQO signal, but the significance and 626 

amplitude of any signal over recent decades of the historical period in the Antarctic 627 

mesopause region appears less than in our observations. 628 

 629 

4.7 Gravity wave interaction 630 

We now consider why our SH winter QQO signal appears generally restricted to 631 

the mesosphere. It is well known that the Antarctic Peninsula is a hot spot for gravity wave 632 

activity at the edge of the southern polar cap (Hoffmann et al., 2013) and this region is 633 

consistently active during austral autumn, winter and spring.  Many GWs are able to 634 

penetrate all the way up to the mesosphere before their amplitudes become so large that 635 

they break, and deposit their energy, thereby introducing perturbations in winds and 636 

temperatures.  Correlation coefficients below the 0.1 hPa level (~65 km) in our Aura/MLS 637 

analysis are potentially low because few GWs break below this altitude.  The strong 638 

eastward stratospheric winds of the polar night jet filter out many eastward propagating 639 

GWs creating a westward drag on winds in the mesosphere, which when combined with 640 

the Coriolis force generates a weak poleward flow.  This flow is modulated by interannual 641 

variations in upward propagation of GWs and agrees with the view of (Solomon et al., 642 

2018) who attribute the significant inter-annual variability of mesopause temperatures to 643 

the dominance of dynamical processes in their control. Further support for this view can 644 

be found in (Sato et al., 2012) who employed a high-resolution middle atmosphere general 645 

circulation model (GCM) to examine gravity wave propagation in the middle to high 646 

latitudes of the SH without the need for gravity wave parameterization.  Gravity wave 647 

energy is generally weak in summer but in winter, gravity waves have large amplitudes 648 

and are distributed around the polar vortex in the upper stratosphere and mesosphere.  The 649 

wave energy is not zonally uniformly distributed but is concentrated on the leeward side of 650 
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the Southern Andes and Antarctic Peninsula.  Energy propagation extends several thousand 651 

kilometres eastwards which explains the gravity wave distribution around the polar vortex 652 

in winter.   653 

Examining the Aura/MLS polar cap correlation plots in Fig. 2(ba) and 2(cb) in 654 

detail, we see that maps of GW potential energy (PE) at 10 hPa calculated for the winter 655 

months by Sato et al. (2012; their Fig. 2) is well reproduced at 0.01 hPa and higher altitudes, 656 

and that the region of highest correlation becomes more concentrated as GWs are filtered 657 

out with increasing altitude.  It is also likely that GWs are strongly focussed into the polar 658 

night wind jet (Wright et al., 2017).  Wright et al. (2016) reported strong correlations 659 

between GW potential energy and vertical wavelength with stratospheric winds, but not 660 

local surface winds from a multi-instruments gravity-wave investigation over Tierra del 661 

Fuego and the Drake Passage.   The results of Sato et al. (2012), together with the 662 

focussingfocusing of GWs into the polar night wind reported by Wright et al. (2016, 2017) 663 

suggests GWs as a plausible explanation for the asymmetry in the polar projection plots of 664 

the QQO correlation coefficient at 0.01 hPa and above.  665 

 666 

4.8 Mechanisms for a 4 year cycle 667 

The question remains as to why does this modulation have a quasi-four year cycle? 668 

Zhang et al. (2017) detected both three- and four-year oscillations in zonal mean SABER 669 

temperatures at 85 km altitude in the period 2002-2015 using Lomb-Scargle analysis, in 670 

which the much stronger annual, semi-annual, quasi-biennial, and 11-year periods were 671 

also present.  The latitude range studied was limited to 50° S to 50° N because of the 672 

satellite yaw cycle; the four-year oscillation was found to have a stronger peak in the SH.  673 

Although the origin of the four-year oscillation is not discussed in Zhang et al. (2017), it is 674 

suggested that the three-year oscillation is a sub-peak of the QBO, and is due to modulation 675 
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of the QBO possibly by the semiannual oscillation.  Their analyzed SABER temperatures 676 

also show evidence of the four-year oscillation at 25 km altitude, but not at 45 km. We note 677 

that a QQO variability observed in Jupiter’s equatorial winds has been inferred to result 678 

from forcing by gravity waves produced by deep convection (Cosentino et al., 2017). 679 

 Liu et al. (2017) examined variations in global gravity waves from 14 years of 680 

SABER temperatures between 2002 and 2015.  Unfortunately, their study was limited to 681 

the latitude band 50° S to 50° N because of the TIMED 60-day yaw cycle.  They applied 682 

multivariate linear regression to calculate trends of global GW potential energy and the 683 

responses of GW PE to solar activity, to the QBO and to ENSO.  They found a positive 684 

trend in GW PE with a maximum of 12-15% per decade at 40° S - 50° S below 60 km 685 

altitude.  This was interpreted as a possible indication of eddy diffusion increase in some 686 

locations, and at 50° S could be due to a strengthening of the polar stratospheric jets.  687 

Increasing eddy diffusion was advanced as a possible explanation of increasing CO2 trends 688 

with altitude (Emmert et al., 2012).  However, Qian et al. (2019) have shown that sampling 689 

of SABER data in window lengths less than 60 days can lead to incorrect CO2 values.  As 690 

a result, increased eddy diffusion is no longer necessary to explain the anomalous CO2 691 

result.  The global gravity wave response to solar activity is negative in lower and mid-692 

latitudes in the mesosphere lower-thermosphere (MLT) region.  It is also negative to the 693 

QBO eastward wind phase in the tropics, and is more negative in the NH than in the SH 694 

MLT region.  The response of global GWs to the ENSO index is positive in the tropical 695 

stratosphere (Geller et al., 2016). 696 

 Yasui et al. (2016) examined the seasonal and inter-annual variations of GWs (50 - 697 

100 km) using an MF radar at Syowa Station (1999-2013).  They found that the Antarctic 698 

summer inter-annual modulation could not be explained by the proposed mechanism of 699 

SSWs in the Arctic via inter-hemisphere coupling.  Two other proposed mechanisms were 700 
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found to be the more likely origin of the modulation,: these were: (a) modulation of the 701 

vertical filtering of GWs in association with breakdown of the polar vortex in the SH, and 702 

(b) tropical convection and propagation to the Antarctic region. Two of Tthe periods noted 703 

in the Introduction in the study of the mesosphere over Central Europe reported by 704 

Offermann et al. (2015) (3.4 years and 5.5 years) fit well with the correlation results for 705 

Aura/MLS temperatures at different pressure levels in Fig. 2 of the present study.  The 706 

amplitude of the oscillations they report (~1 K) are about half those observed in the QQO 707 

at Davis.  Offermann et al. (2015) suggest harmonics of the 11-year solar cycle at 5.5 years, 708 

3.6 years and 2.2 years as possible origins of these oscillations.  In addition, Offermann et 709 

al. (2015) they state that these type of oscillations with similar periods are found in the 710 

GLOTI (Global Land Ocean Temperature Index) and NAO (North Atlantic Oscillation 711 

index) data.  ,This is an interesting observation in the context of s congruent with  which 712 

supports the correlation maps of the Davis QQO signal with Extended Range Sea Surface 713 

Temperature rshown in Figure 5esults with the SSTs observed in this work.  Concerning 714 

possible origins of these oscillations, Offermann et al. (2015) suggest harmonics of the 11-715 

year solar cycle at 5.5 years, 3.6 years and 2.2 years, in addition to synchronisation of 716 

adjacent atmospheric layers acting as independent non-linear oscillators.  717 

 718 

5. Summary and Conclusions  719 

The variability in winter temperatures derived from hydroxyl airglow observations at 720 

Davis Station are examined after seasonal, solar cycle and long-term linear trend terms are 721 

removed (in Part 1 of this work, French et al., 202019). The following observations are 722 

made regarding this variability:  723 
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● A strong QQO feature (3-4 K peak-to-peak amplitude, 3.5 - 4.5 year period) has 724 

been observed in the mesopause region winter average temperatures measured at 725 

Davis research station which has been sustained over more than two solar cycles 726 

(24 years). 727 

● Previous reports of QQO signals have tended to be associated with the ENSO 728 

phenomenon and sea surface temperatures, or the wind field over equatorial 729 

regions, but this is the first report of its presence at high latitude mesopause 730 

altitudes.   731 

● Hydroxyl-layer equivalent winter average [AMJJAS] temperatures from both 732 

Observations from both Aura/MLS (from 2005) and TIMED/SABER (from 733 

2002) in the vicinity of the station (within 500km) agree well with the Davis OH 734 

temperature QQO in amplitude, period and phase.of the station support the Davis 735 

QQO feature in amplitude, period and phase.  The first point (L620-621) notes 736 

that the OH-layer equivalent temperatures of both Aura/MLS and SABER in the 737 

vicinity of the station (within 500km) agree with the Davis OH temperature QQO 738 

in  amplitude, period and phase.  739 

● The Davis QQO pattern shows a significant positive correlation with the 740 

Aura/MLS 0.0046 hPa temperature field over Correlation of the QQO pattern 741 

detected at Davis with the Aura/MLS 0.0046 hPaglobal temperature field over at 742 

0.0046 hPa shows that the QQO has a significant positive correlation with a large 743 

part of the Antarctic polar cap and southern Indian Ocean sectors and significant 744 

anti-correlation in the Southern Ocean below New Zealand. The polar cap winter 745 

average (AMJJAS; 65° S - 85° S) has a very similar QQO pattern to the Davis 746 

site revealing that the feature has a large spatial scale.  747 
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● There is a general region of negative correlation at mid- to high latitudes, in the 748 

Northern Hemisphere (NH) summer, indicating that the QQO has opposite phases 749 

in the two hemispheres. 750 

● Correlation of the SH polar cap average QQO signal shows that the pattern 751 

extends vertically at least from the mesopause region (~86 km) down to 0.1 hPa 752 

(~64 km) and then becomes anti-correlated in the upper stratosphere (1 – 10 hPa). 753 

Again, this pattern is opposite in the NH.  754 

● Composite analysis with ERA5 geopotential anomaly indicate warm years of the 755 

QQO are associated with higher than average geopotential height anomalies over 756 

the polar cap, the East Antarctic sector of the Southern Ocean (sub-Africa) and 757 

the Amundsen Sea region and lower than average anomalies in the southern 758 

Pacific, Indian and Atlantic regions. Cold years are associated with the opposite 759 

and the effect is greater at higher altitudes (10 and 1 hPa levels). There is the 760 

indication of a connection with persistent near-surface circulation anomalies in 761 

the southern Indian Ocean and south-west Pacific Ocean, and variability in 762 

Antarctic sea ice. 763 

● Composite analysis with ERA5 data also indicates the presence of distinctly 764 

different wave patterns in the ERA5 geopotential and meridional wind anomalies 765 

during the warm and cold years of the QQO, indicative of a potential role of 766 

planetary waves or atmospheric tides in the QQO. 767 

● Correlation with the meridional wind anomaly at 86 km measured by the Davis 768 

medium frequency spaced antenna radar shows that about 51% of the mesopause 769 

temperature QQO can be explained by the adiabatic cooling (heating) resulting 770 

from meridional circulation. This result is supported by the anti-correlation 771 



33 

 

between temperature and Aura/MLS CO measurements on a global scale as 772 

reported by Lee et al. (2018).  773 

● MThe modulation of the meridional circulation is possiblymost likely a result of 774 

the variation inof the gravity wave filtering by the strong stratospheric winds 775 

during the polar night. 776 

Taken together, these points highlight the interconnectedness of the entire 777 

atmosphere-ocean system, and that the QQO may be a manifestation of some type of 778 

normal oscillatory atmospheric mode arising from atmosphere-ocean interactions.  Our 779 

efforts to isolate a specific mechanism that would drive a QQO, such as combinations of 780 

ENSO, QBO, PVI, SAM (like those proposed by Li et al. (2016) in the SH summer) have 781 

not found anything definite in the winter data at this time, and further investigations are 782 

warranted.  783 

 As we have shown, the QQO signal is also present in the polar summer mesosphere, 784 

and consequently there are implications for multi-year variability in the summer polar 785 

phenomena of noctilucent clouds (or Polar Mesospheric Clouds (PMC)), and Polar 786 

Mesospheric Summer Echoes. It would be expected that the temperature perturbations of 787 

3 – 4 K that accompany the QQO at the mesopause will tend to have the most significant 788 

influence where temperatures hover near the ice-aerosol formation threshold, perturbed by 789 

gravity waves, planetary waves and tides. Indeed, the QQO signal may explain part of the 790 

variability in the position of the low-latitude boundary and modelled occurrence of 791 

noctilucent clouds in the NH reported by Russell et al. (2014), and the albedo of PMC for 792 

the SH and NH reported by Liu et al. (2016). The implications of the QQO for long-term 793 

trends in these mesospheric phenomena deserves further study.  794 

 795 
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Figures 1026 
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 1028 

Figure 1. (a) Davis OH winter mean residual (solar response removed) temperatures (black 1029 

line, standard error in mean error bars, dashed linear fit) compared with Aura/MLS 1030 

[AMJJAS] mean residual temperatures for 0.0046 hPa (green line, standard error-in-mean 1031 

error bars, dashed linear fit) and TIMED/SABER (pink dotted line, standard error-in-mean 1032 

error bars). Gray dotted line is a sinusoid fit (peak-peak amplitude 3.0±0.1 K period 4.2±0.7 1033 

years) provided as a guide. (b) Detrended Davis OH winter mean temperatures [AMJJAS] 1034 

(black line, long-term linear fit removed) compared to FMA, MJJ and ASO monthly 1035 

averages (red, green and blue points mark warm, mid and cold years respectively for 1036 

composite studies). (c) A Mortlet wavelet transform (order 6) of the detrended Davis OH 1037 

winter mean temperatures. Coloured sections are power significant above 90% significance 1038 

level as per colour bar. The black line indicates the cone of influence; points outside have 1039 

been influenced by the boundaries of the time series.  1040 
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 1042 

Figure 2. (a). Correlation of the Aura/MLS 0.0046 hPa grid box QQO residual temperature 1043 

signal at Davis (left hand time series panel) with each grid box of the Aura/MLS 0.0046hPa 1044 

global temperature field gridded in 5° x 10° bins.  Equi-rectangular and polar projections 1045 

of the correlation (R) are shown (crossed grid cells hashed areas are significant at the 90% 1046 

level). Davis location indicated by green dot. (b) CAs for (a), but correlation of the 0.0046 1047 

hPa SH polar cap winter average (65 °S - 85° S; AMJJAS; green circle) with each grid box 1048 

of the Aura/MLS temperature fields at various pressure levels as indicated.   1049 
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 1051 

Figure 3. Composites of the ERA5 [AMJJAS] geopotential anomaly, for cold, mid and 1052 

warm years of the Davis detrended winter average QQO signal. Pressure levels are 1053 

indicated on the right hand colour bar. The colour scales are in m of geopotential height. 1054 

Hashed areas on the plots are significant at the 90% level.  1055 
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 1057 

Figure 4. Composites of the ERA5 [AMJJAS] meridional wind anomaly, for cold, mid and 1058 

warm years of the Davis detrended winter average QQO signal. Pressure levels are 1059 

indicated on the right hand colour bar. The colour scales are in m/s. Hashed areas on the 1060 

plots are significant at the 90% level. Zonal wind anomaly equivalent in Fig S3 1061 

(supplementary). 1062 
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 1067 

Figure 5. Correlation maps of the Davis OH residual (24 year) QQO signal (a) and MLS 1068 

0.0046hPa [AMJJAS] polar cap average residual (14 year) QQO signal (b) with the 1069 

Extended Range Sea Surface Temperature [AMJJAS] average anomalies. Cross hHatched 1070 

points colours are significant at the 90% level (every second grid point marked). Grey areas 1071 

are permanent sea ice.    1072 
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 1075 
 1076 

Figure 66. (a) Davis OH, Aura/MLS (0.464 Pa level) and SABER (T_VER) residual 1077 

temperatures compared to the AMJJAS mean meridional wind at 86km measured by 1078 

MFSA radar at Davis. (b) The relationship between Davis OH, Aura/MLS and SABER 1079 

residual temperatures and meridional winds at 86 km above Davis. OH and SABER are fit 1080 

over a common era (2002-2018) for comparison. MLS is fit over 2005-2018.  1081 
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 1085 

Figure 78. Comparison of Aura/MLS SH polar cap (65° S - 85° S) winter time series of 1086 

temperature at 0.0046 hPa (green line and dashed linear fit -0.74 K/decade) with CO mixing 1087 

ratio at 0.0046 hPa, 0.01 hPa and 0.1 hPa (red line with dashed fit +0.65 ppmv/decade, 1088 

orange line and purple line respectively). The data have been averaged over months 1089 

AMJJAS, and had seasonal and solar cycle variations subtracted.  1090 
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 1096 

Figure 89. SH and NH projection maps of correlation between the detrended Aura/MLS 1097 

0.0046 hPa, SH polar cap (65° S - 85° S), AMJJAS average temperature time series with 1098 

residual Aura/MLS CO mixing ratio in each grid box at the pressure levels indicated. 1099 

Crosses indicate the correlation is significant at the 90% level.   1100 
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 1104 

Figure 97. Correlation maps of Davis OH 24 year QQO signal (green dot) with a) Sea Ice 1105 

Concentration (OI-SST; Reynolds et al., 2002)  b) Sea surface temperature (ERSSTv5) c) 1106 

Surface (10m) Zonal wind anomaly (ERA5) and d) Surface (10m) Meridional wind 1107 

anomaly (ERA5). Hashed areas are significant at the 90% level 1108 
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 1113 

Figure. 10. Time series of Aura/MLS temperature residuals at the 0.0046hPa pressure level 1114 

averaged over the SH polar cap (65° S - 85° S) for winter months (AMJJAS; light green 1115 

line) and summer months (ONDJFAM; purpledark green line), and the NH polar cap (65° 1116 

N - 85° N) for summer months (AMJJAS; orange line) and winter months (ONDJFAM; 1117 

bluered line). Scales offset 3K for clarity. 1118 
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Supplementary Figures 

French, Klekociuk and Mulligan - Analysis of 24 years of mesopause region OH 

rotational temperature observations at Davis, Antarctica. Part 2: Evidence of a quasi-

quadrennial oscillation (QQO) in the polar mesosphere. 

 

 
Figure S1.  (a) OH layer equivalent temperatures (black) calculated from SABER VER 

weighted temperature profiles and the centroid altitude of a Gaussian fit to the SABER 

VER profiles (red) for the years 2002 to 2018 (day 106-259 of each year).  The values are 

the average of all profiles measured by SABER within a 500 km radius of Davis station.  

(b) A scatter plot of the OH layer equivalent temperatures and the corresponding altitude 

of the OH layer shown in panel (a). 
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Figure S2. Additional pressure levels to compliment Figure 2b showing time series of 

Aura/MLS [AMJJAS] polar cap (65-85°S) averages at the native pressure levels indicated.   
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Figure S32. Composites of the ERA5 [AMJJAS] zonal wind anomaly, for cold, mid and 

warm years of the Davis detrended winter average QQO signal. Pressure levels are 

indicated on the right hand colour bar. The colour scales are in m/s. Hashed areas on the 

plots are significant at the 90% level.      
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Figure S4. Time series of Sea Surface Temperature (SST) anomalies for the regions marked 

A, B, C and D on Fig. 5 compared to the Davis OH and Aura/MLS residual temperatures. 

Correlation coefficients for each series are provided in the legend caption.   

 

 

 

Figure S54. Davis OH winter mean residual temperatures (K) (black line; 1995-2018), and 

the corresponding 10 hPa (blue) and 30 hPa (yellow) standardized monthly averaged 

zonally averaged zonal wind (m/s) at the equator (known as the Quasi-Biennial Oscillation 

(QBO).  QBO data were obtained from the 30 hPa and 10 hPa Singapore QBO data 

(https://www.geo.fu-berlin.de/en/met/ag/strat/produkte/qbo/). 

 

https://www.geo.fu-berlin.de/en/met/ag/strat/produkte/qbo/
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Figure S65. Davis OH winter mean residual temperatures (K) (black line; 1995-2018), and 

the corresponding values of the Multivariate El Nino Southern Oscillation Index (MEIv2). 

The time series is bimonthly so the Jan value represents the Dec-Jan value and is centered 

between the months. Details and current values were obtained from NOAA ESRL (Earth 

System Research Laboratory) Physical Sciences Division (PSD) MEI webpage 

(https://www.esrl.noaa.gov/psd/data/correlation/meiv2.data).  

https://www.esrl.noaa.gov/psd/data/correlation/meiv2.data
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Figure S7. Detrended Davis OH winter mean temperatures compared to the Annual Indian 

Ocean (blue line; R=-0.51) and Amundsen-Bellinghausen Sea Region (green line; R=-

0.24) Sea Ice Area (Mkm2 from Parkinson, 2019). Note inverted scale for sea ice area.  
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Figure S8. Wavelet spectra of CESM-WACCM Ref-C2 runs for CCMI-1 of polar cap 

average (65°S - 85 °S) temperature for AMJJAS. Shown are spectra for each of 3 ensemble 

members (columns) at three pressures (rows;  0.15 hPa, 0.5 Pa (0.005 hPa) and 0.01 Pa 

(0.0001 hPa)). 


