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Reply to Editor comments

In the following the comments of théitor are presented (black) alongside with our repliestjue) and changes made to the
manuscript i1 red).

General statement: | am pleased the authors have address
by referee #2, the treatment of error propagation has been adequately corrected. Nevertheless, | am not fully satified with
error estimates.

Dear editor, we appreciate your positive feedback. Below we provide detailed responses to your comments.

Comment 1:The CLD instrument measures NO and NOc by chemiluminescence. The NO detection involves photon counting
and the statisticaloise of the signals should follow Poisson statistics. The absalyteetision should scale with the square

root of the NO signal for a given integration time, whereas the relative precision (in percent) is expected to dectbase with
square root of the NO concentration. In line 156 of their revised manuscript, thesaapiboify a general constant value for

the relative precision (5%). How can that be? Same arguments apply to the measurement of NOc.

It is true that the detection involves photon counting and that the statistical noise of each signal should follostRtississn
However, the precision, which is used for calculating the total measurement uncertainty of both NQ,and&di@ed as the
reproducibility of all infield calibrations. As the number of counts obtained for each 5 second calibration daia laoge

(> 50.000, yielding a relative Poisson uncertainty (noise) of less than 0.5 %), we find that the precision of both shannels i
mainly determined by drifts in the detector sensitivity (and practically not by Poisson noise of the signal). \Agdedva
sentence after line 157, PageNate that the precision is calculated from the reproducibility of ikid calibrations, which

is mainly determined by drifts in the detector sensitivity rather than by statistical Poisson noise of the mgpmired

Comment 2:1n line 157, the authors calculate a total relative uncertainty of NO from the signal precision (5%) and the error
of the calibration gas mixture (3%). The same is done for NOc. In the calculation of the total uncertainty for N@al, the
uncertainties for NO and NOc are treated as statistically independent. This is not correct, because the calibratiorts of NO an
NOc rely on the same calibration standard. The correct procedure to calculate the uncertainty of NO2 would be to calculate
first the precision of NO2 from the precisions of NO and NOc. In a second step, the precision of NO2 can be combined with
the uncertainty from the calibration mixture.

We agree that NO and N©annot be considered statistically independent, already bgdhthat both channels are sensitive

to ambient NO (the N@channel further measures NO. However, and this should be cl
10, it is not possi bl,asdesoribed abowe,usimplytas the chemihgsaerece techniqoerdoes f N
not involve a direct N@measurement (lich could be used to calculate the reproducibility of calibrations associated with
drifts in the detector sensitivity). Instead, we can estimate the relative uncertainty loy N€e of thestimation of the largest

error possible of statistically dependent variables NO angd NO

p ./ Y. Yo 0./ o
4 -5,/ 0] - : :
L 0 0 0]

This yields a campaign average and medigasurement uncertainty o8 % and13 %, respectively, instead of 16 % and 8
%, respectively. We have revised the error formula fop Bi@ the given N@uncertainty to 3 % (instead of 16%) in the
manuscript. On Page 7, LinéInow it says:The TMU for NQ has been estimated as the largest error possible of the

statistically dependent variables NO andNO
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Note that propagating 826 uncertainty in N@yields revisednedian relativeincertainties associated with {0, + RO,)

and NOPR estimate @# % and91 %, respectivelyA 23 % NO; relative uncertainty yields average relative uncertainties of
(HO: + RG,) and NOPR of 16 % and21 %, respectivelyWe have corrected these valuesha manuscript on Page 21, L

445: Over the course of the campaign, the median rel@ti@+R0O;) uncertainty is74 %. The average is76 % and heavily

biased by single data outliers and therefore not representative. The relative error associate HO4+R1@,) calculation is

hence estimated @4 %. And on Page 24, L4B Incorporating a relative error @# % associated wittHO,+R0,), the median

of the relative NOPR error of all data points obtained during AQAB®Li%. The average relative uncertgimf NOPR is

21 % and strongly biased by single data outliers, which are in the case of NOPR significantly negative (due to fresh emission:
and titration of @by NO). Again the median is a more representative measure for the general uncertainty dsgiticitite

NOPR calculations. The relative error associated with the NOPR estimates based on measured data is hence 8%timated at
%.

Comment 3:1n line 166, the authors assume that the error of the NO measurement is zero wheis modsént. However,

when NO approaches zero, the signal noise will be dominated by the instrumental background (e.g., dark signal) which is
responsible for the limit of detection. The role of background noise should be clarified.

This is true.Also sincethe equationon Page 8, Line 16Gi( 6 %] + 0 %] + 3 ¥sed t@& @lcufate the NQincertainty

during nighttime does not apply anymore, the error in. MOnstead calculated as the largest error possible from statistically
dependent variables. We now comgthe median and average to give a conservative upper limit for tharigertainty. We

have rewritten the following passage on Page 8, Li6hth e medi an i s | ower than the ave
nighttime During nighttime,the relativeerror of the NQ data points is about 6.7 %. Note for convenience that is exactly the
value calculated from errors in gquad6y@t0%r38aGi. f7 RO oI s pr
To: Over the course of the campaitpe median and the average relative uncertainty of €13 % and 3 %, respectively.

The relative uncertainty in NChas been estimated as a conservative upper limi8 & 2s the average of the relative
uncertainties of all data points obtained duM@ABA.

Comment 4:1n the paper, HO2 data are called "preliminary” because it has not been corrected for interferences from organic
peroxy radicals. Since the discovery of possible RO2 interferences in the detection of HO2 by LIF, uncorrected HO2 is
generally called HO2te.g., Lu et alAtmos. Chem. Phys., 12, 154569, 2012). | recommend to adopt this nomenclature.

We have adopted the suggested nomenclature in the manuscrigafieglegends and captions of figures).

Additionally on Page 9, L 200 now it sayAs HO, data are preliminary in this study, they will be called2HO

Comment 5:In line 199, the possible RO2 interference is tegaas a statistical error when calculating thecertainty of

HO2. This is not appropriate. & nterference $ an additive positive bias.tlfe interference is 7%, then all HO2* values will

be too high by this amount. Please clarifjnere does the value of 7% come from? Why donli gorrect the HO2* data by
thisamount?

We agree that the intenrfence is generally an additive uncertainty rather than a statistical uncertainty, however note that 7 %
(or 3 ppt, whichever value is larger) representddleest uncertainty due to not yet corrected interference of organic peroxy
radicals RQ. The reahuantitative interference remains unknown at this point.
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Comment 6 In Table 1, | have the impression that TMU is used eithreprfecision, or accuracy, orc@mbination of both. |
suggest to specify instead the limit détection and accuracy (usualiglated to calibration) for each substance in separate
columns.

We agree that the TMUs given in Table 1 have been estimated differently, however, it has beerehttncompare and
cluster the errors and total measurement uncertainties of eachtdated seservation to a general statement. Theegajiven

in Table 1 represerthe relative uncertainties which wemsed in this study to determine the relative uncertainty associated
with the (HQ + RG,) and NOPR estimate. Only in the case of OH and, @ uncertainty of the data sets were estimated as
the 1 sigma accuracy of the respective measurement as these values give a good representation of the uncertainty associza
with the OH and H@data sets. Thereforgeh ave r enamed t h éssaciattduetative indeNainthlsoanwe

have rewritten the caption of Table 1 tast of observations and gas phase measurements during AQABA. The relative
uncertainty associated with each data set is given. Note that for OH arid tH®©relative uncertaty is estimated as the 1
sigma accuracy (and the 7 % interference oh RCthe case of H@ data). In addition, a reference of the measurement
operability is given.

Comment79ljdzt GA2Yy on0v Ay fAYS HTwmM R@2Ah3 the tofaBSshnNdRperosadicdisi(ivicRiding K S N
HO2) confusing and inconsistent with othearts of the paper (e.g., linbc = f Ay S HodpZ NBFOGA2ya
general nomenclatre, "RO2" should based for the sum of organic peroxy radicalthout HO2. Isuggest to modify the
equationaccordingly:

P(03) = kNO+RO2 [NO] [RO2] + kNO+HO2 [NO] [H®E[P+HO2 [NO] ([RO2] + [HO2])

We also state that R®s used as the sum of organic peroxy radicals without NOte that this necessitates ais&n of the
manuscript as, for instance, the initial R€stimate is now calledHO,+R0O;) estimate. The manuscript has been revised
carefully in the different places.

Page 11, Line Zbn o w s g wescan c@mbine the sum of all organic peroxy radiRdls to the entitiy RQ. The sum of
HO, and RQ can be estimated using the steady state equation

(1 21 ° ° . 3)

We have modifiedP12, L2® and Eq. 4 accordinglythe prodiction of ozone can be approximatedthe rate of oxidation of
NO with HG; and RQ to form NG that will rapidly form Q (R1-R2) (Parrish et al., 1986, Thornton et al., 2002; Bozem et
al., 2017).

0/ Q 1o (l 2] (4)

Also we have modified Eq. 7 to:

10279, (4 1O (e 21 I 0130 1 I ( Q (/ 8 (7)
Futhermore,ie t ernens fiiRMat e 0 h as (HC+RD®,) estimagid ah\ar@ds placethroughout the whole
manuscripand supplementdext, legends, captionsyhe error formulas for (H&-RO,) and NOPR given in the manuscript
have also been revised.
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Net ozone production and its relationship to N@ and VOCs in the
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Abstract. Strongly enhancettopospheric ozonmixing ratioshave beemeportedn the ArabiarBasin a region with intense

solar radiation and high concentrations of ozone precursors such as nitrogen oxides and volatile organic corepounds.
analyze photochemical ozone production in the marine boundary layer (MBL) around the Arabian Peninsula, e use sh
borne observations of NO, N(O;, OH, HG,, HCHO, actinic flux, water vapor, pressure and temperature obtained during the
summer 2017 Air Quality and Climate in the Arabian Basin (AQABA) campaigmpare them to simulation results of the
ECHAM-MESSYy atospheric chemistry (EMAC) general circulation modeét Mzone production rates (NOPR) were
greatest with 16 pplday® over both the Gulf of Oman and the Northern Red Sea and3®ifiph, day* over the Arabian

Gulf. NOPRover the Mediterranean, the Sbern Red Sea and the Arabian Sea did not significantly deviate from zero;
however, results for the Arabian Sea indicate weak net ozone productigpbf day?, and net ozone destruction over the
Mediterranean and the Southern Red Seaigiph, day* and-4 pph, day?, respectively. Constrained by HCHO/b€atios,

our photochemistry calculations show that net ozone production in the MBL around the Arabian Peninsula occurs mostly in
NOy-limitation regimes with a significant share of ozone productiocuong in the transition regime between N@nd

VOC-limitation over the Mediterranean and more significantly over the Northern Red Sea and Oman Gulf.
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1 Introduction

Revenues from exploitation of the great oil reseriveshe states foand around the Atdan Peninsula havpropelled
remarkable economic development associated with industrialization and urbani&ttiong population growth and
anthropogenic emissions of gases and particullati® last few decadesVeresulted inthe Middle Easbecomig a hotspot
for air pollution andassociatethealth effectswhileit is alsooneof the regions worldwideshereclimate changés particularly
rapid(Lelieveld et al., 2018. Unique meteorological conditions such as intense solar radiation, high teimpeendridity,

as well astrong anthropogeniemissions of volatile organic compounds (VOCs) and #ONO + NQ) by on- and offshore
petrochengal industries denseship traffic, fossil energy production for air conditioning and desalinatamg urban
developmenare expected to further intensifytime future andcontribute tgphotochemical ozone production (Lelieveld et al,
2009; Krotkov et al., 2016; Pfannerstill et al., 2019). Understanding the sources and sinksaofiNtherozoneprecurses

on and around the Arabian Peninsula is therefore of major importance for atmospheric chemistry studies, including the
investigation of net ozone production rates (NOPR) (Monks et al., 2015; Reed et al., 2016; Bozem et al., 2017).

NOx plays a central rel in atmospheric photochemistry (Nakamura et al., 2003; Tuzson et al., 2013; Reed et al., 2016). It is
the primary precursor for tropospheric ozai@s), secondary organic aerosols and photochemical smog in urban areas
(Hollaway et al., 2012; Javed et #&019). Maingroundbasedsourcesof NO and NQ are fossil fuel combustion and a

lesser extent bacterial processesaits, andbothlightning and aircraft emissions in the upper troposphere (Nakamura et al.,
2003; Miyazaki et al., 2017; Javed et aD]19). Transport of NEn the atmosphere relatively limiteddue to its short lifetime

of a few hours (Reed et al., 2016)idtemoved from the troposphengainly by conversion to HNg(via reaction with O

during the dayor the formation of MOs (in the reaction of N@with NOs at nighttime), which alsoleads to formation of

nitric acidby heterogeneous hydrolysis on aerosol surf@@asgzen, 1973; Liu et al., 2016; Reed et al., 20U@)mately, the
deposition of HNQ constituteghe majorlossprocessof NOy from the atmosphere. Ozone is a secondary pollutant that is
photochemically formed in the troposphere from its precursorsad@®VOCs (Bozemat al., 2017; Jaffe et al., 2018). Itis an
important greenhouse gas, an atmospheric oxidant amddbeimportant primaryprecursor for OH (Lelieveld et al., 2004;
Monks et al., 2015; Bozem et al., 2017}.i@the planetary boundary layer causes heldthagenotablyrespiratory diseases
andreducesrop yields (Monks et al., 2015; Jaffe et al., 2018).

NOx and Q mixing ratios in the troposphevary from less tha0 ppt, and D pph, respectivelyfor pristine conditions such

as the remotenarine lmundary layerMBL) up to mixing rats of several hundreds of pgb regions with heavy automobile
traffic and ininternationakhipping lanegfor NOy) anddownwind of urbanized ared®r Os) (Reed et al., 2016; Jaffe et al.,
2018). Low NQ environmens such as the clean MBL and tlosver free troposphere are considered net ozone destruction
regimes whereas the upper troposphere and areas with anthropogenic emissions of ozone precagsons afaet ozone
production (Klonecki and Levy, 1997; Bozezhal., 2017)Measurements performed tine Houston Ship Channel revealed
NOPR of the order of several tens of ppb(@hen et al., 203;Mao et al., 2010Ren et al., 2013).

5
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In the last decadmucheffort has beesuccessfully devoted titne mitigationof NOy emissions over Europe and America,
and levels of reactive nitrogen trace gases have decr@dgedaki et al., 2017). But in Asia, India and the Middle EBS),
emissions have substantially increased during the last deoatiat theglobal NQ burden has essentially remained constant
(Miyazaki et al., 2017). NQemissions by oceagoing vessels have attractednsiderablattention as they are reported to
account for 15 % of the global N@mission burden (Celik et al., 2018)odel calculationsuggest thathe Arabian Gulf
with an estimated annual N®missiondensityof about ongon km? from ship traffic, isamong the regions with highest NO
emission densities worldwide (Johansson et al., 2017). Althbi@hemissions irthe Red Sea and Abian Seareaswere
reported to be threandfive times smaller than for the Arabian Gukspectivelythese values are still 5ID0 times larger
than the emission density reported for the South Pacific QéaaexamplgJohansson et al., 2017).

In the present study, we characterize photochemical NOPR in the MBL around the Arabian Peninsula. In Sect. 2, the campaigr
instrument description, data processing and a description of the methods used in this study is preSstied fmixing

ratios ofnitrogen oxides and ozone around the Arabian Peninsuleepoeted Based on concurrent measurements of,HO

actinic flux, temperature and pressure, noont{r@,+RO,) mixing ratios are estimateahd usedo calculate NOPR in the
different regions around the Arabian Peninsula. Observatiged analysis of HCHO/N@atios will be used to distinguish
between N@ or VOC-limited chemistry in the particular regions. A comparison of the results with daevestrfrom the

3D gldbal circulation model EMAGs alsoincluded.

2 Experimental
2.1 AQABA campaign

The AQABA ship campaignAir Quality and Climate in thérabianBasin) investigatd the chemical compositioaf the

MBL around the Arabian Peninsula. From late June to early SeptembertB@Kmmandor lonaResearch and Survey
Vessel sailed from Toulon (France) to Kuwait and back in order to perforphgage and particle measurements in the region.

The gasphaseand aerosol measurement instrumentation was housed in five laboratory containers on the front deck. A 6 m
high, 20 cm diameter cylindrical stainless steel common inlet was installed on the front deck of the vessel to saraple air at
total mass flow ratefd.0,000 SLM. NO and Nechemiluminescence measurements were obtained at a total bypass flow rate
of 28.5 SLM sampling air from the common inlet with a residence time in the tubing of ~3 s. HCHO@aW® ringdown
spectroscopy and{easurements were obtained with similar bypass systems sampling air from the commozQnlapadt

was measured on the top of the ship mast in the ffdvet.OH and H@detection units were placed on the prow to allow for

inlets with residence times keshan 10 ms.

The Kommandor londeft Malta in late June 2017 traversing the Mediterranean Basin, the Suez Canal ldodiieen Red
Sea. A 3 day stopverat KAUST University (Saudi Arabia) was made from 11 July 2017 to 13 July 2017 before passing the
Sauthern Red Sea area. On 17 July 2017, we briefly stopped at Djibouti port before passing the Gulf of Aden, the Arabian Sez

6



and the Gulf of Oman. Kuwait at the northern end of the Arabian Gulf marked the turning point of the ship cruise where,

215 during a secod 3-day stopover, scientific staff was exchanged. Themmandor lonastarted the second leg on 03 August
2017 arriving in Toulon (France) in early Septembed 2017
into six different regnes.

42
40 - o

38—~
36 .

34
32 -
30
28 —
26 —
24 —
22
20
18 —
16 —
14 —
12 -

| |
WA

latitude [°]

I I | | I I I I I I
15 20 25 30 35 40 45 50 55 60
longitude [°]

Figure 1: Ship cruises during both legs and colecoded subdivision into six different regimes. The following abbreviations will be
220 used: AG for Arabian Gulf (purple), OG for Oman Gulf (dark blue), AS for Arabian Sea (blue), SRS for Southern Red Se(green),
NRS for Northern Red Sea (yellow), M for Mediterranean (red).

To enhance the statistical significance of our results and due to comparable signatures ofiine Q/@easurements in the
northern part of the Red Sea, the Suez @undf the Suez Canal, we have combined these regions which are represented by the

225 6Northern Red Sead (NRS). For the same reasons we hav:e
supplementary Table ST1 for the range of latitudinal and longiéldoordinates of the different regions and supplementary
Table ST2 for a detailed day to day description of the route.
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2.2 Measurements of nitrogen oxides during AQABA

Chemiluminescent detection of NO and N®a widdy appliedmethod to quantify mixig ratios from the pp, down to the

low ppt, range (Nakamura et al., 2003; Pollack et al.,126{bsaynali Beygi et al., 2011; Reed et al., 2016). During AQABA
we deployed a compact, robust and commercially availablech&onel chemiluminescence instrumé@iD 790 SR (ECO
Physics AG, Dirnten, Switzerlanthjat has been optimized for &itu field measurements during the last decade (Hosaynali
Beygi et al., 2011). The measurement principle of the CLD is based on the additienooNO to produce stoichioetric
guantities of excited state NOtha will emit an infrared photon_(> 600 nm)forming the chemiluminescent detection
principle for NO (Drummond et al., 1985; Reed et al., 2016). Both channels feature an identical layout and wereabperated
mass flow of 1.5 SLM during AQABAOnechannel of the CLOINOc-channel)has additionally been equipped withBD

solid stategphotolytic converter (Droplet Measurement Techniques, Boulder, Colorado) installed upstream jcdidldéi@n

to selectivey photolyze NG to NO, which is subsequently measured. In this section, we will concentrate on modifications
madeprior tothe campaign and especially on operational conditions of the photolytic converter during the campaign. Further
details on the measurent principle are described elsewhere (Pollack et all;28dsaynali Beygi et al., 2011; Reed et al.,
2016).

During AQABA, the cylindrical photolytic convertelefigth 14 cm, volume ~ 07@ 1) was operated at a constant pressure of
95 hPa yielding a sédence time of ~ 0.3 s. The photolytic N€@dnverter features a set of 200 UV LED units attached to each
end of the converter. The emission profile of the UV LED units was characterized in laboratory measurements to peak at 39¢
nm with a Full Width at HdlMaximum (FWHM) of 16 nm. The UVMnduced positive bias in the N@neasurement due to
photolysis of BrONG@, HONO, NQ and CINQ to produce NO was estimatedéal %, 2.8%, 2.7 % and 12 %, respectively,
based on the absorption cross sections from theMHz UV/VIS Spectral Atlas of Gaseous Molecules (KeRerdek et

al., 2013). These values represent upper limits for the interference of the respegtoanipound as the respective molecular
guantum yield was estimated conservatively at 1. Note thatibes represent percent interferences if the interferent had the
same concentration as Nue to small daytime concentrations of these molecules in the MBL,-mdiMded bias was
neglected for the observations in this study. lifait wall loss of NQ, the inner cavity surface is made BTFE
(polytetrafluoroethylene which may potentially provide a reservoir (via surface adsorption) foy tN& can thermally
dissociate tancreasehe background signal of the N@easurement (Reed et al., 20I®)e conversion efficiency of the
photolytic NG conversionwas estimated by gas phase titration (SYCOSKI-DLR, ansyco, Karlsruhe, Germany) several

times before, during and after the campaignca® 1o % allowing the calculation of N£concentations by . /
8To avoid chemical interferences due to adding ozone in excess during a gas phase titration, a small but not vanishin

amount of NO has always been left unoxidized during gas phase titrations.
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During AQABA, regulardry zercair meaurements as well as NO and Nelibrationswereperformed autonomousiyver

a 10 minute perioévery 6 hours to accurately quantify the instrumental background and to correct for sensitivity drifts. An
autonomous cycle of 62 2minNO cakbratioi & min zem aia measuremeatd mis NG
calibratoni2 mi n zer o air meas wordinneus ftowNOweadsNQicalihrdtian geseas weredadded to

the synthetic airflovor directed to a pumpy switching solenoid valve$he NO calibration standardp® v T T8t 0 ppm,

NO in Ny, Air Liquide, Germany)used during the campaign was compared to a primary stangdwraet T 18t ¢ Yppm,

(NPL, Teddington, UK) after the campaigielding an effective NO mixing ratio o8t ¢ 1 18t L Xppm, in the NO
calibration @s.Zero air measurements and NO calibrations were performed with a total flow of 3.44 SLM achieving an
overflow of 0.44 SLM to guarantee ambient air free standard measurements. The calibration gas was added at 4.5 sccm to tl
zero air flow. DuringAQABA, NO calibrations at 2.5 pphwereachieved During the first leg of the campaign, zero air was
sampled from @ottle (Westfalen AG, Germany), whereas during the second leg zero air was generated from a zero air
generator (Air Prifier CAP 180, acuraLine)Zero air measurements generated with the zero air generator were statistically
not significantly different from those achieved by a bottle. To correctly account for the photomultiplier background and
chemical interferences due teactions of ozone with ambient alkenddidonal prechamber measurements were performed
every 5 minutes as well as at the beginning of zero air measurements and calibrations for ZHsseaxchection is removing

a large fraction of thinterference signal from alkenes. However, in regions where alkene concentrations are strongly varying
in time and magnitude, the CLD is prone to enhanced backgrounds due to the interference of alkenes with ozone in the

instrument. Aschematic setup of thevo-channel CLD instrument is given in Figure 2.
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Figure 2: Schematic setup of the two channel CLD instrument in the configuration used during AQABA. NO and N¢alibration
gases were running continuously and were added to the zero airflow by switchiniget respective solenoid valves.
280

The total measurement uncertainty (TMU) in NO has been calculated at 6 % at an integration time of 5 minutes and a

confidencelevel of 1, by adding the precision (5 %) and the error of the calibration gas mixture (3 %) in quadrature:

4-5. ] ‘uP  obP @b . Note that the precision is calculated from the reproducibility of afieid

calibrations, which is mainly determined by drifts in thetettor sensitivity rather than by statistical Poisson noise of the
285 measured signalhelimit of detection in the NO channel was estimated as the full width at half maximum of the frequency

distribution of all zero air measurements obtained during thpa@mto be ppt, at a Smin integration time and a confidence

level of 1, . The TMU for NG has been estimated as the largest error possible of the statistically dependent variables NO and

NOc.

10
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290 Note that the total measurement uncertainty of the-&fannel data has also been calculated at 6 % at an integration time of
5 minutes and a confidence level gf iy adding the precision and the error of the calibration gas mixture in quadéatare.
the course of the campaign the median and the average relative uncertainty afeM®% and 3 %, respectivelyThe
relative uncertainty in N&has been estimated as a conservative upper li2@t%tas the average of the relative unceriaint
of all data points obtained during AQABAS the zero air measurements in the Néhannel producednaincreased

295 background affectely memory effects after expo to high NQ levels e.g. during measurements of stack emissibes
NO. raw data were initially processed without converter background subtra&tome therefore expect the CLD M@ata
to be offset due to not being initially background corrected;dhgerter background was estimased 12 pptfrom the cente
of a Gausian fit representing the difference ofrlinute averaged CLD NCand concurrent cavity ringown spectroscopy
(CRDS) NQ measurements for data points below 10,p@etting the threshold for calculating the difference of the two

300 concurrent data sets to pphb, is somewhat arbitrary, however, changing this limit to 5,@pt20 ppk does not significantly
vary the estimated offset of the CLD N@ata. The offset correction of 112 ppwas taken as the ultimate absolute
measurement uncertainty of the CLD N@easurementurther orrections of to the final CLD data include residence time
corrections as well as corrections for NO andd3ses and the subsequent formation ot MQhe sampling line (Ryerson et
al., 2000). Both NO and NCLD data have also ke corrected for nonlinearities for concentrations higher than 55 apb

305 experienced during probing of stack emissions.

2.3 Further measurements used in this study

An extensive set of concurrent measurements providiixing ratiosof Os, NO;, HCHO, OH,HO;, absolute humiditgnd
actinic flux, temperature and pressui@aobtained during AQABA was used in this study. Ozone was measuredvith
absorption photometer (Model 202 Ozone Monitor, 2B Technologies, Boulder, Colorado) based on-tsabiehd

310 absorption of the mercury line in the Hartley band at 254 nm (Viallon et al., 2015). Eliminatingudfmarticle interferences
during sampling was achievet sampling through a nafion tube an@eflon filter. Theozone monitowaszeroeden times
during the campaign. NOwas further measured by cavity ridgwn spectroscopySpbanskiet al., 208) and used for
correcting the instrumental background of the CLD,Ni@ta, as described aboftee correction was taken as the ultimate
absolute measuremeuncertainty in the CLD N@data) Note that in this study we will use the NOLD datarather tharthe

315 NO, CRDS data as the temporal coverage of the CLD dti®a over the course of the campaigahsut 60% compared to
about 35% for the cavity ringdown measurement. Formaldehyde (HCHO) was measured with an Aerolaser 4021- (AERO
LASER GmbH, GarmisciPartenkirchen, Germany), which is a fully automatized monitor based on the Hantzsch technique
(Kormann et al., 2003). #0 measuremds were obtained using a cavity ridgwn spectroscopy monitor (PICARRO G2401,

Santa Clara, California) supervisedlbyy b or at oi re des Sciences du(Ka@dketalaa0lset de
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320 Measurements of OH and HQvere performedwith the cwtombuilt HydrOxyl Radical measurementinit based on
fluorescencé&pectroscopy (HORUS) instrument based on kasguced fluorescence (LIF) spectroscopy of the OH molecule
and NO titration of H@to OH followed by LIF spectroscopy detection of the OH roole (Martinez et al., 2010; Regelet
al., 2013). H@data used in this study is still preliminary due to not yet corrected interference of organic peroxy radicals RO
The largest uncertainty due to interference by contribution ofiRD% or 3 pptwhichever is higher. The 1 sigma accuracy

325 of both OH and H®is 20 %. The uncertainty in the OH data is here estimated as the 1 sigma accuracy of the data set at 20 %

whereas the uncertainty in H® estimated afic 1 xP ¢ P 8As HO, data are preliminary in this study, they will
be called HG*. Wavelength resolvedownwelling actinic flux was measured with a spectral radiométandel CCD
Spectroradiometer 85237)hej-values for NQ and Q were not corrected for upwelling UV rad@t and were estimated to
have a ~ 10 % measurement uncertajiMgusel et al., 2016). The radiometer was installed 10 m above sea level, respectively
330 5 m above the front deck surface. Decreases in sensitivity due to sensor contamitiatog. sesspray were corrected with
a linear interpolation between twdaily) cleaning events. Temperature and pressure measurements were performed with the
ShipborneEuropeanCommonAutomatc WeatherStation (EUCAWS), aveather statiospecifically designed for shipEhe
weather station incorporateensors, processing unigatelite positioning and communicati systems in ondevice and is
implemented and coordinated by the European National Meteorological Service EUMETNETL Tistsléghe measurement
335 methods and thEMU for each observation.

Table 1: List of observations and gas phase measurements during AQABA. The relativacertainty associated with each data set is
given. Note that for OH and HQy*, the relative uncertainty is estimated as thel (accuracy (and the 7 % interference of R@in the
case of HQ* data). In addition, a reference of the measurement operability are given.

Molecule Method Associated.relative References
uncertainty
NO chemiluminescence 6 % HosaynaliBeygi et al., 2011
NO: photolysischemiluminescence 23 % Hosaynali Beygi et al., 2011
NO. cavity ringdown spectroscopy 7% Sobansket al., 2016
Os UV absorbance 2% Viallon et al., 2015
OH LIF 20 % Martinez et al., 2010
HO.* NO titration / LIF 21 % Martinez et al., 2010
HCHO Hantzsch technique 13 % Kormann et al., 2003
H-0 cavity ringdown spectroscopy 5% Kwok et al., 2015
actinic flux spectral radiometer 10 % Meusel et al., 2016

12



340

345

350

355

360

365

The Kommandor lonagResearch and Survey Vessel sailed whenever possible with the wind coming from the bow to avoid
contamination by stack emissions. However, based on the relative wind direction, the variability in NO as well as tHe tempora
evolution of NQ, SG,andQse¢ i ons of data in which the air mass Afas co
data usedhereto calculatg HO,+RO;) and NOPR have been filtergéalremove contaminated air masséogether,21 % of

the sampling time was potentialtpntaminated by the ship exhaust of the Kl of which 87 % occurred on the first leg. During
the second lethe ship sailed against the wind and nuf¢he data was free of stack contaminatiOnr analysis is based on

a 5-minute running mean for each dat wherebyonly averages that have been calculated at a temporal coverage greater
than 30 % have been usédtime series of the NONO; (both CLD), Q, OH, HO>* andj(NOz) measurements is given in the
supplementary Figures $ad S3.

NO and NQ were measured from 03 July 2017 to 31 August 20kAv& measured from 22 June 2017 to 01 September
2017, HCHO from 01 July 2017 to 31 August 2017 and OHr&Bgr from 18 July 2017 to 31 August 2017. For the analysis
of peroxy radicals R@and NOPR arouhthe Arabian Peninsula we have removed data measured during tiovetspn
Jeddah (11 July to 13 July), Kuwait (31 July to 03 August) and during bunkering at Fujairah City (06 August,15/610
UTC). Due to HQ data being available from 18 July Z0&nward, we have limited the net ozone production analysis to the
period after this date.

2.4 Methods

The secalled NQ-Os-null cycle represents a rapid daytime cycling between NQ,a&@ Q. Solar UV radiation photohes
NO, to NO and OfP) (R1) whichwill reform Oz in the subsequent reaction with molecular oxygeR2) (Leighton, 196
NO and Qreact toform NO; and Q (R3).R1, R2 and R3 constitute a so called null cycle which estaslgtotostationary
steady stat¢PSS) for both NQand Q in mid latitudes during noon timen a time scale 0f100 s (Thornton et al., 2002;
Mannschreck et al., 2004).

./ E 1 tchki o./ 1w (R1)
/" /w -0/ - (R2)
1 o (R3)

o2 (1)
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with j(NO) being the NQ@ photolysis rate [¢. In low NOx environmentg< 100 pp{) previous studies have indicated that
further NO oxidizing trace gases such as peroxy radicals,(RQ) and halogen monoxides (XO) may result in a deviation

from unity (Nakamura et al., 2003; Hosaynali Beygi et al., 2011; Reed et al., 2016).

370 ./ (1 ©°.1 I( (R4)
21091 2/ (R5)
./ 8/0 ./ 8 (R6)

Deviations from expected NRO,-ratios at low NQ generally refer to missing oxidants converting NO to,Ni@osaynali

Beygi et al., 2011; Reed et al., 2016) or to a measurement error due to an instrumental background or a positive interferenc
375 from thermal labile N@reservoir species (Reed et al., 2016; Silvern et al., 2018). In the present study we incladelHO

ROz into the production term for NO

0/ 0./ Q@ Oo.// @ 2./ (/1 .1 BQ 22/ )

Assuming that the temperatudependent rate coeffent for the reaction of each particular peroxy radik&, with NO
equds the rateQ for Reaction R4 Kauglustaine et al., 1996; Cantrell et al., 198Fprnton et al., 2002)ye can
380 combine the sum of all organic peroxy radicai®Ro theentity RGQ. The sum of H@and RQ can be estimatedsing the

steady state equation

(1 21 . 3)

However, the steady state assumption is not valid if the sampled air parcel is affected by fresh emfastactarmges in the
actinic flux (Thornton et al., 2002). After sampling a fresh emission e.g. a ship plume, for whictvés®up typically to

385 values of several tens of pplith simultaneous titration in )we assume that PSS isastablishedn a time scale of 2
minutes(Thornton et al., 2002Mannschreck et al., 20P4To best appximate PSSin our analysisve have restricted the
estimation of R@Qon time frames 2 h around noontime for which we expect the smallest relative changesattitiie flux.
Noontime for each day was determined as the centre of a Gafitsiet was applied to the actinic flux datae applied a
Gaussian Fit to the actinic flux data as this fitting method is sufficient to estimate the centre of the diwnindlwactiro

390 furtherlimit the effect of periods for which PSS is not fulfilled, we use the median instead of the average that is often
disproportionately biased by strong N€burces nearbyseesupplementary Tables STST5 and ST7 for detailed statistie
and a further motivation on regional averages and median values. See supplementary Figure S1 for a detailed illustration ¢

the calculation of the fraction of the noontime integral.
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A further part of the analysis will be the investigation of NOBRoneproduction is initiated by reactions that produce,HO

395 for which primary production is from the photolysis of ozone, formaldehpidepus acid (HONO) and hydrogen peroxide
(H202) (Thornton et al., 20Q2Lu et al., 2010Hens et al., 2014; Mallilet al., 2018).The production of ozone can be
approximated by the rate of oxidation of NO with +#d RQ to form NG that will rapidly form Q (R1-R2) (Parrish et al.,
1986; Thornton et al., 2002; Bozem et al., 2017).

0/ ko] 1O (! 2/ (4)
400 Photochemical @loss is mainly due to photolysid o t Tti in the presence of water vapamd the reactions of ozone
with OH and HQ (Bozem et al., 2017).

/I E 1 otimi ©/ | p$ (R7.1)
I$ (1 9°¢( (R7.2)
I (o (1!l I (R8)
405 | (1 ©°/ ( ¢l (R9)

U thefractionof/ $ that reacts with bD

(5)

was p B c& % during AQABA with a quasi linear dependence on water concentrations. The etdds imainly

determined by the error of,;B at 5 %. Furthermore zone is lost due to reactions with alkenes (R12) and halogen radicals
410 (R13).

/I Al EAQ ABRAEAAI O (R12)

/ 80/ 8/ (R13)

We find that thdoss rate is dominated by theqtblysis of ozonevith subsequent reaction of {) with H,O, was607 80

% of the total loss rate, followed by the reaction efa@h HO,, which makes up 1030 % (note that the uncertainty in KO
415 radical concentrations mentioned above has no significant influence on thesttiiak @ate, due to its small contribution).

The remaining fractioi10-30 %)is due to the reaction ofs@vith OH. The reaction of ozone wit#thends on average 0.005

7 0.01 ppl h'! and thereforgenerally less thal % of the totalbzone loss ratéBourtsoukidis et al., 2019). The reaction of

Os with all alkenes will hence be neglected. Halogaticalswerenot measured during AQABA and witlot beincorporated

into our study. Based on oxidative pairs, Bourtsoukidis et al. (2019) have classified the majority of their samples collected
420 during AQABA by an OH/Clratio of 200:1. As measured daytime OH concentrations were of the ond&paft molecule

cntd, the estimate would yield a Cl concentratiorg@fJp 1 molecule cr¥, which would decrease the estimated diurnal net
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ozone production rates by roughly 0.2 pgay? over the Arabian Sea and at most 0.6,mjaty* over the other regions, which

does not gbstantially alter the here presented results. The noontime chemical ozone loss rate can be summarized by

0/ /I 013 $ T o/ ( o1 . (6)

NOPR presented in this study is finally calculated as the difference of Eq. 4 and Eq. 6.

.1 02Q, (4 1O (1 21 /I 0130 Q I ( Q (/ (7)

Under the assumption cbnstanthemicalcompositionfor a given daythe NOPR is expected toavea diel cycle following

the measured actinic flux. Hence integrating the estimated NOPR over the course of a day based on the particular fractione
noontimeintegral ofj(NO2) will yield a diurnal value for NOPR. A detailed calculation of the diurnal iivael integrals is

given in the supplementary Figure S1. Note that all reaction rate constants used are from the IUPAC Task Force or
Atmospheric Chemistry Chemical Kinetfata Evaluation (Atkinson et al., 2004ndicationswhether a chemical regime is
NOx-limited or VOGlimited can be derived from the ratio of HCHON®,. Former studies hawterivedHCHO/NO;-ratios

from satellite measurementseastablishvhether ozone production is NO@mited orVOCslimited. The results indicatdOy-

limitation for HCHO/NG, > 2 and prevailing VOdimitation for HCHO/NG; < 1(Duncan et al., 2010).

2.5 ECHAM/MESSy Atmospheric Chemistry (EMAC) model

EMAC is a 3Dgeneralcirculation model that includes a variety of smbdels to describe numerous processes in the
troposphere, their interaction with oceans and land surfaces and incorporates anthropogenic influences. Here we use the secol
development cycle of the Modular Earth Submodel System (MESSy2) (Jockel et al., 2010) and ECHAMS5 (Rdckner et al.,
2006) which is the fth generation European Centre Hamburg general circulation model in the T106L31 resolution
(corresponding to a quadratic grid of roughly 1.1° and 1.1°). The model has 31 vertical pressure levels and involvdsxhe comp
organic chemistry mechanism MOM (Mai®rganic Mechanism) as presented by Sander et al. (2019) that includes further
developments of the version used by Lelieveld et al. (B018ere we use the lowest pressure level in a terrain following
coordinategequivalent to the surface leval)d sinulations of NONO,, Os, OH, HG, j(NO.) andj(O'D). The sum of peroxy
radicals was estimated as the sum of all raddls with lessthan four carbomtoms. Net ozone production based on data
retrieved from EMAC was estimated as

.1 02./200 (/ BT 2/ /I 0139 s @ /(T (1 8 (8)

A list of all included peroxy radica®s / for the reaction with NO is given e supplementary Tab&T 10.
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3 Results and discussions
3.1 NOcand Oz in the MBL around the Arabian Peninsula

450 During AQABA NO, mixing ratios varied ovethreeorders of magnitude with lowest valuesieds tharb0 ppt, observed in
relatively pristineregions and highest values mibre than 1(ph, found in the vicinity ofareas with strong anthropogenic
influenceor nearby passing shipg®zone mixing ratios ranged from values of less than 2(, dptectedver the Arabian Sea
to more than 150 pplluring episodes of severe pollution. FigaBa) and 3b) show distributions of N®easured during the
first and secnd leg of the campaign (range from 0.1 pf 20 ppk) while Figure 3c¢) and 3d) show corresponding ozone

455 mixing ratios covering a range from 20 ppd 100 ppk, respectively. A classification of the different regions based on Box
WhiskerPlots, includinghe 2575-percentile interval (box) and whiskers for thed®percentile interval, is shown in Figure
4 and Figure 5 for NQand Q, respectivelyAs averageNOy is ofteninfluencedby fresh localizedemissions, we have
included the median (black bar) instead of the average in thaABuiskerPlot for NQ,, which is less sensitive to extreme
values. For @ although the difference between median and mean is mostly negligible, we also use the méglisa B F

460 NOy and Q averages, medians, standard deviatiofignt 3¢ quantiles and thaumber of data points quantified per region
are given in the supplementary Table ST3. See supplementary Figure S4 for @B-andixing ratios around the Arabian
Perinsula.Supplementar¥igure S5 shows that absolute humidity observed during AQABA ranges from lowest values of less
than 1 % observed in the Suez Golf during the first leg to about 3 % observed during both legs in the southeastem part of th
Arabian Gulfand in the Strait of Hormuz. Although observing highest absolute humidity on both legs in the southeastern part

465 of the Arabian Gulfabsolute humidity was very low on the first leg near Kuwait, where absolute humidigbaas1 %

These air massagere broughtfrom the Kuwait/Iraq aremto the MBL of the Arabian Gulf on the first leg, whereas a change
of wind direction for the second leg resulted in winds coming from Iran area with moister air. For the rest of the soluse, ab

humidity mixing ratiowas about 1.5 % with variations being generally less than 0.5 %.
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a)

latitude [°]

latitude [°]

Figure 3: Ship cruises with colorscaled NG mixing ratios (logarithmic scale) a) during the first and b) the second leg and coler
scaled G mixing ratios (linear scale) c) during the first and d) during the second led\Note that both NOx and Os has been filtered
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475 Figure 4: Comparison of measured (blue) and simulated (green) N@nixing ratios in the six different regions investigated during
AQABA. The horizontal black bar indicates the median value, the box the 2%and 75percentiles and the whiskers the 1:0and 90
percentiles.
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Figure 5: Comparison of measured (blue) and simulated (green)#nixing ratios in the six different regions investigated during
480 AQABA. The horizontal black bar indicates the median value, the box the 2%&nd 75percentiles and the whiskers the 1:0and 90
percentiles.

Overall we find that NQ mixing ratios over the Northern Red Sea, the Gulf of Oman and the Arabian Gulf are approximately
one order of magnitude higher tharthe other three regions (Southern Red Sea, Arabian Sea, Mediterraneamedéns

485 over the Arabian Gulf, the NortheRed Sea and the Gulf of Oman are 1.26,ppl36 pphb, and 2.74 pph respectively. Lower
median NQ mixing ratios were measured over the Southern Red Se@ [§phf), the Mediterranean (0.25 pplkand the
Arabian Sea (0.19 ppb With respect to observed:;@ixing ratios, the Arabian Sea is the only region representing remote
MBL conditions with lowest median and averagedD21.5 ppb and 22.5 ppbrespectively, followed by the Gulf of Oman
where median and mears @ere31.5 pph and 34 pph respectively The low Q mixing ratios over the Arabian Sea were

490 accompanied by the smallest variability (whiskgerval: 15.1pph,). Although observing highest N@ver the Oman Gulf,
O; observed over the Oman Gulf was amongst the lowest detected throughout thecarhpaign, which can partly be
explained the fact that high N@ventually leads to ozone destruction. The immediate vicinity of point sources in this region,
which lead to higher NQ (before it is lost by reaction with OH and deposition to the surfaé)titration of @ (note the
relativelylow regional @ median of 31.5 pph, may partly explain why NOwas highest over the Gulf of Omatowever,

495 a significantly larger whiskeinterval of observed ozone of 31.4 pmver the Gulf of Oman indicates increasing amounts of

pollution and advection from the Arabian Gulf where extreme events of ozone were observed several times during the
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campaign with maximum mixing ratios of up to 170 ppiren wind was coming from Kuwditaq. Please note that during

the second leg wind was coming from Iran (Pfannerstill et al., 2019)whiskerinterval over the Arabian Gulf was 100.9

pph,, more than six times higher tharatlover the ArabiarBea. Reasons for large variations of b, and Q over the

Arabian Gulf were a multitude of point sources as well as a change in the observed wind direction with air masses coming
from Irag/Kuwait area during the first leg and air masses coming from Iran during the second leg (PfannérsBi¥l)a

Over the Mediterranean, the Northern Red Sea and the Southern Red Sea, median ozone was &4.5 mppand 46.9

pph,, respectively. The whiskeéntervals over the Northern Red Sea and the Southern Red Sea were 44.2dppb.6 pph
respectively. Air masses over the Mediterranean were characterized as photochemically aged due to their impact by northerly
winds (Etesians) which bring processed/oxidized air from eastern Europe (Turkey, Greece) to the Mediterranean aree
(Derstroff et al., 207; Pfannerstill et al., 2019). This photochemical ageing/oxidation over the Mediterranean leads to a rather
small whiskefinterval of 18.7 ppbin ozone. In summarynedian NQ over the Oman Gulf wass3% and 1% % higher than

over the Northern Red Sea drthe Arabian Gulf, respectively. However, the highesk ld@rage was measured over the
Northern Red Sea at 4.69 ppbimilar to the values observed over the Oman Gulf (4.16) @il the Arabian Gulf (3.65

pph,). Note that highest NOnixing ratios ovethe Oman Gulf and over the Northern Red Sea are not always associated with
high G; mixing ratios. We find that average ozone was highest over the Arabian Gulf with /#lipbed by the Northern

Red Sea region (63.4 ppbThe averag@zone mixingratio over the Oman Gulf wa34 pph, which corresponds 6 % of

the valueobserved over the Arabian GuRhotochemically aged air masses over the Mediterranean Basin show an ozone
average of 61.6 ppland air masses encountered over the Northern Bad@median of 64.2 pph O; average of 63.4 ppp

are comparable to the Arabian Gulf.

Due to a number of large pollution sources in the region around the Arabian Peninsula such as passing ships, highly urbanize
areas as well as eand offshore petrohemical processin@yOx levels were rarely as low as those found in remote locations
such as over the South Atlantic (Fischer et al., 2@t&reNOy levels may be under 2pt,. Apart for a few occasions where
NOyx was below 50 ppt for shortperiods Arabian Sea, the Southern Red Sea and the Mediterrarié@n levels during
AQABA generallyrangal from 100 ppt up to several ppbThecampaign N@median of 0.65 pplkand mean value of (215

5.84) pph;, is comparable to urban sites (Kleinnedtral., 2005). A detailed emission density analysis performdadimnsson
et al.(2017)shows that N@emissionn andaround the Arabian Peninsula are amongst the highest worldwide, which could
explain the rather high NQevel in the MBL around the pénsula (Johansson et al., 2017; Pfannerstill et al., 2019ixing
ratios measured during AQABWere also very variable withs®nixing ratios ranging between less than 20,pplbhe remote
MBL (Fischer et al., 2015) to 600 ppk in the Mediterraneagconsistent with previous shipased measuramts in the region
(Kouvarakis et al., 2002) and as high as 150, ppeasured over the Arabian Gulf region. The latter are consistent with O
mixing ratios reported from regions influenced by oil and gas primggéfannerstill et al., 2019) and shipping lanes such as
the Houston Ship Channel (Mazzuca et al., 2016).
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Figure 4 also shows that the general trend for M@Xing ratios in the different regions is widely reproduced by the EMAC
model.We find that the median N@nodel)/NGQ(measurementatio of all five minute averaged data points of the whole
campaign is 0.91, indicating that the model underestimateb@ughly 10 %. Thaverage ratio anits standard deviation

are significantly arger at 57 and 5.7, respectively, indicating thasingle modeled data pointtrongly exceed the
measuremest especially during periods of low situ NO (see supplementafjigure S6)Particularlyover the Arabian Sea

and the Southern Red Sea, thedel generally simulates N@nixing ratios higher than 100 and 200.ppéspectively while

the measuremesiindicate mixing ratios of less th&® ppt for certain periodsFurthermore, as expectdtie model is not

able to reproduce point sourcagchaspassing ships for which we observe a significant underestimation of the measuyred NO
For ozone we find that the medias(@odel)/Q(measiremeny-ratio throughout the campaign i23, indicating that over the

course of the campaign the model overestim@teby about23 %. This could partly be related to the same limitation, i.e. the
inability of the model to resolve point sources in whichilocally reduced due to titration by N@/hile the model is in

rather good agreement with the measuremewer the Mediterranean, the Northern Red Sea and Southern Rethi$ea,
deviations are found over the Arabian Sea and the Oman Gulf, where the model overeshittatiespect to the regional
medianis 63 % and 75 %, respectively. A possible explanationHeraverestimation of both ozone and,Ni®pristine regions

such as over the Arabian Sea and the Oman Gulf could be related to the model resolution of 1.1° x 1.1°. Interpolation of mode
simulationsalongtheKommandor lonahip track close to the coastlais resolution will most likely incorporate contributions

from nearby land areas, affected by anthropogenic emissions. See supplementary Table ST3 and Table ST4 for furthe
information and Figure S6 and S7 for additional scatterplots of measured ardtasihmegional median NCand Q,

respectively.

3.2 Estimation of (HO2+R0O2) around the Arabian Peninsula

Noontime(HO+RO;) was estimated based on Eq. 3. As the steady state assumption will not hold for air masses originating
from fresh emission@imes to acquire steady state estimated from the inverse sum of the loss and production terms for NO
typically ranged from 22 minutes during AQABARNd for fast changes in the actinic flux, we have calculateeVBloisker

Plots for 2 h around noontimr which we expect relatively minor changes in the actinic flux (Figure 6). The noontime of
each day was approximated by applying a Gaussian fit routine to the mg@d@gd/alues whereg¢NO,) values being less

than 16°s! were neglectedDue to the availability of OH andO,* data from 18 July 2017 onwards, we have limited the
analysis to this periodNote that there are no noontifi¢O,+RO;) estimates from 18 July to 21 July due to contamination by

the ship exhaust armh 24 August 201due to missing datd he black bar in Figure 6 indicates the median value, with the
Box-interval marking the 25and 75percentileand the whisker showing the-1&hd 90percentile. Figure 7 shows summarized

regional trends of théHO,+RO;) estimates for masured and simulated data.
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560 Figure 6: Timeline of median(HO2+RO2) noontime estimatesfrom 22 July to 31 August 2017. Due to contamination by the ship
exhaust itself, there is no data from 18 July to 21 July 2017. See annotatidosthe classificationof the different regions.
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Figure 7: Comparison of BoxWhisker-Plots of the regional estimated noontiméHO2+R0O2) median based on measuredata and
565 simulated (HO2+RO2) data for the period from 18 July 2017 onwards.

The relative uncertainty ( / 2 /| associated with the (H®RO;) estimate has been calculated by error propagation
of Eq. 3.
Y (/ 2/
ya | 0.1 y. I Ja I yi  3Q 2.1/
0 Q 2./ Q 2./ Q 2./
570 — 0 N N . N
(/ 2/ v Q 2/ 30 2./ 1 20/ 2./ T o)} /
. ko) 2./
y

Over the course of the campaign, the median rel@@+R0O,) uncertainty is’4%. The average is/6 % and heavily biased
by single data outliers and therefore not representative. The relative error associated(WithtR,) calculation is hence

estimated a74 %. Note that our calculation assumes that errors in the used rate coefficients are negligible.

We find median noontimg10,+R0O;,) mixing ratios over the Mediterranean, the Northern Red Sea, the Southern Red Sea, the
575 Arabian Sea and Oman Gulf of 16 p@8 ppt, 15 ppt, 33 ppt and 22 ppt respectively, with each respective-gércentile

RO; being equal or less than 54 p@nly over the Arabian Gulf, the R@stimate yields a median noontime mixing ratio of
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73 ppt accompanied by the largest variations in the-inberval of the whole campaign. While the bioterval of the
(HO+RO,) estimate in the other regions is-28 ppt, the boxinterval over the Arabian Gulf is significantly higher at 165

ppt. Negative values for all regions are regularly found in the vicinity of fresh emissions and air masses not in photochemical
equilibrium. The elevated 9fercentile over the Arabianed is due to higfiHO.+R0O,) estimates during the first leg on 22

and 23 July.

Estimated HO,+RO,) mixing ratiosbased on measured tracer data ingeneralagreement with previous studies performed
in marine boundary layer environmemdich report maximum mixing ratios between 30 and 55, ppbund noontime
(Hernandez et al., 2001). As peroxy radicals are dhed moleculesgenerated from the oxidation of VOCs, enhanced
(HO2+R(O,) concentrations observed over the Arabian Gulf are mody likee to high VOC emissions from intense oil and
gas activities in the region (Bourtsoukidis et al., 2019; Pfannerstill @0419). However high HEand RQ can also occur in
aged air masses with low N@nd VOCs but still significant £fand perhaps 8HO whose photolysis would then yield peroxy
radicals). Bourtsoukidis et al. report that spatial volume mixing ratios of ethane and propane over the Arabian Gulfitvere abo
a factor of 1015 times higher than over the Arabian Sea and the Southern ReBdbemgukidis et al., 2019We find that
the median noontiméHO,+RO,)(measurement estimate)/H@easurementatio throughout the whole campaign is 1.88.
Note that during single days, H®nay be higher than th@1O,+R0O;,) estimate which is within the uncertainty of the
(HO2+R0O,) estimate.

EMAC modelled, nadian noontim¢HO,+R0O,) mixing ratios estimated as the sum of simulated &@l all simulated peroxy

radicals with less than four carbon molecules arppt,, 46 ppt, 38 ppt, 41 ppt, 50 ppt and 49 pptover the Mediterranean,

the Northern Red Sea, the Southern Red Sea, the Arabian Sea, the Oman Gulf and the Arabian Gulf, re3pectively
observation base(HO,+R0,) estimate yields 16 ppt28 ppi, 15 ppt, 33 ppi, 22 ppt, and B ppt, respectively. We find that

the median point by poirftHO>+RO;)(model)(HO+RO;)(measurement estimategtio from 18 July onward is 1.05 so that,

on average, the model overestimates the measurement by 5 %. Please note that the obsemalitihais/anuch higher

than the modeled one and that the median of 1.05 is accompanied by a larger average (1.84) and a large variability (42.51
See supplementary Table ST5 and ST6 for further information and Figure S8 for an additional scattergdstuoéd and
simulated regional medigii O,+R0Oy).

3.3 Net ozone production rates around the Arabian Peninsula

In the following, net ozone production rai@$ noon)are calculated badeon Eq. 7 for the different regions. These noontime
values are scalew diurnal production rates (Figure 8). As photochemical net ozone destruction is in good approximation
linear with actinic fluxj(NO.) and as on average (46.12.8) % of the tota)(NO;) occurred 2h around noon, the median
noontime NOPR estimate wasitiplied by 4/0.461 8.68 to obtain a diurnal value. The error in the total actinic flux located

2h around noon is estimated from the standard deviation of the best estimate of §i461qsb 8Due to contamination
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by the own ship exhaust and duefte awvailability of OH andHO,* data only from 18 July 2017 onwards, we have limited
the analysis to the period from 22 July 2017 to 31 August.2@Xbmparison oNOPR estimated based on measured and
610 simulated data for the different regions is shawRigure 9. A brealdown of the different terms of Eq. 7 in the six regions is

included in the supplementary Figures S318B.
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Figure 8: Timeline of the diurnal NOPR from 22 July to 31 August 2017. NOPR calculations are limited to the time period from22
July onwards due to missing HQ data and contamination by the ship exhaust itself before this period. See annotations for the

615 classification of the different regions.
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Figure 9: Diurnal net ozone production rates in the different regions. Related to # magnitude of pollution sources, the lower
whisker of the NOPR estimate over theOman Gulf is -324 ppb day™.

620
The relative uncertainty associated with the NOPR estimate has been calculated by error propagation of Eq. 7.
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625 Incorporating a relative error @4 % associated witfHO,+R0,), the median of the relative NOPR error of all data points
obtained during AQABA i91 %. The average relative uncertainty of NOPR1i%o and strongly biased by single data outliers,
which are in the case of NOPR significantly negative (due to fresh emssand titration of @by NO). Again the median is
a more representative measure for the general uncertainty associated with the NOPR calculations. The relative ertbr associat

with the NOPR estimates based on measured data is hence estin®até6l. at

630 Overthe Mediterranean and the Southern Red Sea, NOPR values signifitantly deviate from zero (production egsal
loss) within the atmospherigariability. The best estimate indicates slight net ozone destruction for the Mediterranean and
Southern Re®&ea { 1 ppb day!) and ¢ 4 ppb day!) respectively, and slight net production for the Arabian Sem(bday?),
which is significantly positive within the variability of the binterval. Variations in NOPR calculated as the width of the 25
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