Authors’ response to comments by anonymous referee #2 on Atmos. Chem. Phys. Discuss., manuscript acp-2018-948, “Country-scale greenhouse gases budgets using shipborne measurements: a case study for the United Kingdom and Ireland.” by Helfter et al.
[bookmark: _GoBack]We thank the referee for the positive assessment of our manuscript and for commending the rigour of the data analysis. We have addressed all of the comments and suggestions which were raised by the referee. 
The referee’s comments are set in bold, our responses in italics and new text, quoted from the revised manuscript, is highlighted in blue.
Main comment
I did notice, that the background concentration of CO2 and CH4 had so much variability, and that the authors used a mathematical fitting routine to obtain a smoothened background signal. Based on previous studies using the mass balance approach, the large variability in the background actually contributes a significant variability (i.e. uncertainty) in the estimated fluxes.

We agree with the referee and we have added an uncertainty analysis to complement the temporal variability analysis initially presented in the manuscript and the sources of errors are also discussed in more depth. 
· The text added to the discussion section is provided below (this also discusses other sources of uncertainty and bias):
“Of the four main assumptions listed above, points c) and d) are the most subjective because they could not be verified nor quantified. Assumption a) (air mass travel from West to East) can be considered to be reasonably well-constrained owing to the data screening procedure at the pre-processing stage. Violations of the stationarity assumption (point b) due to significant changes in the mean PBL height at sub-hourly time step would either be captured, in part or entirely, during the next hourly averaging period, or go unnoticed in the case of very transient non-stationary events. Whilst the temporal variability of the mean PBL height for the spatial domain considered can be quantified and propagated through the emissions budgets calculations as measurement uncertainty, the potential bias between model output and observations is unknown. Recent studies have compared different WRF parametrisation schemes with observed PBL height and found that, in general, the YSU scheme used in this study performs reasonably well in terms of predicting PBL height with minimum bias typically observed before midday (Hu et al., 2010, Banks et al., 2016, Tyagi et al., 2018, Xu et al., 2018); however these studies also highlighted that model performance can vary significantly between sites and time of day, and that YSU tends to underestimate the PBL height over the sea (Tyagi et al., 2018). Comparisons between observations and model outputs of wind speed profiles for different parametrisation schemes also found substantial variability, both intra- and inter-model, with the YSU scheme exhibiting a tendency to overestimate wind speeds (Balzarini, 2014, Tyagi, 2018). The formation of sea breezes adds another level of complexity to the modelling of PBL height and wind speed, in particular in the southern North Sea where the orientation of the coastlines and their proximity to one another have been shown to induce sea breeze formation and to influence sea breeze type and offshore extent (Steele et al, 2013; Steele et al., 2014). Furthermore, not all WRF parametrisation schemes are equal in performance with respect to sea breeze conditions; recent studies show that the YSU scheme used here exhibited the smallest bias for wind speeds measured onshore under complex sea breeze conditions (Steele et al., 2014) and that it also captured the temporal evolution of the atmospheric boundary layer height better than other schemes (Salvador et al., 2016).
Intrinsic, unquantifiable biases on the mixing layer heights and mean wind speeds derived from the WRF model are hence likely. Wind speed and enhancement above background concentration were found to be to dominant uncertainty terms, jointly accounting for over 80% of the total uncertainty in all seasons (Table S2 of the Supplementary Material). In contrast, nudging the baseline concentrations measured at Mace Head by a time lag estimated from the mean air mass travel time had only a very modest impact on the final budgets (Table S2). The two measures of errors proposed in this paper (based on temporal variability and total uncertainty through error propagation) yield on the whole comparable results, with the main discrepancy found for the autumn budget (years used: 2015-2017) where the total uncertainty was almost four-fold the value obtained by considering the temporal variability alone. The autumn uncertainty was brought in line with the temporal variability estimate for both gases when the day/night weighting was applied. Whilst the variability and the total uncertainty are useful as first approximations for the confidence in the emission budgets, they should be treated as potential lower limits because of the unquantified bias between WRF model outputs and actual values of the PBL height and wind speed.”

· The uncertainty analysis and error propagation methodology added in the Methods section is given below (new text in blue):
“Uncertainty and error propagation
In addition to the temporal variability ΔFc, (Eq. 4) we calculated the uncertainty on the total fluxes arising from the uncertainties on the individual terms of the mass balance equation. Noting that dx represents the distance travelled by the ship with speed vship during the infinitesimal time interval dt, Eq. 2 can be reformulated to express the partial flux fc through a 2-dimensional plane spanning the horizontal distance dx as a function of vship and dt (Eq. 5).  
		(5)
Applying the rules of error propagation, the error on the flux term fc (δfc) is given by (with Nair, the value of the integral of nair(z) evaluated over time step dt):
		(6)
Assuming that, (a) the uncertainty on dt is negligible, and (b) the uncertainty on the PBL height (zPBL) is the dominant error term in the integral of nair(z) between height zground and zPBL, Eq. 6 can be approximated as:
		(7)
Finally, similarly to Eq. 4, the total error on the flux Fc (δFc) calculated for a complete transect of the ship between xmin and xmax is given by:
 		(8)
The standard deviations of the individual terms in Eq. 7, calculated for each 5-minute averaging period and averaged over each nominal latitude bin, were used as proxies for uncertainties.”
For disambiguation, the terminology used in the previous version of the manuscript was changed from “uncertainty” to “variability” throughout the document. In the revised manuscript, the term uncertainty denotes the error propagated using Eq. 7 and 8. Table 3 was updated and now provides both budget variability and uncertainty. Finally, the relative contribution of each uncertainty term was evaluated for each season and year of the study and provided in Table S2 of the Supplementary Material document (reproduced below).
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Table S2: Relative contribution of the individual uncertainty terms to the total uncertainty and total uncertainty on the calculated emissions budgets per season and year of the study. The difference between time-lagged and instantaneous emissions budgets illustrates the impact of factoring in the mean West-to-East air mass travel time in the selection of the reference concentrations measured at Mace Head. 

	
	
	Relative contribution to total uncertainty [%]
	Total uncertainty on emissions budget [%]
	Difference between time-lagged and instantaneous emissions budgets [%]
	

	Season
	Year
	Wind speed in PBL
	Molar density
	Mole fraction (enhancement above background)
	Projection angle θ
	Ship speed
	CO2
	CH4
	CO2
	CH4
	Mean air mass travel time ± SD [hour]

	Winter
	2015
	-
	-
	-
	-
	-
	-
	-
	-
	-
	14.7 ± 4.7

	Spring
	2015
	26
	4
	67
	0
	2
	23
	30
	2.6
	0.9
	15.8 ± 5.0

	Summer
	2015
	39
	3
	54
	1
	3
	288
	160
	14.5
	0.3
	23.1 ± 9.9

	Autumn
	2015
	48
	5
	43
	2
	2
	74
	11
	2.0
	0.3
	15.8 ± 5.0

	Winter
	2016
	-
	-
	-
	-
	-
	-
	-
	-
	-
	15.2 ± 0.5

	Spring
	2016
	-
	-
	-
	-
	-
	-
	-
	-
	-
	14.7 ± 2.6

	Summer
	2016
	45
	4
	49
	1
	2
	63
	64
	1.4
	0.5
	20.2 ± 8.8

	Autumn
	2016
	31
	3
	63
	1
	2
	63
	53
	0.2
	0.2
	16.4 ± 7.4

	Winter
	2017
	80
	7
	8
	1
	4
	5
	6
	0.4
	0.2
	13.5 ± 4.1

	Spring
	2017
	62
	7
	26
	1
	4
	20
	29
	0.5
	0.1
	16.4 ± 6.2

	Summer
	2017
	44
	4
	49
	1
	2
	53
	44
	2.2
	0.2
	18.3 ± 6.4

	Autumn
	2017
	71
	4
	20
	1
	4
	3
	4
	0.9
	0.2
	15.9 ± 4.8



Specific comments
(1) Not all your readers will be familiar with the geography of the measurement domain. Please provide a map of your measurement site together with the path of the ferry used in the study. Please label the map with the cities for reference. Direction of prevailing winds throughout the season will be also useful so that the reader can clearly see the transect of the ferry relative to the prevailing winds. This should be your figure 1. It helps if you set the stage for your readers:

We have added a map (new Fig. 1) which clarifies the locations of the Mace Head site, start and end points of the ferry route and other cities mentioned in the manuscript.
[image: ]
Figure 1. Google Earth map centred on the United Kingdom and Ireland. The route of the ferry is indicated by a dark blue line joining the ports of Rosyth (Scotland, UK) and Zeebrugge (Belgium). The location of the Mace Head measurement station on the west coast of Ireland, which provided the carbon dioxide and methane concentration baselines, is indicated by a red star. The cities indicated by yellow stars are locations of interest cited in the discussion (Section 4).  
Seasonal wind roses were derived for each year of the study and were summarised in Figure S2 of the new Supplementary Material.
[image: ]
Figure S2: Seasonal variability of the prevailing wind direction in the PBL for the three years of the study (2015-2017). The radial unit is the normalised frequency counts of the observations. Plot created with R-package openair (Carslaw and Ropkins, 2012).
(2) Figure 1 already shows the Hysplit backward trajectory frequencies but the reader will just assume that the ship is located where the highest frequency is found (color red). Also, the two rows apparently show two succeeding days in May 2015. That is not clearly described in the figure caption and the reader discovers this only after staring at the figure. I think that this figure should not be your first figure.

The location of the ferry, although marked by a star-shaped symbol, was not clear in the original version of this figure due to the colour scheme used. The figure (now Figure 2 in the revised version of the manuscript) has been updated and the location of the ferry is indicated by an arrow.
The caption has been updated to clarify that the figure shows on single sailing which spanned two days.

[image: ]
Figure 2. Backward trajectory frequencies for a South-bound sailing with westerly wind conditions (sailing start 17/05/2015 12:00, end 18/05/2015 10:00). The coloured contours represent the normalised frequency counts (number of end points in a 0.5°x 0.5° grid cell divided by the maximum number of end points in any grid cell, expressed as a percentage) and the source corresponds to the location of the ferry (indicated by an arrow). The trajectories were run backward for 24 hours at 3-hour intervals using GDAS 1-degree global meteorology (NOAA, 2018). 
(3) Page 3: You state that background measurements were taken at the Mace Head site in Ireland – all the more reason why your figure 1 should include what’s stated above in (1) but also the location of the background site. It’s important to set the stage for the reader for greater appreciation of the measurements and the analysis. 

A new Figure 1 has been created as suggested the referee. This figure shows the location of the Mace Head background measurement site along with the other locations of interest referenced in the manuscript.

(4) Page 3: Your figure 1 should be something like your Figure 2 but with more detail such as an arrow that shows the wind direction. It is likely not westerly winds throughout the year. It will be instructive if the authors are deliberate about stating/describing the meteorological conditions throughout the year. It would be good to show a wind rose plot to support this. 

We agree that this point is worth clarifying and we have therefore added seasonal wind roses for each year of the study into the new Supplementary Material document (Fig. S2). See copy of Fig. S2 under earlier comment.

(5) Page 3 line 16: Rosyth – Zeebrugge are two important ferry end points that should be included in Figure 1.

 Rosyth and Zeebrugge are clearly marked in the new Figure 1.
(6) Page 3, line 30: Please state in the text where the calibration gases were obtained, how many was used, and their mixing ratios. Did they span the expected range of measured CO2 and CH4 mixing ratios from the measurement site? I note that the calibration gas was measured for 15 minutes? How often do you obtain a data point? Every 1 minute, every 15 seconds? Please state. How did you obtain the mean and uncertainty that was reported in Table 2, i.e. how many data points did you average every 15 minutes? What is the coverage factor k that was mentioned in Table 2? Please explain. And did you purge with the reference gas or with zero air? 

For clarity, we added the following text on page 3, line 34 (new text in blue): 

“Calibrations using three gases spanning a realistic range of CO2 and CH4 concentrations ran every 169 hours and lasted 65 minutes in total. The references gases were calibrated by the Swiss Federal Laboratories for Materials Testing and Research (EMPA, Dübendorf, Switzerland) using a Picarro 1301 CRDS. The calibrations scales (NOAA/ ESRL) were WMO-CH4-X2004 for methane and WMO-CO2-X2007 for carbon dioxide. Each gas standard was measured at 1 Hz for 15 minutes and average and standard deviation were derived for the 15-minute period. A 5-minute purge period using the gas standard to be measured was observed before each active averaging period to flush out residual gas and eliminate sample contamination. Each calibration event ended with a 5-minute purge period using ambient air before resuming normal operations. The gas concentration time series were corrected using linear temporal interpolations between calibration events. Table 1 provides a list of observables; Table 2 summarises the weekly auto-calibration procedure and provides information on the three calibration gases used”. 

Table 2 caused confusion regarding which calibration gas was used in each step of the sequence and we therefore a new column (calibration gas number) to clarify the reference gas usage. The revised Table 2 and caption are now (new text in blue clarifying the meaning of the coverage factor k):

Table 2. Details of the weekly auto-calibration sequence (interval 169 hours) and reference gases. The references gases were calibrated by the Swiss Federal Laboratories for Materials Testing and Research (EMPA, Dübendorf, Switzerland) using a Picarro 1301 CRDS. Calibrations scales (NOAA/ ESRL): WMO-CH4-X2004 for methane and WMO-CO2-X2007 for carbon dioxide. The measurement uncertainties correspond to the standard uncertainty multiplied by a coverage factor k = 2, which provides a level of confidence of approximately 95 %.  
	Step
	Type
	Time interval [s]
	Calibration standard number
	CO2 ± uncertainty
[ppm]
	CH4 ± uncertainty
[ppb]

	1
	Purge
	300
	1
	384.23 ± 0.15
	1815.36 ± 1.45

	2
	Measurement
	900
	1
	384.23 ± 0.15
	1815.36 ± 1.45

	3
	Purge
	300
	2
	418.29 ± 0.16
	2018.06 ± 1.58

	4
	Measurement
	900
	2
	418.29 ± 0.16
	2018.06 ± 1.58

	5
	Purge
	300
	3
	474.86 ± 0.18
	2426.77 ± 1.86

	6
	Measurement
	900
	3
	474.86 ± 0.18
	2426.77 ± 1.86

	7
	Purge
	300
	Ambient air
	Ambient air
	Ambient air



(7) Page 4 and page 5: Assumptions: What is tricky about the mass balance approach is the choice/estimation of the background. It can contribute one of the largest uncertainty in the estimation of the emission flux – because the air mass travels a couple of hours from the background site to the receptor site. Your measurements at the Mace Head site showed significant variability in the background. What’s the effect of this variability on the estimated flux?
· It is possible that the uncertainty is significantly larger than what equation (4) is estimating simply because there is so much variability in the background mixing ratio of CO2 and CH4. Based on the results of previous studies, the variability in the background significantly contributes to the uncertainty in the estimated fluxes. The authors are then advised to do a sensitivity analysis of the obtained fluxes using the standard deviations in the background obtained from Mace Head and comment on the results in the discussion (comparing against the uncertainty obtained in equation 4). 

In addition to the measure of the temporal variability presented in the first version of the manuscript, we have also estimated the total uncertainty on the calculated budgets which arise from the uncertainties on the individual terms contributing to the mass balance. The uncertainty calculation and error propagation is described in Section 2.2.4 (Mass balance calculations) and has already been covered in this document under an earlier comment.
Table 3 has been revised and both variability and uncertainty values are provided for each budget term. 
Table 3. Seasonal and annual budgets for CO2 and CH4 for the United Kingdom (excluding Scotland) and Ireland estimated by a mass balance approach using concentrations measured at the Mace Head station (Republic of Ireland; 53 19’ 19.2’’ N, 9 54’ 3.599’’ W) and on board the freight ferry which serves the Rosyth (Scotland, UK; 56 1’ 21.611’’ N, 3 26’ 21.558’’ W) to Zeebrugge (Belgium; 51 21’ 16.96’’ N, 3 10’ 34.645’’ E) route. Seasonal budgets were calculated by year – where sufficient data was available; seasonal budgets were also derived using the entire dataset with and without segregation of the raw fluxes into day and night components. Annual budgets were calculated with and without seasonality and with and without day/night segregation. The variability and uncertainty terms were calculated using Eq. 4 and Eq. 7-8, respectively.
	Season
	Year
	Flux ± uncertainty (variability) [Tg]

	
	
	CO2
	CH4

	Winter
	2015
	-
	-

	Spring
	2015
	92.6 ± 21.1 (34.7) 
	0.43 ± 0.13 (0.11)

	Summer
	2015
	27.6 ± 79.5 (46.8)
	0.45 ± 0.72 (0.09)

	Autumn
	2015
	286.4 ± 35.4 (47.6)
	0.61 ± 0.07 (0.14)

	Winter
	2016
	-
	-

	Spring
	2016
	-
	-

	Summer
	2016
	131.6 ± 82.6 (36.5)
	0.39 ± 0.25 (0.09)

	Autumn
	2016
	261.3 ± 164.3 (56.4)
	0.75 ± 0.40 (0.16)

	Winter
	2017
	341 ± 17.2 (62.1)
	0.78 ± 0.05 (0.38)

	Spring
	2017
	197.5 ± 40.4 (27.9)
	0.49 ± 0.14 (0.07)

	Summer
	2017
	155 ± 81.8 (77.6)
	0.32 ± 0.14 (0.06)

	Autumn
	2017
	363.4 ± 12.1 (65.7)
	1.03 ± 0.04 (0.15)

	Winter
	2016 & 2017
	379.1 ± 26.6 (68.8)
	0.89 ± 0.08 (0.35)

	Spring
	2015 – 2017
	161.5 ± 30.9 (41.2)
	0.55 ± 0.08 (0.17)

	Summer
	2015 – 2017
	123.6 ± 76.9 (64.6)
	0.38 ± 0.25 (0.09)

	Autumn
	2015 – 2017
	250.2 ± 200.1 (57.8)
	0.72 ± 0.40 (0.16)

	Winter (day/night weighting)
	2016 & 2017
	357.8 ± 26.2 (66.8)
	0.82 ± 0.08 (0.34)

	Spring (day/night weighting)
	2015 – 2017
	162.5 ± 30.9 (55.0)
	0.57 ± 0.08 (0.22)

	Summer (day/night weighting)
	2015 – 2017
	127.7 ± 76.9 (78.7)
	0.39 ± 0.25 (0.12)

	Autumn (day/night weighting)
	2015 – 2017
	232.9 ± 57.8 (72.2)
	0.67 ± 0.16 (0.19)

	Annual (from seasonal budgets)
	2015 – 2017
	914.4 ± 218.1 (118.1)
	2.55 ± 0.48 (0.43)

	Annual (from seasonal, day/night weighted budgets)
	2015 – 2017
	881.0 ± 125.8 (137.5)
	2.44 ± 0.30 (0.47)

	Annual (no seasons)
	2015 – 2017
	708.3 ± 270.4 (241.9)
	2.1 ± 0.67 (0.63)

	Annual (no seasons, day/night weighted)
	2015 – 2017
	598.3 ± 250.1 (274.9)
	1.66 ± 0.60 (0.94)

	UK (Department for Business, 2017)
	2015
	415.1
	2.1

	RoI (Agency, 2017)
	2015
	38.4
	0.53

	Scotland (Inventory, 2018)
	2015
	30.8
	0.34

	Total inventory (UK – Scotland + RoI)
	2015
	422.7
	2.29

	Ganesan
(Ganesan et al., 2015)
	2012 - 2014
	-
	1.65 - 2.67

	Bergamaschi (Bergamaschi et al., 2015)
	2006 - 2007
	
	3.1 – 3.5 



In addition, the relative contributions to the total uncertainty of the individual terms used to calculate the mass balance budgets have been evaluated and are presented in Table S2 of the new Supplementary Material (also presented in this document in response to an earlier comment). This shows that the dominant uncertainty terms are the mean wind speed in the PBL and the mole fraction enhancement above background. In contrast, applying a time lag to fix the value of the mole fraction baselines with respect to the estimated mean West-East air mass travel time only has a very moderate impact on the budgets (Table S2). Uncertainty and variability are also discussed in Section 4 and the new text has already been reproduced in this document under an earlier comment.
· Furthermore, on page 5 regarding the mass balance approach, what was the time – shift interval that was used to obtain the background? I ask this question because there is a significant travel time for the air mass to reach the receptor site. This is also the reason why in previous aircraft-based mass balance approaches, the mixing ratios at the "wings" of the transect (outside the plume) were actually used as the baseline or background mixing ratio.
The sentence was expanded to clarify this point (see below, new text in blue). The impact of time-shifting the baseline on the total uncertainty was also discussed in Section 4 (see response to comment above).
“The baseline mole fractions used to calculate the upwind enhancement of compound c were time-shifted in order to account for the mean air mass travel time across the domain (time taken to travel West-East from the longitude of the Mace Head station to the location of the ferry at hourly mean wind speed derived from the WRF model; see Table S2 of the Supplementary material for seasonal mean values and standard deviations).”
Values of the mean seasonal air mass travel time and their impact on the final budgets are summarised in Table S2 of the new Supplementary Material. This table is available on page 4 of this document.
(8) Page 4 on Data screening: Please state in this section that the histogram of data points showed in Figure 3 correspond to the data points that satisfy the data screening protocol, which emphasizes that only the data with westerly winds were used in the averaging and flux calculations. Out of all the data points that you collected, how many points were used in the analysis? What’s the percentage of useful data? Are there more points for certain months relative to others?

We added the following sentences at the end of section 2.2.1 on Data screening (the new Table S1 is also referenced):
“The temporal coverage of the data points which satisfied the criteria listed above is presented in histogram form in Fig. 4. The full details of the data availability for the study period 2015-2017 are summarised in table S1 of the Supplementary Material.”
Table S1: Data availability per season and year of the study. The total number of measured points and the number of points which satisfied the data screening criteria are given.  
	Year
	Season
	Total number of points
	Number of quality-controlled points
	Proportion of quality-controlled points [%]

	2015
	Winter
	5621
	252
	4

	2015
	Spring
	7265
	502
	7

	2015
	Summer
	12919
	1232
	9

	2015
	Autumn
	7803
	493
	6

	2015
	All seasons
	33608
	2479
	7

	2016
	Winter
	4198
	21
	0.5

	2016
	Spring
	9689
	226
	2

	2016
	Summer
	9398
	1650
	18

	2016
	Autumn
	20243
	1618
	8

	2016
	All seasons
	43528
	3515
	8

	2017
	Winter
	3228
	618
	17

	2017
	Spring
	14459
	1194
	8

	2017
	Summer
	15629
	1447
	9

	2017
	Autumn
	3030
	272
	10

	2017
	All seasons
	36746
	3531
	10

	All
	Winter
	13447
	891
	6

	All
	Spring
	31413
	1922
	6

	All
	Summer
	37946
	4329
	11

	All
	Autumn
	31076
	2383
	8

	All
	All seasons
	113882
	9525
	8



(9) Page 5:
· The authors used the wind speed and wind direction from the WRF model to calculate the fluxes. I am sure that there are multiple synoptic stations in UK and Ireland? How come the wind speed and wind direction data from those synoptic stations were not used in this study?

There is indeed a large number of synoptic stations in the UK but the decision to use wind speed data extracted from the WRF model was motivated by the use of the mean values within the PBL in the simplified formulation of the mass balance equation (Eq. 3). 

· Were the back trajectories consistent with the synoptic station data?  
We found that our HYSPLIT quality flags and the wind directions obtained at Mace Head and filtered for Westerly flow (240° – 300°) agreed in 70% of all cases over the 3-year study period. Cases where there were discrepancies between the HYSPLIT back trajectories and the wind direction filter were not included in the analysis because the data screening protocol was constructed as a logical AND condition.
· At what height above the ground were the back trajectories modelled for?

The back trajectories were modelled for a height of 500 m a.g.l. This information was added to the section on Data screening:

“72-hour back-trajectories (500 m a.g.l) for the Mace Head site and one point along route of the ferry (54.548 N, 0.233 W) as calculated with HYSPLIT (NOAA Air Resources Laboratory, 2018) exhibited air flow patterns inconsistent with the mass balance assumptions (i.e. non-westerly flow, evidence of re-circulation). “

· It will be good to show the time series of the PBL heights in the supplementary information for the domain and for the period of measurement.

Figure S1 of the Supplementary Material presents the daily mean PBL heights and standard deviations derived by averaging the hourly values obtained from the WRF model for the spatial domain considered. 

[image: ]
Figure S1: Daily mean PBL height (solid dots) and standard deviation (shaded ribbon) obtained by averaging the hourly values extracted from the WRF model with YSU scheme for the study period 2015-2017.

· It would be also good to report if the modelled PBL depth has been validated with previous measurements (at least for those previous years when measurements of PBL depths were available), just to reassure yourselves that the modelled values are sufficient to be used in your calculations.

The modelled PBL data could not be validated against measured values. PBL height and mean wind speed are treated as observables with known variability but with the caveat that their bias is unknown. This and the performance of WRF model are discussed explicitly in the revised version of Section 4 (see Page 1 and 2 of this document).

(10)  Results. 
· On seasonal and annual fluxes. Please check the units of your fluxes in Figure 6 and 7. I believe you meant g s-1 m-2 rather than g s-1 m-1.
Figures 6 & 7: The unit of (g.s-1).m-1 used in the manuscript is correct; as explained in the captions, the fluxes are integrated over the height of the boundary layer height and are expressed in units of mass flux per meter travelled crosswind within each latitude bin per unit time.
· Report the total number of data points per season. 
This information has been supplied in Table S1 of the new Supplementary Material (reproduced below).
Table S1: Data availability per season and year of the study. The total number of measured points and the number of points which satisfied the data screening criteria are given.  
	Year
	Season
	Total number of points
	Number of quality-controlled points
	Proportion of quality-controlled points [%]

	2015
	Winter
	5621
	252
	4

	2015
	Spring
	7265
	502
	7

	2015
	Summer
	12919
	1232
	9

	2015
	Autumn
	7803
	493
	6

	2015
	All seasons
	33608
	2479
	7

	2016
	Winter
	4198
	21
	0.5

	2016
	Spring
	9689
	226
	2

	2016
	Summer
	9398
	1650
	18

	2016
	Autumn
	20243
	1618
	8

	2016
	All seasons
	43528
	3515
	8

	2017
	Winter
	3228
	618
	17

	2017
	Spring
	14459
	1194
	8

	2017
	Summer
	15629
	1447
	9

	2017
	Autumn
	3030
	272
	10

	2017
	All seasons
	36746
	3531
	10

	All
	Winter
	13447
	891
	6

	All
	Spring
	31413
	1922
	6

	All
	Summer
	37946
	4329
	11

	All
	Autumn
	31076
	2383
	8

	All
	All seasons
	113882
	9525
	8



(11)  Figure 10 and 11. 

· What does the grey shade represent in the figures? Please explain in the figure caption.

The following text was appended to the captions of Fig. 10-12 to clarify this point: “The shaded area represents the 95% confidence interval of the linear regression.”

· In Figure 11, you used the mean air temperature over the measurement domain. How many synoptic stations were used when you averaged the air temperature? 

The UK Met Office reports the use of ca. 250 synoptic stations. This information has been added into the caption of Fig. 11 (see new text in blue below):

“Seasonal budgets of CH4 and CO2 as function of mean UK air temperature derived from ca. 250 synoptic stations (source: Met Office, 2018). The shaded area represents the 95% confidence interval of the linear regression.”
New references
Balzarini, A., Angelini, F., Ferrero, L., Moscatelli, M., Perrone, M. G., Pirovano, G., Riva, G.M., Sangiorgi, G., Toppetti, A.M., Gobbi, G.P., and Bolzacchini, E., Sensitivity analysis of PBL schemes by comparing WRF model and experimental data, Geosci. Model Dev. Discuss., 7, 6133–6171, www.geosci-model-dev-discuss.net/7/6133/2014/, doi:10.5194/gmdd-7-6133-2014, 2014.
Banks R.F., Tiana-Alsina J., Baldasano J.M., Rocadenbosch F., Papayannis A., Solomos S., Tzanis C.G., Sensitivity of boundary-layer variables to PBL schemes in the WRF model based on surface meteorological observations, LIDAR, and radiosondes during the HygrA-CD campaign, Atmos. Res., Vol. 176–177, pp. 185-201, https://doi.org/10.1016/j.atmosres.2016.02.024, 2016.
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