Authors’ response to comments by anonymous referee #1 on Atmos. Chem. Phys. Discuss., manuscript acp-2018-948, “Country-scale greenhouse gases budgets using shipborne measurements: a case study for the United Kingdom and Ireland.” by Helfter et al.
We thank the referee for recognising the uniqueness of the dataset presented in this paper and for recommending its publication in ACP. 
The referee’s comments are set in bold, our responses in italics and new text, quoted from the revised manuscript is highlighted in blue.
Major comments
· More explanation of how uncertainties were derived and inclusion of quantitative measures of uncertainty for all the components that make up the final uncertainty. 
The following methods paragraph (blue text) on uncertainties an error propagation was added to section 2.2.4 in order to provide an explicit treatment of the uncertainties on the calculated budgets.
Uncertainty and error propagation
In addition to the temporal variability ΔFc, (Eq. 4) we calculated the uncertainty on the total fluxes arising from the uncertainties on the individual terms of the mass balance equation. Noting that dx represents the distance travelled by the ship with speed vship during the infinitesimal time interval dt, Eq. 2 can be reformulated to express the partial flux fc through a 2-dimensional plane spanning the horizontal distance dx as a function of vship and dt (Eq. 5).  
			(5)
Applying the rules of error propagation, the error on the flux term fc (δfc) is given by (with Nair, the value of the integral of nair(z) evaluated over time step dt):
			(6)
Assuming that, (a) the uncertainty on dt is negligible, and (b) the uncertainty on the PBL height (zPBL) is the dominant error term in the integral of nair(z) between height zground and zPBL, Eq. 6 can be approximated as:
			(7)
Finally, similarly to Eq. 4, the total error on the flux Fc (δFc) calculated for a complete transect of the ship between xmin and xmax is given by:
 			(8)
The standard deviations of the individual terms in Eq. 7, calculated for each 5-minute averaging period and averaged over each nominal latitude bin, were used as proxies for uncertainties.
For disambiguation, the terminology used in the previous version of the manuscript was changed from “uncertainty” to “variability” throughout the document. In the revised manuscript, the term uncertainty denotes the error propagated using Eq. 7 and 8. Table 3 was updated and now provides both budget variability and uncertainty. 
Table 3. Seasonal and annual budgets for CO2 and CH4 for the United Kingdom (excluding Scotland) and Ireland estimated by a mass balance approach using concentrations measured at the Mace Head station (Republic of Ireland; 53 19’ 19.2’’ N, 9 54’ 3.599’’ W) and on board the freight ferry which serves the Rosyth (Scotland, UK; 56 1’ 21.611’’ N, 3 26’ 21.558’’ W) to Zeebrugge (Belgium; 51 21’ 16.96’’ N, 3 10’ 34.645’’ E) route. Seasonal budgets were calculated by year – where sufficient data was available; seasonal budgets were also derived using the entire dataset with and without segregation of the raw fluxes into day and night components. Annual budgets were calculated with and without seasonality and with and without day/night segregation. The variability and uncertainty terms were calculated using Eq. 4 and Eq. 7-8, respectively.
	Season
	Year
	Flux ± uncertainty (variability) [Tg]

	
	
	CO2
	CH4

	Winter
	2015
	-
	-

	Spring
	2015
	92.6 ± 21.1 (34.7) 
	0.43 ± 0.13 (0.11)

	Summer
	2015
	27.6 ± 79.5 (46.8)
	0.45 ± 0.72 (0.09)

	Autumn
	2015
	286.4 ± 35.4 (47.6)
	0.61 ± 0.07 (0.14)

	Winter
	2016
	-
	-

	Spring
	2016
	-
	-

	Summer
	2016
	131.6 ± 82.6 (36.5)
	0.39 ± 0.25 (0.09)

	Autumn
	2016
	261.3 ± 164.3 (56.4)
	0.75 ± 0.40 (0.16)

	Winter
	2017
	341 ± 17.2 (62.1)
	0.78 ± 0.05 (0.38)

	Spring
	2017
	197.5 ± 40.4 (27.9)
	0.49 ± 0.14 (0.07)

	Summer
	2017
	155 ± 81.8 (77.6)
	0.32 ± 0.14 (0.06)

	Autumn
	2017
	363.4 ± 12.1 (65.7)
	1.03 ± 0.04 (0.15)

	Winter
	2016 & 2017
	379.1 ± 26.6 (68.8)
	0.89 ± 0.08 (0.35)

	Spring
	2015 – 2017
	161.5 ± 30.9 (41.2)
	0.55 ± 0.08 (0.17)

	Summer
	2015 – 2017
	123.6 ± 76.9 (64.6)
	0.38 ± 0.25 (0.09)

	Autumn
	2015 – 2017
	250.2 ± 200.1 (57.8)
	0.72 ± 0.40 (0.16)

	Winter (day/night weighting)
	2016 & 2017
	357.8 ± 26.2 (66.8)
	0.82 ± 0.08 (0.34)

	Spring (day/night weighting)
	2015 – 2017
	162.5 ± 30.9 (55.0)
	0.57 ± 0.08 (0.22)

	Summer (day/night weighting)
	2015 – 2017
	127.7 ± 76.9 (78.7)
	0.39 ± 0.25 (0.12)

	Autumn (day/night weighting)
	2015 – 2017
	232.9 ± 57.8 (72.2)
	0.67 ± 0.16 (0.19)

	Annual (from seasonal budgets)
	2015 – 2017
	914.4 ± 218.1 (118.1)
	2.55 ± 0.48 (0.43)

	Annual (from seasonal, day/night weighted budgets)
	2015 – 2017
	881.0 ± 125.8 (137.5)
	2.44 ± 0.30 (0.47)

	Annual (no seasons)
	2015 – 2017
	708.3 ± 270.4 (241.9)
	2.1 ± 0.67 (0.63)

	Annual (no seasons, day/night weighted)
	2015 – 2017
	598.3 ± 250.1 (274.9)
	1.66 ± 0.60 (0.94)

	UK (Department for Business, 2017)
	2015
	415.1
	2.1

	RoI (Agency, 2017)
	2015
	38.4
	0.53

	Scotland (Inventory, 2018)
	2015
	30.8
	0.34

	Total inventory (UK – Scotland + RoI)
	2015
	422.7
	2.29

	Ganesan
(Ganesan et al., 2015)
	2012 - 2014
	-
	1.65 - 2.67

	Bergamaschi (Bergamaschi et al., 2015)
	2006 - 2007
	
	3.1 – 3.5 
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Finally, the relative contribution of each uncertainty term was evaluated for each season and year of the study and provided in Table S2 of the Supplementary Material document.
Table S2: Relative contribution of the individual uncertainty terms to the total uncertainty and total uncertainty on the calculated emissions budgets per season and year of the study. The difference between time-lagged and instantaneous emissions budgets illustrates the impact of factoring in the mean West-to-East air mass travel time in the selection of the reference concentrations measured at Mace Head. 

	
	
	Relative contribution to total uncertainty [%]
	Total uncertainty on emissions budget [%]
	Difference between time-lagged and instantaneous emissions budgets [%]
	

	Season
	Year
	Wind speed in PBL
	Molar density
	Mole fraction (enhancement above background)
	Projection angle θ
	Ship speed
	CO2
	CH4
	CO2
	CH4
	Mean air mass travel time ± SD [hour]

	Winter
	2015
	-
	-
	-
	-
	-
	-
	-
	-
	-
	14.7 ± 4.7

	Spring
	2015
	26
	4
	67
	0
	2
	23
	30
	2.6
	0.9
	15.8 ± 5.0

	Summer
	2015
	39
	3
	54
	1
	3
	288
	160
	14.5
	0.3
	23.1 ± 9.9

	Autumn
	2015
	48
	5
	43
	2
	2
	74
	11
	2.0
	0.3
	15.8 ± 5.0

	Winter
	2016
	-
	-
	-
	-
	-
	-
	-
	-
	-
	15.2 ± 0.5

	Spring
	2016
	-
	-
	-
	-
	-
	-
	-
	-
	-
	14.7 ± 2.6

	Summer
	2016
	45
	4
	49
	1
	2
	63
	64
	1.4
	0.5
	20.2 ± 8.8

	Autumn
	2016
	31
	3
	63
	1
	2
	63
	53
	0.2
	0.2
	16.4 ± 7.4

	Winter
	2017
	80
	7
	8
	1
	4
	5
	6
	0.4
	0.2
	13.5 ± 4.1

	Spring
	2017
	62
	7
	26
	1
	4
	20
	29
	0.5
	0.1
	16.4 ± 6.2

	Summer
	2017
	44
	4
	49
	1
	2
	53
	44
	2.2
	0.2
	18.3 ± 6.4

	Autumn
	2017
	71
	4
	20
	1
	4
	3
	4
	0.9
	0.2
	15.9 ± 4.8




· Discussion of what is included and what possible errors are excluded.
A paragraph was added at the beginning of section 4 (Discussion) which discusses the assumptions underpinning the mass balance approach and potential bias arising from using PBL height and wind speed extracted from WRF. 
“The mass balance approach presented here relies on simplifying assumptions to derive GHG budgets for a large part of the British Isles. The main assumptions are that a) the air masses travel West to East, b) the PBL height is constant over the spatial domain for each nominal averaging period, c) there is no loss or input of mass into the domain other than from land sinks/ sources, and d) the air is well-mixed over the entire PBL height. 
The data were filtered for westerly flow based on air mass back trajectories obtained from the HYSPLIT Trajectory model (NOAA Air Resources Laboratory, 2018) daily 72-hour runs at two coordinates: the Mace Head reference site and one ferry position halfway along its route. The back trajectories were run daily, commencing at midnight, and the air mass histories were assumed to be valid for an entire 24-hour period and for the entire spatial domain. Of the four main assumptions listed above, points c) and d) are the most subjective because they could not be verified nor quantified. Assumption a) (air mass travel from West to East) can be considered to be reasonably well-constrained owing to the data screening procedure at the pre-processing stage. Violations of the stationarity assumption (point b) due to significant changes in the mean PBL height at sub-hourly time step would either be captured, in part or entirely, during the next hourly averaging period, or go unnoticed in the case of very transient non-stationary events. Whilst the temporal variability of the mean PBL height for the spatial domain considered can be quantified and propagated through the emissions budgets calculations as measurement uncertainty, the potential bias between model output and observations is unknown. Recent studies have compared different WRF parametrisation schemes with observed PBL height and found that, in general, the YSU scheme used in this study performs reasonably well in terms of predicting PBL height with minimum bias typically observed before midday (Hu et al., 2010, Banks et al., 2016, Tyagi et al., 2018, Xu et al., 2018); however these studies also highlighted that model performance can vary significantly between sites and time of day, and that YSU tends to underestimate the PBL height over the sea (Tyagi et al., 2018). Comparisons between observations and model outputs of wind speed profiles for different parametrisation schemes also found substantial variability, both intra- and inter-model, with the YSU scheme exhibiting a tendency to overestimate wind speeds (Balzani, 2014, Tyagi, 2018). The formation of sea breezes adds another level of complexity to the modelling of PBL height and wind speed, in particular in the southern North Sea where the orientation of the coastlines and their proximity to one another have been shown to induce sea breeze formation and to influence sea breeze type and offshore extent (Steele et al, 2013; Steele et al., 2015). Furthermore, not all WRF parametrisation schemes are equal in performance with respect to sea breeze conditions; recent studies show that the YSU scheme used here exhibited the smallest bias for wind speeds measured onshore under complex sea breeze conditions (Steele et al., 2015) and that it also captured the temporal evolution of the atmospheric boundary layer height better than other schemes (Salvador et al, 2016).
Intrinsic, unquantifiable biases on the mixing layer heights and mean wind speeds derived from the WRF model are hence likely. Wind speed and enhancement above background concentration were found to be to dominant uncertainty terms, jointly accounting for over 80% of the total uncertainty in all seasons (Table S2 of the Supplementary Material). In contrast, nudging the baseline concentrations measured at Mace Head by a time lag estimated from the mean air mass travel time had only a very modest impact on the final budgets (Table S2). The two measures of errors proposed in this paper (based on temporal variability and total uncertainty through error propagation) yield on the whole comparable results, with the main discrepancy found for the autumn budget (years used: 2015-2017) where the total uncertainty was almost four-fold the value obtained by considering the temporal variability alone. The autumn uncertainty was brought in line with the temporal variability estimate for both gases when the day/night weighting was applied. Whilst the variability and the total uncertainty are useful as first approximations for the confidence in the emission budgets, they should be treated as potential lower limits because of the unquantified bias between WRF model outputs and actual values of the PBL height and wind speed.”
· In particular, more detail on estimates and assumptions of mixed layer height:
· Assumption of tracers being well-mixed: indeed but cannot be verified.
This comment is pertinent indeed, and we have added a comment to this effect in the new paragraph in section 4 (see above).
· Height of this layer remains constant in time:
The mean PBL height and associated standard deviation was calculated for hourly time intervals as outlined in the methods section 2.2.3 (also note new text in blue):
“The WRF model hourly output from the UK domain was used to calculate spatial means and standard deviations of the wind speed, wind direction, and the planetary boundary layer height. We estimate the spatial averages at a height of ~450 m (4th model layer) for an area defined as follow: lower left corner coordinates of 52.0 latitude and -10.0 longitude and the upper right corner of 57.0 latitude and 3.0 longitude. Time series of hourly averages of wind speed, wind direction and PBL height were constructed for the data period 01/01/2014 to 31/12/2017.”
· Better to use mixed layer [than PBL]
We agree with the referee that PBL and mixed layer heights are often used interchangeably but since the values used in this study were derived from the WRF model, we opted to use the preferred terminology of the WRF modelling community which refers to PBL rather than mixed layer. 
· My understanding is that the mixing layer was extracted from WRF and averaged over the history of the particle travel:
The mixing layer height was indeed extracted form WRF but on hourly intervals and independently of the particle travel time. This is outlined in section 2.2.3 quoted above. 
· What were these values [of mixed layer height]: 
The PBL height data extracted from WRF have now been summarised in Fig. S1 of the new Supplementary Material. Although hourly values were extracted from WRF, Fig. S1 presents daily means ± standard deviation for the sake of clarity. 
[image: ]
Figure S1: Daily mean PBL height (solid dots) and standard deviation (shaded ribbon) obtained by averaging the hourly values extracted from the WRF model with YSU scheme for the study period 2015-2017.
· How much variance in PBL depth occurred in this time?
We hope that the daily standard deviations shown in Fig. S1 of the new Supplementary Material adequately answer the referee’s question. 
· How were these PBL heights evaluated: extracted from WRF. How do we know a bias [on PBL height] isn’t present? How does the model do at representing mixing layers over the ocean, where the measurements were made?
· We have expanded Section 4 to discuss the uncertainty and bias between model output and observations, and we hope that the referee will find these comments sufficient. We also reviewed recent literature to answer the question about the representation of mixing layers over oceans.  We refer the reader to the text quoted under bullet point Discussion of what is included and what possible errors are excluded in this document.

· Are local sea-breeze effects important? 
Sea breeze effects are likely to be important. We have reviewed relevant recent literature and inserted comments regarding the treatment of sea breezes within WRF. We refer the reader to the text quoted under bullet point Discussion of what is included and what possible errors are excluded in this document.
· Is the PBL not changing over the course of the full downwind transect of the boat? If it is changing, how is that dealt with? 
The PBL height did exhibit changes of the course of a full transect and this is why we opted to use hourly-averaged values of PBL heights.
· How can observations be safely used at any time of day? 
Sufficient mixing throughout the PBL was hypothesised, although we acknowledge that the validity of this assumption might have been stretched at times (e.g. night time). The validity of and the uncertainty arising from this hypothesis of sufficient mixing could however not be tested nor quantified and we therefore accept it as a known unknown (this point is now explicitly discussed in Section 4; see quotation of new text under a previous comment regarding sources of errors).
Minor comments
· Page 2 line 9-11: This is misleading as a number of other papers have shown the possible role of OH (Turner et al., PNAS; Rigby et al., PNAS) and roles of fossil/fires (for example Wordern et al., GRL).

We agree with the referee’s comment and the paragraph has been extended as follows (new text in blue):
“At the global scale, total methane emissions from fossil fuels (from the fossil fuel industry and from geological seepage) have been relatively steady over the past three decades but research indicates that the estimates must be revised upwards by as much as 60%-110% (Schwietzke et al., 2016). Several mechanisms have been proposed to explain the recent rise in atmospheric methane; these include increases in emissions from microbial sources, which are meteorologically driven and can therefore exhibit substantial inter-annual variability (Dlugokencky et al., 2011; Nisbet, 2016; Schwietzke et al., 2016), a weakening of the hydroxyl (OH) chemical sink strength (Rigby et al., 2017; Turner et al., 2017) and an increase in fossil fuel contributions in the context of a stable OH sink and a downward revision of the biomass burning budget term (Worden et al., 2017).”

· Section 2.1.1: Is there filtering of potential contamination of stack air and/or passenger influenced air? If not, how justified? If so, how is the filtering done? 
Potentially contaminated data points due to on-board activities were indeed filtered out as part of the pre-processing data screening procedure described in section 2.2.1 but this filtering step was not explicitly described. We therefore added a bullet point before bullet point # 4 in section 2.2.1 which reads (new text in blue): 
“The relative wind direction measured on the ship (fixed reference point the prow of the vessel) was outside the range 150°-210°. This criterion was used to exclude data points potentially contaminated by on-board activities (e.g. emissions from chimney stacks).”
· Was the H2O correction for the Picarro validated/calibrated? 
We relied on the manufacturer’s own calibration and did not carry out an independent validation.
· Page 5 line 35: Please tell us what these mean travel times are and their variance.
The sentence has been extended to clarify this point:
 ”The baseline mole fraction used to calculate the upwind enhancement of compound c were time-shifted in order to account for the mean air mass travel time across the domain (time taken to travel West-East from the longitude of the Mace Head station to the location of the ferry at hourly mean wind speed derived from the WRF model; see Table S2 of the Supplementary material for seasonal mean values and standard deviations).”
See also Table S2 under an earlier comment in this document.
· 3.2 Diurnal variability: 
· Are these defined by observation time or by flux time? 
The discussion is done on the basis of observation time with an explicitly-stated caveat that “It is important to note the air mass transit time between the in- and out-flow points of the domain varied from a median of 11 hours in winter to 19 hours in summer, which means that the day and night periods did overlap”.  We consider this caveat to be sufficient and did therefore not add any additional comment.
· Use of data during not well-mixed conditions and what transects may show during time of PBL growth and collapse. Also, how do we know that night time measurements are not missing a large outflow occurring above the stable surface layer?
Good mixing of the air column and absence of mass leakage and ingress into the 3D spatial domain are two of the simplifying assumptions outlined in section 2.2.; whilst they could not be tested on a point per point basis, we assume that a sufficient number of observations were made to bring the mixing-related uncertainties in line with the overall measurement uncertainty. The discussion of uncertainties, including those arising from atmospheric mixing, has been extended, as detailed previously, and we hope that it answers this comment satisfactorily. 
· Inventories are mentioned but never really discussed in any detail. More explanation of the inventories and what is included/excluded would be valuable.

A new reference has been added, which provides a full description of the methodology used for UK emissions mapping.

BEIS (Department for Business, Energy and Industrial Strategy): UK Emission Mapping Methodology, available at https://uk-air.defra.gov.uk/assets/documents/reports/cat07/1812061112_MappingMethodology-for-NAEI-2016.pdf (last access 23 January 2019), 2016.

· Page 8 line 18: repeating point c.
This has been changed to d).
· Page 10 line 12: state here explicitly this implies the biosphere accounts for the difference as opposed to saying cannot compare with the inventory. Could also mention with biospheric model and/or constraints could directly compare.

The point that biospheric emissions account for the difference between the mass balance budget for CO2 and the inventory value is made on page 10 line 18. For this reason and also because we deemed it important to reiterate that the atmospheric inventory only considers anthropogenic sources, we opted not to change the wording of line 12. 
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