Response to Referee #1

We thank the reviewer for the useful suggestions tomprove the paper. The comments of the
referee are repeated in bold letters while our regpnse is given in normal text.

According to the comments of both referees, we chged to title of the paper, replaced X by [X],
and added error bars to the TIMED/SABER observatiors in Fig. 1-5.

We further carried out sensitivity runs with differ ent sets of Einstein coefficients and included a
new Figure 2. We also increased the uncertainty othe Einstein coefficients and added
uncertainties of SABER temperature, SABER OH(9-7)+®1(8-6) VER, and SABER O3, resulting
in larger total uncertainties of [O(3P)] and [H]. The discussion of potential error sources of
[O(3P)] was also extended.

The rate of OH(v=8)+0O(3P) was reduced in order to latain physically allowed [O(3P)] values,
which are slightly lower than in the previous paperversion.

Finally, a detailed comparison between the [O(3P)erived here and [O(3P)] from other studies
is also included in the section “Conclusions” and & explicitly state that out [O(3P)] should be
regarded as an upper limit.

General comments:

I know it’s a bit persnickety, but throughout the paper you need to be careful distinguishing
between X and [X], as is done in the equations. X not being derived, you

are deriving X densities, or deriving [X].

Done, we changed X to [X] throughout the paper.

If O3 is also a variable in the airglow model, cod you not compare the resulting O3 with
SABER values as a further constraint, in addition ® the SABER VER? Either way, it would be
interesting to see how the best fit model O3 compes to the SABER values, since those are not
related to OH (although if it is expected that SABR O3 values are too large, maybe this
wouldn’t work. Or could you compare to SABER O3 1.7 pm data?).

No, O3 is not a variable in this paper and was inbth from SABER observations at 9.6 um.
Comparisons with SABER O3 at 1.27 um are not ptssince these measurements are not available
during night. Recent comparisons between SABERt#igie O3 with MIPAS night-time O3 showed
that these two data sets agree within the correBpgrerror bars in the altitude region 80-100 knerov
the equator region (Lopez-Puertas et al., 2018 fig. 8 and 10). Thus, at least to our knowledge
there is no conclusive evidence stating that SABEgRt-time O3 is generally too large or too low.
The corresponding sentences in the paper wereaggthiand an uncertainty of about 10 % of SABER
O3 (Smith et al., 2013) was considered when esitmahe total error of derived [O(3P)] and [H]
profiles.

Thus, we added (l. 166-167):
“There are also SABER {measurements at 1.27 um but these observationsotigvailable during
night.”



rewrote |. 211-216:
“Finally, rewriting Eq. (1) enables the derivatioh[H] while [O(}P)] is calculated by substituting Eq.
(3) in EqQ. (1) and rewriting the resulting termfakbows:

[H] = OH(9-7)+0OH(8-6) VER

Gk [O,]

(4a)

OH(9-7)+0OH(8-6) VER
G(k3[02][|\/|] _kz [03])
(4b)
Air temperature and air pressure from SABER weredu® calculate [M], [@ (VMR of 0.21), and
[N2] (VMR of 0.78) as well as to convert SABER @WMR into [Os] via the ideal gas law.”

[OCP)1=

and added |. 549-554:

“Recent comparisons between MIPAS &d SABER Q@derived at 9.6 um were performed by Lopez-
Puertas et al. (2018). The authors showed that-tiigle O; from SABER s slightly larger than night-
time O; obtained from MIPAS in the altitude region 80-10@ over the equator (their Fig. 8 and 10)
but these differences are within the corresponéimgrs. Thus, at least to our knowledge there is no
conclusive evidence stating that SABER night-timg i©® generally too large. Nevertheless, we
considered an uncertainty of ©f about 10 % (Smith et al., 2013).”

Also, please comment on how initial conditions ofhe target species affect the results of the
model, i.e. have you tested this, what are the seabf any uncertainties the first guesses can add?
The target species [O(3P)] and [H] were derivedEly 4a and 4b, solely depending on OH airglow,
[03], [02], [M], and several rates of chemical gttysical processes involved (k1, k2, k3, G).

OH(9-7)+OH(8-6) VER
Gk [O;]

OH(9-7)+OH(8-6) VER
G (k3 [Oz][M] - kz [03]) .

[H] = : (4a)

[OCP)]= (4b)

During our sensitivity runs, we used different [@fBand [H] values based on different assumptidns o
the chemical and physical rates involved.

But we did not assume any a priori information©{3P)] and [H] to calculate these two target specie
and consequently there are no “initial conditiongthe target species [O(3P)] and [H] influenciheg t
model results.

Thus, we rephrased (l. 220-222):

“It is apparent from Eq. (4a-b) that any changeslied to the input parameters (Gz, @s, M, ki, ko,
ks) are balanced by the derived values of ) and [H], without assuming any a priori inforioat of
[O(°P) and [H].”



Specific comments:

Abstract should specifically indicate that the [Oland [H] profiles derived in this study are from
the SABER observations using an OH model informed yo SCIAMACHY and SABER
observations.

We rewrote the beginning of the Abstract as foll¢lv40-16):

“Based on the zero dimensional box model CAABA/MEGR&.72f, an OH airglow model was
developed to derive night-time number densitieatofic oxygen ([Of)]) and atomic hydrogen ([H])
in the mesopause region (~75-100 km). The profdéOCP)] and [H] were calculated from
TIMED/SABER satellite OH airglow emissions measuat@.0 um. The two target species were used
to initialize the OH airglow model, which was empally adjusted to fit four different OH airglow
emissions observed by the satellite/instrumentigardtion TIMED/SABER at 2.0 um and at 1.6 pm
as well as measurements by ENVISAT/SCIAMACHY of thensitions OH(6-2) and OH(3-1).”

L27: “high” should be “large” (as to not confuse wth altitude)
Sentence was rephrased.

L39 and onward: What is meant by “OH(v)"? Do you mean vibrationally excited OH? It should
be defined when it is first used as “vibrationallyexcited OH” or “OH(v>0)".

We rephrased |. 38-39 and adapted the text onward:

“This chemical reaction additionally leads to threquction of vibrationally excited hydroxyl radisal
(OH(v>0)) up to the vibrational level=9, ...”

L63: “last decades” sounds ominous. Should be spécj i.e. last three to four decades.
Done. Was changed as suggested by the referee.

L69: “of” should be “from”
Done.

L79: “individually” doesn’t sound right. Maybe, “Bo th airglow emissions were used to derive
separate data sets of O(3P) profiles™?

and

L80: “profiles” makes it sound as if only one profie was retrieved for each airglow feature.
Should probably be “data sets”.

Done. Sentence was changed to:

“Both airglow emissions were used to derive sepathta sets of [O)] and the best agreement
between these two [éK)] data sets was obtained ...”

L89: should be OH(v=9). Or define that OH(x) mean®©H(v=x).
Done, the notation of OH(x) was changed to OH(#hxpughout the paper.



L140: please fix the significant digit mismatch for‘837.5-848"
Done, was changed to: “837.5-848.0".

L183: by “issues” do you mean uncertainties?
We changed “issues” to “uncertainties”.

L205-208: should specify that the three-body reaain is the production of O3.
Was changed to:
“In the second step, chemical equilibrium of during night is assumed as follows:

k. [H][O,] + k,[OCP)I[O;] = k,[OCP)IO,]M] , 3)
meaning that @loss due to H and €R) (left side) is balanced bys@ormation via the three-body-
reaction O{P)+0O,+M (right side).”

L209: M is not the total density of air, M represeits an air molecule. [M] is the total density.
Was changed to:
“while M being an air molecule and [M] being the total nemtbensity of the air.”

L215-216: The wording makes it sound as if the SABE O3 was derived via the ideal gas law.
Did you mean to say that you're using SABER derive®3?

Yes, we meant that the O3 volume mixing ratios frGBABER were converted into O3 number
densities.

Thus, we rephrased this sentence to:
“Air temperature and air pressure from SABER weseduto calculate [M], [& (VMR of 0.21), and
[N2] (VMR of 0.78) as well as to convert SABER WMR into [O3] via the ideal gas law.”

L234-235: would suggest “well suited” as opposed twery suited”.
Done.

L248-250: the way this sentence is worded means thihe equation should be v=9. If that's not
the case, it should read something like “OH at aNibrational levels \<9”

The sentence was rephrased to:

“The reaction H+@ can populate Ok at all vibrational leveb<9 and the nascent distribution of
OH(v) was taken from Adler-Golden (1997).”

L264: | assume that by “added” you mean “applied” and not literally added.
Yes, you assumed right. Since a factor cannot Hedydve replaced “added” with to “applied”.

Figures 1-5: Why are there no error bars on the SABR observations?
We added error bars of OH(5-3)+0OH(4-2) VER in Fif.and a short description
as follows (I. 176-181):



“The total uncertainty of SABER OH airglow data ddeere comprises three different error sources.
Since we used climatology of the measurements $gee 2.2), there are sufficient samples that the
random noise component of the total uncertaingsgentially zero. The remaining two major terms are
the absolute calibration error (<5 %) and the “ibefi factor error (<3 %). Assuming a root-sum-
square propagation of the individual uncertaintibs results in a total uncertainty of about 6 &n6dll
data points presented in this study.”

L396: “probably” is not needed
Was deleted.

L402: They also seem to match within the error barabove ~92 km.

and

L402-404: | believe this sentence is missing an ifide value and a very important comma. Are
you intending to say, “The model still overestimate the measurements in the altitude region
above xx km, which might be related to O(3P) quenchg.”?

This section was rephrased as follows (I. 400-404):

“This new model is referred to as ;@D model” and the corresponding results are digolan Fig. 3

as red lines, showing that the simulated OH(6-2RM\{Ratches the observations within the error bars
below 85 km and above ~92 km. The model still os@ngates the measurements in the altitude region
~90 km, which might be related to ®j quenching (see Sect. 3.3).”

R8: this claims that you're only considering &v'<v-5, for v>6. If that were the case, then the
branching ratios for 8-4, and 7-3 should be 0, whig according to Table 2, they are not. Should it
be O<v'<v-4?

This is a typing error. It has to be ¥B” and not “v<v-5.

Thus, we corrected R8 to: OH{§)+0, — OH(V'<5)+0;,

L432: “Including R10b in the model...” is confusing.

In the v-4 scenario, are you including R10a and R1) or are you including only R10b and not
R10a. If it's the former, that would seem to implythat v'=v-4 can't occur at all (for v>6), and
then, again, the branching ratios for 8-4, and 7-3hould be 0. If it's the latter, then | agree that
the implication is that v’=v-5 (and not v'=v-4) isthe predominant pathway, which fits with the
values in Table 2. Please make the explanation dfi$ case clearer. (It's even more confusing in
the context of R8, which already says this pathwaign’t being considered.)

We meant the latter case, in which R10a is sulbstitby R10b.

Thus, we rephrased the sentence to: “Replacing BLGHL0b in the model...”

L460: Should be “that implied” instead of “which implied”.

Also, “implied” is somewhat vague and makes it souhlike you might not be sure (same with
“seems reasonable”).

Done. We changed “which implied” to “that showeditld'seems reasonable” to “is reasonable”.



Table 3: Reactions 11a-d seem to indicate that kldoesn't entirely decrease with v, which goes
against what's written in the text. This is touchedn a bit later, but not explicitly stated.

The rate of OH{=8)+O(P) was reduced and the corresponding explanatidreitext was extended as
follows (I. 473-486):

“The assumption that;(v) decreases at lower vibrational levels is suppolte the overall rate of
OH(v=7)+0OCP)->0OH(V")+O('D) at mesopause temperature which is suggested tmtihe order of
0.9-1.6x10"° cn?® s* (Thiebaud et al., 2010; Varandas, 2004). At leastur knowledge, the total rate
of OHV=8)+0FP)—-OH(V')+O('D) was not measured. Nevertheless, results repbstddlynczak et
al. (2018) and Panka et al. (2017, 2018) indichtg this rate might be slower than the value of
2.2x10% cn?® st suggested by Sharma et al. (2015). This is alsgirement with our findings here,
because applying zx310° cn? s* for ki1(v=9,8) results in non-physical [éR)] values above 90 km.
The corresponding value of [t))] e.g. at 95 km is about 1.25 times larger thaBER [O(P)] 2013
(Mlynczak et al., 2013a) which in turn is about5ltimes larger than the upper limit of [B{]
(Mlynczak et al., 2013b, their Fig. 4). This resul a factor of 1.1x1.25=1.44 (=44 %) above the
upper limit and cannot be explained by the uncetyadf the [O¢P)] profile derived here (40 %, see
Sect. 3.4). In order to obtain reasonable’fg}(values, it was necessary to lower the rate {§6%8) to
1.€x10"% cn? s*, and we therefore recommend(k=8)<1.6x10™° cnt® s as an upper limit to derive
physically allowed [OfP)] values.”

L528: “higher” should be “larger” as not to be confused with the discussion of altitude.
Done.

Figure 6: These plots would be much easier to reaslith boxed axes (ticks on the top and right).
Done.

Also, this would be a good spot to compare O3 antiew that the model O3 is (presumably) lesser
than SABER values.

As explained above, O3 was not a variable in thislys The [O3] used here was calculated from
SABER O3 VMR.

L632-635: Have you considered doing a similar studyncorporating OH(9-4), (8-3), and (5-1)
band VERs from OSIRIS?

Not yet because our project is focused on SCIAMACIdNservations. Comparisons between
SCIAMACHY and OSIRIS might be hard since both iostents are on board of two different sun-
synchronous satellites. The Odin satellite crotsesequator at 18 LT while ENVISAT crosses the
equator at 22 LT. Thus, there might be a few cation measurements but only at high latitudes. But
replacing SCIAMACHY data by OSIRIS data should besgble and it would be very useful to
compare the corresponding results to the resulisi®study.

Thus, we added in the text:

“Including additional OH transitions, like OH(9-40QH(8-3), and OH(5-1) from the Optical
Spectrograph and InfraRed Imager System (OSIRIS)aand the Odin satellite, might result in other
values and deactivation schemes. This could béjecof a future study.”



Summary: needs a bit more description at the end dhow [O] and [H] compare to the SABER
results and explaining the differences.

We added (1.653-663):

“The [H] derived here is systematically larger bfaeator of 1.5 than SABER [H] reported in Mlynczak
et al. (2018) which is primarily attributed to thelower OHY=8)+0, rate. Our [O{P)] values in the
altitude region below ~87 km are in agreement withe corresponding errors with the results found i
Mlynczak et al. (2018) and Zhu and Kaufmann (20d&)are lower than the values presented in Panka
et al. (2018). However, we think that the resultshe latter study are too large because the asithor
falsely assumed too fast OW¢O, rates. In the altitude region above ~87 km, th€R§) shown here

is generally larger than the values reported irsg¢hthree studies up to a factor 1.5 to 1.7. These
differences are attributed to the faster rates différent deactivation channels of OBHOCP).
Therefore, it is indicated that we might overestenpDCP)] above >87km and we suggest that our
results should be interpreted as an upper limitwéier, a final conclusion cannot be drawn at this
point due the large uncertainties of the ratesrassito derive [OP)].”



Response to Referee #2

We thank the reviewer for the useful suggestions tomprove the paper. The comments of the
referee are repeated in bold letters while our regpnse is given in normal text.

According to the comments of both referees, we chged to title of the paper, replaced X by [X],
and added error bars to the TIMED/SABER observatiors in Fig. 1-5.

We further carried out sensitivity runs with differ ent sets of Einstein coefficients and included a
new Figure 2. We also increased the uncertainty othe Einstein coefficients and added
uncertainties of SABER temperature, SABER OH(9-7)+®1(8-6) VER, and SABER O3, resulting
in larger total uncertainties of [O(3P)] and [H]. The discussion of potential error sources of
[O(3P)] was also extended.

The rate of OH(v=8)+0O(3P) was reduced in order to latain physically allowed [O(3P)] values,
which are slightly lower than in the previous paperversion.

Finally, a detailed comparison between the [O(3P)erived here and [O(3P)] from other studies
is also included in the section “Conclusions” and & explicitly state that out [O(3P)] should be
regarded as an upper limit.

General comments:

This study proposes a new OH airglow model to reteave O and H densities in the mesosphere.
The OH model is empirically developed to simultanagsly fit four OH emissions observed by the

SABER/TIMED instrument at 2.0- and 1.6-microns as wll as the OH(6-2) and OH(3-1) bands

measured by SCIAMACHY/ENVISAT. The authors show tha using adjusted rate coefficients

and specific state-to-state relaxation mechanismthe OH model reproduces the four emissions.
However, they retrieve very high O and H concentraons.

The concept of fitting four emission bands simultagously is promising as it may constrain

unknown parameters involved in modeling OH emissiog The conclusions regarding their new

OH model, however, are speculative as model inputsed in the study to simulate emissions have
larger uncertainties than the authors claim (i.e. Estein coefficients, ozone concentration).

Accounting for these uncertainties will significanly alter the results of this paper.

Further, the authors show that the applied OH modelretrieves unrealistically high atomic
oxygen and hydrogen in the MLT. Recent publicationgs.f. Kaufmann et al. 2014, Mlynczak et al.
2018, Panka et al. 2018, and Zhu and Kaufmann 2018pve shown that [O] densities retrieved
using SABER and SCIAMACHY measurements are much loer (by up to a factor 2 and more)
than those retrieved in this study, specifically fom 85-100 km. The model development (and the
rate coefficient adjustments) must have a goal toetiably retrieve atmospheric properties from
the observations. The very high [O] and [H] retrieed with the help of the new model indicates
that there are still major flaws (it does not matte that it fits all selected emissions, this system
has a very large number of unconstrained variables)The paper needs major revisions before
making physical sense and being suitable for publktion.

We lowered the total rate of OH(v=8)+0O(3P) and &eecthe validity of our [O(3P)]. Taking into
account the uncertainty of O(3P) derived here,[@(BP)] results are now physically justified betwee
80 km and 95 km based on radiative and energetist@ints reported in Mlynczak et al. (2013b). The
estimation of total [O(3P)] uncertainty was extethdby additionally including uncertainty of SABER



03 (~10 %; Smith et al., 2013), SABER temperat@r&o( Garcia-Comas et al., 2008) and SABER OH
airglow emissions (6 %).

We also carried out sensitivity runs with differelatta sets of Einstein coefficients to test theipact

on our results. As a consequence, the uncertainBmstein coefficients was increased from 10 % to
30 %.

We added an extended comparison of our model sesith recent results presented by Mlynczak et
al. (2018), Panka et al. (2018), and Zhu and Kanim@018). We further explicitly stated that our
[O(3P)] should be viewed as an upper limit in théuwme region above 87 km. However, despite that
our [O(3P)] results are larger than the [O(3P)ihese three studies, our results are physicalbyvaid,
while conditions of chemical equilibrium of O3 akso valid. Additionally, we did not claim that our
results are undeniable truth. But we think that study makes justified assumptions which is sfill o
value for publication.

A detailed response is presented below, when aisygvgour specific comments.

Instead of fitting four emission bands while simulaneously retrieving [O] and [H] densities, |
recommend for the revised study, to concentrate oretrieving [O] and [H] densities but only fit
three emission bands (as will be discussed belovinet OH(6-2) emission band is unreliable and
taking into account its large uncertainty will alter the results of the current study).

We agree that SCIMACHY OH(6-2) VER is relativelyisya But this issue was taken into account by
the relatively large error bars of these measurésnand even these relatively large uncertainties
cannot explain all the differences of OH(6-2) VERtWeen the Base model and SCIAMACHY
measurements. Additionally, the major impact of &af VER on our model results is the suggestion
that OH@>7)+0O2 primarily contribute to ORE5)+02.

However, the corresponding changes in the OH madad@lccount for an increase of [O(3P)] and [H] of
about 10 %. And the impact on the derived [O(3PJfife also decreases with increasing altitude. The
large [O(3P)] values above 90 km are primarily eauly different OH(v)+O3P rates and the assumed
deactivation paths. Thus, we kept SCIAMACCHY OH{6vER observations in our study.

Further, the authors must demonstrate how the rateglerived from zonal mean profiles fit real
single scans in three emission bands.
This was done in Sect. 3.4 (I. 593-618) where walyaed the relation between [B]] and OH(9-
7)+0OH(8-6) VER presented in Fig. 7.

Specific comments:

Line 1.

The title states “New insights in OH airglow modeihg...”. The proposed new "insights" are
highly speculative and are inconsistent with exigstg theory and experiments. The authors need to
first show that reliable [O] and [H] can be derived when their OH model is applied before
claiming any new insights.

The title was changed to: “Model results of OH kivg considering four different wavelength regions
to derive night-time atomic oxygen and atomic hyggnoin the mesopause region”



In the introduction section, discussion regarding lhe current progress of [O] and [H] retrievals
using SABER and SCIAMACHY instruments is missing. Retrieving these two parameters are a
key point of this study and no background is givenPlease cite recent [O] and [H] retrieval
studies and their proper discussion.

We added (I. 100-117):

“The newly suggested rates of GHOECP) were applied in different models to derive J0){ in the
mesopause region. Mlynczak et al. (2018) used SABERairglow emissions observed at 2.0 um to
derive [OfP)] and assumed rates of x10° cn?® s* and 1.:x10™° cn?® s* for OHW=9)+0O¢P) and
OH(v=8)+O(P), respectively. They further stated that deatitweof OHE=9)+OCP) has to occur via
single-quantum quenching and that the @8)+0O, rate has to be smaller than known from laboratory
measurements to get global annual energy budgenhedr balance. Panka et al. (2018) simultaneously
investigated SABER OH airglow emissions measurétiGfim and 1.6 pm, while applying faster rates
for OH(V=8)+O(P) and OH{)+0O,. Their [OfP)] values agree within the corresponding errota tie
results reported by Mlynczak et al. (2018) abové kB but are larger in the altitude region below.
The authors also demonstrated the high sensitbfitye derived [OFP)] from OEP) quenching rates
applied in their model. Zhu and Kaufmann (2018)lyred SCIAMACHY OH(9-6) transition. They
used a value of 2x310%° cn? s* for OHE=9)+OCP) which is lower than the one applied in the two
previous studies, resulting in generally lower¥e){ values in the altitude region above 87 km. Thei
rate for OHY=9)+0, lies between the corresponding rates of the twerastudies, and consequently
their [OCP)] is also between the [8R)] values of these two studies below 87 km. Thasent
publications indicate that the rate of @H®,8)+O¢P) might be slower than previously suggested in
Sharma et al. (2015). But this problem needs furditiention because all three papers derive diftere
[OCP)], depending on the data sets investigated.”

Lines 205-216.

The retrieval of [O] and [H] are both dependent onthe [O3] volume mixing ratio. The authors
used nighttime [O3] taken from SABER.

The nighttime SABER [O3] has never been rigorouslyalidated, nor is there a paper discussing
its retrieval approach. Differences between WACCM ad SABER [O3] are roughly a factor of 2
(Smith et al. 2014) and, therefore, one cannot relyn SABER [O3] as an input parameter.
Additionally, in Mlynczak et al. 2018, the conclusin is made that current SABER daytime [O3]
and, supposedly, the nighttime one is too high bag@n a significantly lower [O] retrieved in that
study. It is clear from equation 4a and 4b that anyariation in [O3] will have a significant effect

on [O] and [H]. For the revised study, | recommendusing inputs taken from a self-consistent
photochemical model like WACCM instead of ones take from retrievals, which are not
supported by any other studies. Additionally, uncefainties in the retrieved parameters due to
large uncertainties in the [O3] must be estimatedrad discussed.

It is correct that chemistry-climate models like WM optimally contain descriptions of the state-of-
the art of all known processes and usually proadgiite realistic representation of reality. Howeve
these model results do not describe the “true’estéithe atmosphere at any given point in time and
space. Consequently, a comparison of models reantlsobservations might be used to validate a
model, but certainly not the observations.

In particular, WACCM has a well-known deficit of éaxygen, so it is not surprising that the
WACCM 03 is less than SABER O3 or O3 obtained frany other measurement. This is a long-
standing issue with WACCM and its predecessors. ddgime SABER O3 excess is certainly clear
between 60 and 80 km. It may also be above thatboin Mlynczak et al. (2018) and Smith et al.
(2014) could not conclude that above 80 km theideySABER O3 is too large.



The same is true for SABER night-time O3. Mlynczlal. (2018) state that since “the cause of the
larger daytime SABER ozone is not known, it is gessible that the SABER night O3 is also too
large.” This means that they cannot exclude anestienation of their SABER night-time O3 because
they do not know the reason behind SABER O3 day&miegancement. But SABER night-time O3
might not have the same problem as SABER daytimeT@8re are two candidates for the daytime O3
enhancement: One is the interfering bands of da&yt@®©2 that are not properly accounted for.
Secondly, there might be an out-of-band light leathe spectral filter. Even if it is an out of lshieak,

it may not be an issue at night-time.

Furthermore, recent comparison between MIPAS O3SBER O3 (Lopez-Puertas et al., 2018) did
not show conclusive evidence that SABER night-tidf is generally too large between 80 km and
100 km.

Thus, we think SABER night-time O3 inside the tispace interval of interest is not less reliablentha
any other data set and we did not replace SABERTB8.corresponding sentences in the paper were
rephrased and an uncertainty of 10 % of SABER Q8it{Set al., 2013) was assumed and included in
the calculation of the total [O(3P)] uncertainty.

We added in the paper (l. 549-556):

“Recent comparisons between MIPAS &d SABER @derived at 9.6 um were performed by Lopez-
Puertas et al. (2018). The authors showed that-tiigle O; from SABER is slightly larger than night-
time O; obtained from MIPAS in the altitude region 80-10@ over the equator (their Fig. 8 and 10)
but these differences are within the corresponeimgrs. Thus, at least to our knowledge there is no
conclusive evidence stating that SABER night-timg i© generally too large. Nevertheless, we
considered an uncertainty of; @f about 10 % (Smith et al., 2013). The uncenaiot SABER
temperature was estimated to be lower than 3 %c{&&omas et al., 2008) while the total uncertainty
of SABER OH(9-7)+0OH(8-6) VER was assumed to be &bd (see Sect. 2.1.2).”

Lines 296-327.

“...we exclude the Einstein coefficients as a poteuti fundamental error source.”

| do not agree with this statement. The new constrat imposed using the OH(6-2) emission band

is unreliable. This band has a very small Einsteircoefficient. The authors do not go into detall
regarding the numerical differences among the litesture of the OH(6-2) emission rate, but state
that they are consistent.

The authors use the OH(6-2) coefficient taken fronXu et al. 2012 which is 1.767 sec-1. A more
recent publication by Brooke et al. (2015) recalcalted OH Einstein coefficients and found a rate

of 1.16 sec-1 for the same transition. The rate ofu et al. (2012) is approximately 50% larger
than that of Brooke et al. (2015) and would signiéantly change the OH(6-2) emission profiles in
Figures 1-5 as well as the results in Tables 2 ai®d The ab initio calculations of van der Loo and
Groenenboom (2007, 2008) give values that are evamaller than Brooke et al. (2015) - the OH(6-

2) emission rate of Xu et al. (2012) is 75% largethan that of van der Loo and Groenenboom
(2007, 2008). Evidently, the issue of the OH Einsitecoefficients is not yet settled.

The problem of all these data sets of Einsteinfaefts is that the results strongly depend on how
good the representation of the Hamiltonian for ®E molecule is which is used to solve the
Schrodinger equation. It is expected that the ¢aficns improve with time, but not necessarily at
these large quanta changes. Multi quanta transit@ihmore than 2 quanta have small Einstein
coefficients and are generally hard to model arclutate.

Also, it is inappropriate solely focusing on then&ein coefficient of OH(6-2) because errors o§ thi
single transition might be partly compensated lbgrerof other OH transitions. However, we agree



with the referee that different Einstein coeffidiadata sets have to be taken into account before
excluding them as a potential error source.

Thus, we carried out sensitivity runs and the tesate displayed in Fig. 2 (see next page). We also
rephrased and extended the corresponding sectibie iext as follows:

“Since the overestimation of the Base model is @sfig large for OH(6-2) VER, an impact of the
Einstein coefficient of the corresponding transitimust be considere®egarding this aspect, we have
to point out that studies based on HITRAN 2004 datshould be viewed more critically, because of
erroneous OH transition probabilitie3he Einstein coefficients used in this study weeeently
recalculated (Xu et al., 2012, their Table Al) aodrespond to a temperature of 200 K, which is very
close to mesopause temperature. Furtherntioese Einstein coefficients are consistent withualuesof

the HITRAN 2008 data set (Rothman et al., 2009)welcer, there are several other data sets of
Einstein coefficients found in literature that midead to different results. We therefore carried o
sensitivity runs, using the Einstein coefficiengparted by Turnbull and Lowe (1989), Nelson et al.
(1990), van der Loo and Groenenboom (2007), Xul.e{2812; =Base model), and Brooke et al.
(2016). The corresponding results are present&igure 2 and show considerably large differences in
case of OH(6-2) VER which are about a factor ofetiween the highest and lowest model output. In
contrast, the individual simulations of OH(5-3)+@{) VER and OH(3-1) VER are rather consistent
and vary only by ~10 %. These results emphasize th®choice of the Einstein coefficients is a
potential error source for higher quanta transgion

Regarding the credibility of the Einstein coeffialig, it is generally assumed that the calculation
improve with time. However, this is not necessatile at quanta changes >2 because it all depends o
how good the representation of the Hamiltoniantf@ OH molecule is, that is used to solve the
Schrodinger equation. Multi quanta transitions xfamfa have small Einstein coefficients and are
generally hard to model and calculate. The assedsofighe Einstein coefficients requires a detailed
analysis of the corresponding calculations, whishbéyond the scope of this study. We therefore
cannot exclude the values used in the Base modepagential error source, but we also think that o
choice of the Einstein coefficients from Xu et @012) is reasonable. Additionally, these values
represent approximately the average model outpall éive data sets considered here, while the rhode
results based on Nelson et al. (1990) and van der and Groenenboom (2007) represent the
variability. Thus, we will not replace the Einsteioefficients by Xu et al. (2012) in our model ketp

in mind that they might be too large.

Furthermore, the best agreement between the obsrvand the model was obtained by applying the
Einstein coefficients reported by van der Loo amddBenboom (2007). But even in this case, the
model still overestimates the observations of &l t@ansitions in the altitude region between ~80 km
and ~86 km. This pattern strongly supports the ssijon stated above that the rates and schemes
associated with Oh)+O, are incorrect.”

We further added in the Conclusions (I. 635-637):
“Also note that the Einstein coefficients used harght be in error (see Sect.3.1; Fig. 2). Thissdoet
affect the two general conclusions drawn abovenmutid impact the empirically derived rates.”
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Figure 2 : Same as Figure 1 but for different sets of Einsteiefficients from literature, namely N90 (Nelsetral., 1990), TL89
(Turnbull and Lowe, 1989), X12 (=Base model; Xkt 2012), B16 (Brooke et al., 2016), and vdLG@an(der Loo and Groenenboom,
2007).

To make matters worse, the SCIAMACHY OH(6-2) band dsplays a signal count two orders of
magnitude smaller than that of the OH(3-1) band. Tk uncertainty of the VER signals for these

two bands will be vastly different. Finally, becaus these two bands have a different Delta v and
values of Einstein coefficients that are differentoy more than one order of magnitude, the

uncertainty of the OH(6-2) band will be much larger

Therefore, both the observed low VER signals and thlarge uncertainty in the value of the

Einstein coefficient indicate knowledge of the OH(&) band is highly uncertain. As a result, the

OH(6-2) emission band cannot be confidently used toonstrain OH modeling parameters. For



manuscript revisions, | recommend to redo this stug using only three OH emission bands. An
alternative would be to validate the intensity of he OH(6-2) band by comparison with the OH(6-

3) profile, which should be within the capabilitiesof SCIAMACHY.

We agree with the referee that SCIAMACHY OH(6-2)redatively noisy but this was taken into
account by the larger error bars presented in Fig. These error estimates are based on the random
noise at altitudes above the OH emission (l. 147y Hhd we do not see any reason, why the OH(6-2)
band should be omitted here because of low signabise ratio.

Additionally, including OH(6-2) does not considerabffect the [O(3P)] derived here (~10 %) and the
impact also decreases with increasing altitude. él@n based on the OH(6-2) emissions, we suggest
that OHP>7)+02 primarily contribute to OWE5)+02.

Thus, we did not exclude SCIAMACHY OH(6-2) from ostudy. Whether future studies will obtain
similar results or strongly disagree with our sugga cannot be known. But suggesting a new idea is
not wrong even when based on relatively noisy batause these uncertainties were considered.

Lines 574-592.

“Applying their suggested limit, we found that in aur case chemical equilibrium of O3 is
probably true only above 80 km.”

Recent studies have shown that the [O] and [H] reieval approach used in this study may be
flawed (Belikovich et al., 2018; Kulikov et al., 207, 2018) and can introduce additional
uncertainties. The authors addressed these issuesry briefly here, but this needed to be more
rigorously discussed. To say just simply “probably true” is insufficient. Additionally,
uncertainties of the final results related to a prbable chemical equilibrium breakdown need to

be estimated and discussed.

This section was rearranged and extended as fallows

“The second aspect influencing the quality of theived profiles is the assumption of chemical
equilibrium of Q, represented by Eq. (3). This issue was recemigstigated by Kulikov et al. (2018),
which carried out simulations with a 3-D chemiagansport model and demonstrated that a wrongly
assumed chemical equilibrium of;@nay lead to considerable errors of derived®f}(and [H]. In
order to test the validity of chemical equilibriuof Os locally, the authors suggested that OH(9-
7)+0OH(8-6) VER has to exceed x@xB, with B including several chemical reaction rates invajvin
Oy and HQ species. Note that this criterion requires simmdtausly performed temperature and OH
airglow measurements. Furthermore, this criterisrbased on the assumption that the impact of
atmospheric transport on chemical equilibrium aof i© negligible. Since our experiments fit these
conditions, we applied their suggested limit andnfib that in our case chemical equilibrium of I©
valid above 80 km. We have to point out that threntéchemical equilibrium of & refers to Q that
does not deviate more than 10 % fromi® chemical equilibrium (Kulikov et al., 2018, th&qg. 2).
Assuming that @is always 10 % above or below @ chemical equilibrium introduces an uncertainty
of about 10 % at 80 km and 20 % at 95 km, additlprta the total uncertainty of [GP)] and [H]
estimated above. However, such a worst case soesarather unlikely while it is more realistic tha
O3 actually varies around its chemical equilibriummcentration. Thus, an over- and underestimation
of derived [OfP)] and [H] are assumed to compensate each otbesefuently, we conclude that the
impact on the total uncertainty of {P)] and [H] due to deviations from chemical equiliin of O; is
negligible, but only because the previously uséemon is valid.”

Lines 615-617.
“... we think that the O(3P) and H derived by the Besfit model provides reasonable results
between 80 and 95 km.”



The [O] derived looks somewhat reasonable only beko87 km, but not above this altitude. At 95
km, the retrieved [O] is at least two times largerthan Mlynczak et al. [2018] and more than a
factor of 5 at 100 km. It has also been discussed detail that high [O] will disrupt the energy
balance in the MLT (Mlynczak et al. 2013, 2018) andhfluence temperature retrievals. If, in the
revised study, the retrieved [O] and [H] remain hidn, then please demonstrate how it impacts the
heating and cooling of MLT and discuss in detail pssible ways to overcome the corresponding
energy budget imbalance.

We compared our [O(3P)] derived here with the maxmO(3P)] physically allowed by radiative
constrains (Mlynczak et al., 2013b) and had to stdpur model to derive lower [O(3P)] values. This
was done by reducing #v=8) from 2.:x10%° cn?® s* to 1.6¢x10™ cn® s. Now, our [O(3P)] matches
the upper limit suggested by Mlynczak et al. (2018ibhin the corresponding errors.

Thus, we added in the text (I. 474-486):

“At least to our knowledge, the total rate of @Eg)+OCP)—>OH(v')+O('D) was not measured.
Nevertheless, results reported by Mlynczak et24118) and Panka et al. (2017, 2018) indicate thiat t
rate might be slower than the value of x1®'° cn?® s* suggested by Sharma et al. (2015). This is also
in agreement with our findings here, because apglgi:x10™° cnt® s* for k;3(v=9,8) results in non-
physical [O¢P)] values above 90 km. The corresponding valugO¢tP)] e.g. at 95 km is about 1.25
times larger than SABER [éR)] 2013 (Mlynczak et al., 2013a) which in turnaBout 1.15 times
larger than the upper limit of [€R)] (Mlynczak et al., 2013b, their Fig. 4). Thisués in a factor of
1.15x1.25=1.44 (=44 %) above the upper limit and cartmotexplained by the uncertainty of the
[OCP)] profile derived here (40 %, see Sect. 3.4)oritter to obtain reasonable fiBf] values, it was
necessary to lower the rate ofi(¢=8) to 1.6x10™° cn® s*, and we therefore recommend
ki1(v=8)<1.8x10"° cn? s* as an upper limit to derive physically allowed {P)] values.”

Line 638-639.

“Furthermore, it cannot distinguish between OH(5) aand OH(4) as a well as OH(9) and OH(8),
and consequentially errors in OH(5) and OH(9) mightbe compensated by errors in OH(4) and
OH(8) or vice versa”.

This is a troubling statement as your main resultsn Table 3 (R11la, R11b, R1llc, R11d, and
R11g) involve these levels and describe rate coefénts for specific state-to-state reactions. This
statement needs to be clarified. It sounds as if ydreat OH(9)+OH(8) as a combined, single level
as well as OH(5)+0H(4). Is this true? If you cannodlistinguish between certain vibrational levels,
then how can you determine rate coefficients for geific vibrational levels?

Yes, the SABER OH airglow emissions are a sum of®©H VER and OH(8-6) VER as well as
OH(5-3) VER and OH(4-2) VER. We therefore cannatidguish between OH(9) and OH(8) as well
as OH(5) and OH(4).

However, when analyzing ObH9)+O(P)—OH(0<v’' <v-5)+0('D), we can still draw some conclusion
because this reaction can deactivate \&#d] only to OH<4) but not OH¢=5). Thus, even if we
cannot distinguish between OH{E) and OHy=4) we can estimate a branching ratio of
OH(vV=9)+0O(P) — OH(V=4)+O{D) if the total rate of OH[=9)+O(P) — OHu<4)+O{D) is known.
Furthermore, the rates of the individual paths gmé=d in Table 3 are only a suggestion and not the
main result. The main result of Table 3 is that thial loss rates of R11 are indicated to be slower
compared to the values suggested by Sharma eRGil5). These total rates presented here are a
simplified solution in accordance with the raredediory experiments available and the OH transition
considered. But as stated in the conclusion (I-&32): “Including additional OH transitions, ..., rhig
result in other values and deactivation schemes.



We rearranged this section as follows (. 638-646):

“Furthermore, our OH airglow model is based on tifa@sitions OH(9-7)+OH(8-6), OH(6-2), OH(5-
3)+0OH(4-2), and OH(3-1) only. Therefore, our modeés not provide any information of OH@). It
further cannot distinguish between QH) and OH¢=4) as well as OH=9) and OH{=8),
respectively, and errors in O¥5) and OH¢=9) might be compensated by errors in @) and
OH(v=8) or vice versa. Consequently, the rates of tlkvidual deactivation channels presented in
Table 2 and Table 3 should be viewed as a suggestity. But these issues will only be solved
eventually when future laboratory experiments pievthe corresponding O¥W¢O, and OH()+OCP)
relaxation rates and deactivation channels. Negks$ls, we have to emphasize that the shortcomings
of our model do not affect the two main conclusidrewn in this study.”

Tables 2 3. It is not clear if the results in Tabl&€ and 3 describe the Best-Fit model discussed in
the conclusion. Table 2 shows empirically determirte branching ratios of the OH(v) + O2
reaction for only VER observations “below 85 km” while Table 3 shows the branching ratios of
the OH(v) + O(3P) reaction for only VER observatios “above 85 km”. The lack of consistency
adds confusion to the findings of this study. Pleasclarify this. Is there not a best-fit model for
altitudes 80-100 km?

The individual model steps were always fit to tméire altitude interval 80-100 km. But OH(v)+02
quenching is more important below 85 km while OH@J3P) becomes dominant above 85 km.
Therefore, these altitudes were added in the aapfithe tables.

But since this caused confusion we deleted “bel®vkB)” and “above 85 km” in the caption of
Table 2 and 3.

Table 3.

The two most important processes (largest rate cdefients) estimated from the best fits are not
energetically allowed! Processes R11a and R11c drighhly endothermic processes by ~3000 cm-1
and 2000 cm-1, respectively.

The processes OW9)+O(3P}>0OH((V=4)+O(1D) and OH{=8)+0O(3P)»0OH(v=3)+O(1D) are not
findings of this study. They were adapted from @HOCP)—OH(0<v’'<v-5)+O(D) suggested by
Sharma et al. (2015) and were also included inro@i¢ airglow models (e.g. Panka et al., 2017,
2018). Therefore, for details about their credipilwe refer to Sharma et al. (2015, and references
within).

Additionally, the state-to-state rate coefficientsn Table 3 for the OH+O(3P) reaction appear to
be in contradiction with the findings of Kalogerakis et al. (2016), who measured a large rate
coefficient attributed to the resonant reaction OHQ)+O(3P)-»0OH(3)+0O(1D). These results are
non-physical and must be revised.

Kalogerakis et al. (2016) only reported that @¥f)+O(3P)>OH(V=3)+O(1D) is an important
deactivation channel of Ob£9)+O(3P)>products. They did not provide any rate or branghiitio

of the channel. To our understanding, “importanttams “not negligible” but it does not mean
“‘dominating”. Thus, we assumed that @H9)+0O(3P}»OH((v=3)+0O(1D) has to occur but this channel
is not necessarily the fastest deactivation patdtéfu=9)+O(3P).



This was stated in the text (I. 490-493):

“However, not much is known about the individualamching ratios of R11 except that
OH(vV=9)+0fP)->0OH(V=3)+O¢D) is an important deactivation channel but notessarily the
dominating one (Kalogerakis et al., 2016).”

As stated above, it seems most likely that fittinghe highly uncertain OH(6-2) signal that has
large systematic errors have skewed the results dfiis paper. Removing this constraint may
bring the revised OH model into better agreement wh recent laboratory and modeling studies

as well as retrieve reasonable [O] and [H].

As we wrote above, we took into account that OH &R is a relatively noisy signal by considering
the relatively large error bars. Also, OH(6-2) does considerably affect derived [O(3P)] and [H]
values (about 10 %).

Furthermore, we have to emphasize that, at leastit&knowledge, the rates and deactivation schemes
applied in the OH model are not in conflict with XNaboratory measurements but partly disagree
with other model studies. However, the intentionha study was not to match other model studies bu
to review recent rates and deactivation schemes,cansequently provide [O(3P)] and [H] values
based on justified assumptions.

Figures 1-5.

Why are there no error bars displayed for the measted OH(5-3)+OH(4-2) VER emissions
despite error bars displayed for the OH(6-2) and OK3-1) emissions?

We added error bars of OH(5-3)+0OH(4-2) VER in Fif.and a short description

as follows (I. 176-181):

“The total uncertainty of SABER OH airglow data ddeere comprises three different error sources.
Since we used climatology of the measurements $gee 2.2), there are sufficient samples that the
random noise component of the total uncertaingsgentially zero. The remaining two major terms are
the absolute calibration error (<5 %) and the “ibefi factor error (<3 %). Assuming a root-sum-
square propagation of the individual uncertainties results in a total uncertainty of about 664l
data points presented in this study.”

In general, the concept of fitting the zonal mean npfiles for three OH bands is questionable.
Operating with zonal mean profiles only, the authos are essentially fitting a single scenario (four
individual signal scans). They must demonstrate howhe rates derived from zonal mean profiles

fit real single scans in measured emission bandshiB will show whether the derived rates have
any value for practical analysis of measurements dfoth instruments.

We used climatology instead of single scans bectheséndividual scans are too noisy to derive any
reliable rate coefficients. We are aware that degiyO(3P)] and [H] based on zonal mean climatology
instead of a scan-to-scan basis does introducéi@uli uncertainties. In particular, this approdaits
when linearity between [O(3P)] and OH(9-7)+OH(8YER breaks down.

But this issue was considered in Sect. 3.4 (I. 693;: Fig. 7):

“The last problem lies in the fact that the apploased here (see Sect. 2.2) has to be applied to
individual OH airglow profiles to derive [é®)] and [H] correctly. However, the individual seaof
OH(6-2) were too noisy to analyze single profilesl ave therefore used climatology for all input
parameters. By investigating individual OH airglgwofiles, we would derive individual [éR)]
profiles and eventually average them to the medrP)Pprofile. While in our case, we directly derive
the mean [OP)] profile. This makes no difference as long as rlation between OH airglow and



[OCP)] is a linear one. But Eq. (4b) shows that tHatien between [OP)] and OH(9-7)+OH(8-6)
VER is only approximately linear becauealso depends on [éR)], as represented by the terfs
and C,,. The linearity between OH(9-7)+OH(8-6) VER and )] of an air parcel with a certain
temperature and pressure is solely controlled {§F)]xG. Note that [H] too is affected by this non-
linearity issue since [H] depends Gn(Eq. (4a)). Thus, derived [H] values are onlyakle as long as
the derived [OfP)], and as a consequer@g is not seriously in error.

In order to test the linearity, [(R)]xG was plotted as a function of [{)] and the corresponding
results for Best fit model at five different heigtdre presented in Fig. 7. It is seen that theioela
between [OfP)] and [OfP)]xG or OH(9-7)+OH(8-6) VER, respectively, is linear small values of
[OCP)], while a non-linear behaviour becomes more puoced for larger values of [&K)].
Furthermore, the starting point of the behaviostiited to lower [OfP)] values at higher altitudes. In
order to estimate this threshold, we performed suali analysis and determined an upper limit of
[O(P)] before non-linearity of [GP)]xG takes over. The approximated upper limits areeedals
dashed lines in Fig. 7. Finally, an [B{] value at a certain altitude is assumed to b ifrthis value is
below the corresponding upper limit of f®]]. Otherwise, it should be viewed more criticallhis
was done for each altitude and we found that th@F)p and [H] profiles presented in Fig. 6 are
plausible in the altitude region <95 km. In combioa with the estimation of chemical equilibrium of
O3 and the maximum of physically allowed fBJ], we think that the [3P)] and [H] derived by the
Best fit model are reasonable results between 8@han95 km. Note that these altitude limits do not
affect the results with respect to GHO, and OHY)+O(CP) presented in the Sect. 3.2 and 3.3.”

Technical corrections:

Line 29-31.

This sentence needs a citation at the end.

Done, we added Andrews et al. (1987) and Mlynczak%olomon (1993) as follows:

“Atomic oxygen in its ground state (O(3P)) and aihydrogen (H) strongly influence the energy
budget in the mesopause region (~75-100 km) dwtagand night (Mlynczak and Solomon, 1993),
and consequently affect atmospheric air temperatuned, and wave propagation (Andrews et al.,
1987).”

Lines 631-646.

These sentences should be moved to section 2.3: Té airglow Base model.

We rearranged this section as follows (. 629-642):

“We have to stress that we performed an empiricadleh study and the total rates and deactivation
channels suggested here heavily depend on the @1sitions considered. Including additional OH
transitions, like OH(9-4), OH(8-3), and OH(5-1) imahe Optical Spectrograph and InfraRed Imager
System (OSIRIS) on board the Odin satellite, migisult in other values and deactivation schemes.
This could be a subject of a future study. Alscentbiat the Einstein coefficients used here mighinbe
error (see Sect.3.1; Fig. 2). This does not affieettwo general conclusions drawn above but would
impact the empirically derived rates.

Furthermore, our OH airglow model is based on thesitions OH(9-7)+OH(8-6), OH(6-2), OH(5-
3)+0OH(4-2), and OH(3-1) only. Therefore, our modeés not provide any information of OHQ). It
further cannot distinguish between QHH) and OHy¢=4) as well as OHE=9) and OHY=8),
respectively, and errors in O¥5) and OH¢=9) might be compensated by errors in @) and
OH(v=8) or vice versa. Consequently, the rates of tlkvidual deactivation channels presented in



Table 2 and Table 3 should be viewed as a suggestity. But these issues will only be solved
eventually when future laboratory experiments plevhe corresponding O¥¢0, and OHY)+O¢P)
relaxation rates and deactivation channels. Negks$ls, we have to emphasize that the shortcomings
of our model do not affect the two main conclusidrewn in this study.”

and added a shorter paragraph in Section 2.33-2Z3):

“As described in the previous section, the OH aingmodel is adjusted to fit OH(9-7)+OH(8-6) VER,
OH(6-2) VER, OH(5-3)+OH(4-2) VER, and OH(3-1) VERhus, the model cannot provide
information about OH(<2). It further treats OH{=9) and OHY=8) as well as OH(=5) and OHY{=4)
as a single level and the corresponding deactivati@annels should be viewed more critically. *
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~ {Gelﬁscht: A

_ -1 Geldscht: from satellite OH

([H]) jn the mesopause region (~75-100 kifige profiles of [OfP)] and [H] were calculated from - {airgk,w observations

TIMED/SABER satellite OH airglow emissions measuat®.0 um. The two target species were used

~ {Gelﬁscht: T

emissions observed by the satellite/instrumentigardtion TIMED/SABER at 2.0 pm and at 1.6 um | dimensional box model

””””””””””””””””””””””””””” ~ 7 Geldscht: is based on the zero
CAABA/MECCA-3.72f and

as well as measurements by ENVISAT/SCIAMACHY of ttransitions OH(6-2) and OH(3-1).
Comparisons between the “Best fit model” obtainedehand the satellite measurements suggest that
deactivation of vibrationally excited Ov) via OH{>7)+0O, might favour relaxation to OM{<5)+0O,

by multi-quantum quenching. It is further indicatédit the deactivation pathway to QH{v-5)+0,
dominates. The results also provide general supmdrtthe recently proposed mechanism
OH(V)+O(CP)—OH(0<v’<v-5)+O(D) but suggest slower rates of Q8,7,6,5)+O¢P). Additionally,
deactivation to OH(=v-5)+O{D) might be preferred. The profiles [@(°P)] and[H] derived here are
plausible between 80 km and 95 kmt should be regarded as an upper liffifle values ofO(*P)]
obtained in this study agree with the correspondifED/SABER values between 80 km and 85 km,

but are larger from 85 to 95 km due to differef@xation assumptions of OM+OCP). The[H] profile

_{ Geléscht: 30-35




. il ttributed t faster OPES)+O t ,{Gelﬁscht: might be ]
primanty atinbuted to our faster *bj{ *)* eldle - ‘{Gelﬁscht: attributed to too high g‘,ﬂ

night-time values

1 Introduction

Atomic oxygen in its ground state @®)) and atomic hydrogen (H) strongly influence #rergy
budget in the mesopause region (~75-100 km) dutégand nigh{Mlynczak and Solomo, 1993and

consequently affect atmospheric air temperaturedwand wave propagatidindrews et al., 1987)

Therefore, an improved knowledge of the abundarfc®@P) and H is of great importance when
studying the mesopause region. At these altitu@¥) has a direct impact on the heating rates by
participating in several exothermic chemical reawdi (Mlynczak and Solomon, 1993, their Table 4).
But OFP) also contributes to radiative cooling by exgjtiCQ via collisions, leading to increased
infrared emissions of CQand partly opposing the @) chemical heating effect. Night-time H plays a
crucial role in the mesopause region due to th&rukt®n of ozone (€ which is accompanied by the
release of a considerable amount of heat (Mlyncaa#t Solomon, 1993). This chemical reaction
additionally leads to the production eibrationally excited hydroxyl radicals (OMEQ)) up to the
vibrational levelv=9, causing the formation of OH emission layershi@ atmosphere (Meinel bands;
Meinel, 1950).

Direct measurements of t) and H are relatively rare because as atomiciespéisey do not have
observable vibration-rotation spectra. Consequentasuring these species in the mesopause region
by remote sensing requires complex methods whilsitin observations are rather expensive (e.g.
Mlynczak et al., 2004; Sharp and Kita, 1987). Thigre exists no global data set based on direct
observations. As a consequence, an indirect mattasdintroduced by Good (1976) to deri@(°P)]
and[H] during night, using OH airglow emissions. This @@th was also adapted by Mlynczak et al.
(2013 2014; 2018) which derived a global data set ghtiime [O(°P)] and[H] in the mesopause
region from satellite observations of Ghl(The method is based on the assumption of chéstieady
state of Q and further depends on several radiative lifetimgsemical reactions, and physical
processes involving OMJ. However, the corresponding total rate coeffitseand branching ratios are

still not sufficiently known, and thus present egksource of uncertainty in the derivation[©f°P)
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and[H].

There are two major issues currently discussedhénliterature which considerably affect the overall
abundance of derived &) and H. The first problem addresses the undeylgizactivation schemes of
OH(v) from the higher excited state to the lower excited staté (v’<v) by collisions with Q. This
can generally occur via sudden death (QHO,—OH(V'=0)+0,), single-quantum
(OHWV)+0O,—0OH(V'= v-1)+0;), or multi-quantum (OH()+O,—OH(V’'<Vv)+0,) quenching. However,
in case of the sudden death approach, it is stkhown where such a huge amount of excess energy is
transferred. The second crucial point comprises deactivation scheme and the total rate of
OHV)+OCP), including the new pathway OW¢O(P)—OH(0<v’<v-5)+O(D) suggested by Sharma
et al. (2015).

Over the lasthree to fourdecades, several model studies attempted to fitalddglow measurements,
using different rates and schemes for the deadiivaf OH{) by O, and by OfP). And at least to our
knowledge, there is no general agreement abouthwhiadel is correct. The deactivation of @Hpy

O, in many models (e.g. von Savigny et al., 2012;idhak et al., 2018 Grygalashvyly et al., 2014;
Panka et al., 2017) is based on the model propogddiler-Golden (1997). It assumes a combination
of multi-quantum and single-quantum quenching amra wderived from theoretical considerations and

_ { Gelbscht: of

Atmosphere using Broadband Emission Radiometry (SAB instrument on board the NASA
Thermosphere-lonosphere-Mesosphere Energetics gnaniics (TIMED) satellite of the OH airglow
emissions at 2.0 um and at 1.6 pm. Their resufipat the model of Adler-Golden (1997) but suggest
slower total OH¢)+O, rates. They further exclude the sudden death mésthaas a possible
deactivation scheme. There are also two theoresitalies (Shalashilin et al., 1995; Caridade et al.
2002) which investigated Ol deactivation via @ both supporting a combination of multi-quantum
and single-quantum quenching similar to the moéléldter-Golden (1997).

However, Russell and Lowe (2003) and Russell e(2005) analyzed OH(8-3) and '3} airglow

emissions measured by the Wind Imaging Interferem@VINDII) instrument on board the Upper

_{ Gelscht: individually
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death scheme for OM)+O, quenching was applied. Kaufmann et al. (2008) stigated several OH
airglow spectra between 1 pm and 1.75 pm measused¢h® Scanning Imaging Absorption
Spectrometer for Atmospheric Chartography (SCIAMAQHnstrument on board the Environmental
Satellite (ENVISAT). They found best agreement lestw their model and the measured OH airglow
spectra when a combination of sudden death anéesiugntum quenching was used.

Vibrationally dependent rates of OH¢O(CP) were determined by Varandas (2004) and Caridadé
(2013), using quasi-classical trajectory calculadioTheir results suggest that deactivation oceiars
chemical reaction as well as multi-quantum querghitalogerakis et al. (2011) obtained a deactivatio
rate of OHY=9)+OCP) from laboratory experiments which is severalesnarger than the rate from
these calculations. But applying this fast quenghiate led to non-physicdlO(°P)] values and
associated heating rates (Smith et al., 2010; Migkcet al., 2018. Thus, Sharma et al. (2015)
proposed a new mechanism @MOEP)—-OH(0<v’<v-5)+O(D) to account for results from both
theory and experiment. Very recent laser experimant model studies support this new pathway while
the exact values of the branching ratios and tod rates are still not known (Kalogerakis et 20.16;
Panka et al., 2017). However, recently publishesults by Mlynczak et al. (2018) oppose this
mechanism. They also applied the new rate of Kakige et al. (2011) for ORES)+OCP). But in
order to get the annual energy budget into neaanlel it was necessary to assume that at least
OH(vV=9)+0¢P) occurs via single-quantum relaxation. Additibyyahe rate of OH(=8)+0, had to be
reduced and is considerably smaller than the vaperted from Adler-Golden (1997).

The newly suggested rates of @HOCP) were applied in different models to derive ¥){ in the

mesopause region. Mlynczak et al. (2018) used SABERairglow emissions observed at 2.0 pum to

derive [OfP)] and assumed rates of xI0"'° cn?® s* and 1.x10"° cn?® s* for OHE=9)+O(¢P) and

OH(v=8)+0O(P), respectively. They further stated that deatimaof OH©=9)+OEP) has to occur via

single-guantum quenching and that the @8)+0O, rate has to be smaller than known from laboratory

measurements to get global annual energy budgenedr balance. Panka et al. (2018) simultaneously

investigated SABER OH airglow emissions measuréi@fum and 1.6 um, while applying faster rates

for OH(WV=8)+O(P) and OH¥)+O,. Their [OFP)] values agree within the corresponding erroth tie
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results reported by Mlynczak et al. (2018) aboveé ki# but are larger in the altitude region belolweT

authors also demonstrated the high sensitivithefderived [O1P)] from OEP) quenching rates applied
in_their model. Zhu and Kaufmann (2018) analyzedABLACHY OH(9-6) transition. They used a

value of 2.:x10™ cn? s* for OHY=9)+O(CP) which is lower than the one applied in the twevipus

studies, resulting in generally lower fB}] values in the altitude region above 87 km. Thate for

OH(V=9)+0, lies between the corresponding rates of the twerostudies, and consequently their

[0(P)] is also between the [8R)] values of these two studies below 87 km. Thesent publications

indicate that the rate of Ob#9,8)+O€P) might be slower than previously suggested in@hzet al.

(2015). But this problem needs further attentiomase all three papers derive different [l

depending on the data sets investigated.

In order to address the two major issues statedealiois paper is focused on the development efa z
dimensional box model for atmospheric OH airglovitmthe intention to derive night-tinj©(°P)] and
[H] in the mesopause region. The model considersotieation of OHY) via H+O; and deactivation of
OH(v) due to spontaneous emission of photons, chem&attions and physical collisions with
atmospheric air compounds,ND,, and OfP). We used the indirect method introduced by GA8d6)
and derived night-tim¢O(°*P)] and[H] from TIMED/SABER OH emissions at ~2.0 pm, whilsal
considering the OH airglow observations from TIMBBBER at ~1.6 pum as well as the OH(6-2) and
OH(3-1) transitions measured by ENVISAT/SCIAMACHMurther sensitivity runs were carried out to
estimate the uncertainty on the derived value$QdfP)] and [H] due to the different deactivation

schemes, overall rate constants, and branchinggrati

2 Data and method
2.1 Satellite measurements

2.1.1 ENVISAT/SCIAMACHY

The SCIAMCHY instrument (Bovensmann et al., 1999swan 8-channel spectrometer on board

ENVISAT, providing atmospheric OH airglow emissiareasurements between ~220 nm and ~2380
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nm. ENVISAT was launched into a polar and sun-symbus orbit and crossed the equator at ~10 LT
and ~22 LT. The ENVISAT mission started in Marctb2@nd SCIAMACHY was nearly continuously
operating until the end of the mission in April 20daused by a spacecraft failure. The SCIAMACHY
instrument performed measurements in different masens modes, including night-time (~22 LT)
limb scans over the tangent altitude range ~75-R&80 These measurements are only available
throughout the year at latitudes between the equaatt 30° N.

In this paper, we used SCIAMACHY level 1b data ¥/t0 retrieve OH airglow volume emission rates
(VERS) of the OH(3-1) and OH(6-2) bands in the wength ranges of 1515-1546 nm and 837.5:848
nm, respectively. The retrieval approach applie@ every similar to the one described in von §ayi

et al. (2012). The retrieval does not cover the glete spectra of the OH(3-1) and OH(6-2) bands, and
consequently a “correction factor” of 2.48 for OH(BVER and 2.54 for OH(6-2) VER was added to
account for the entire band emissions at mesoptersperature. The data set further includes
corrections for misalignments and other measurersemtrs (Gottwald et al., 2007). Investigations
performed by Bramstedt et al. (2012) showed a dfithe SCIAMACHY tangent height of less than 20
m yeaf* which is negligible for our study.

The uncertainties of the OH(3-1) VER and OH(6-2) R/Eetrievals from SCIAMACHY limb
observations correspond to the propagated uncgeminf the observed limb emission rate (LER)
profiles. The latter are estimated from the LERuealin the tangent height range between 110 km and
150 km, where the actual atmospheric emissionsldhioe zero. The VER uncertainties are first
determined for daily and zonally averaged data. reertainties used in this analysis corresporttig¢o
mean uncertainties averaged over all days wittocated SCIAMACHY and SABER observations.

2.1.2 TIMED/SABER

The SABER instrument (Russell et al., 199®) board the TIMED satellite has been nearly
continuously operating since January 20fillecting over 98 % of all possible data. Thernmstent scans
the atmosphere from the surface up to altitudes4®f0 km while providing a vertical resolution of
about 2 km throughout the entire height intervalleDlo the geometry of the satellite orbit and the

regular yaw manoeuvres every ~60-65 days, SABER prdvides complete coverage of the latitude



160 range between ~55° S and ~55° N. The SABER instnummeasures the OH VERs at ~2.0 um and at
~1.6 um which approximately corresponds to thesitams of OH(9-7)+0OH(8-6) and OH(5-3)+OH(4-
2), respectively. The contribution of OH(7-5) to MR at 2.0 um and of OH(3-1) to OH VER at 1.6
| um is only about a few percents (Xu et al., 201Bjridzak et al., 2018 and is neglected in this paper.
In this study, we used the SABER Level 2A data \&f.the “unfiltered” OH VERs at 2.0 um and at 1.6
165 pm, the air temperature and pressure, and the eotuiming ratios (VMRSs) of @(derived at 9.6 um).

There are also SABER jOneasurements at 1.27 um but these observationsoaravailable during

night. New night-time VMRs of Of) and H (Mlynczak et al., 2018) were used for carigon with the
results derived from our model. The “unfilter” factapplied to OH VER adjusts the originally
measured OH VER by the SABER instrument to thel t¢EER emitted by OH in the corresponding
170 vibrational bands, while considering the shapethyidnd transmission of the SABER broadband filters
(Mlynczak et al., 2005). Outliers were excludeddoyeening the data as suggested by Mlynczak et al.
(2013). The SABER data used here were further restriiesbservations between 21 LT and 23 LT to
approximately match the SCIAMACHY measurement tahe22 LT. In order to be consistent with the
naming of the SCIAMACHY OH airglow observationsetBABER OH airglow at 2.0 um and at 1.6
175| pm are referred to as OH(9-7)+OH(8-6) and as OH{8381(4-2) throughout the paper.

The total uncertainty of SABER OH airglow data usetie comprises three different error sources.

Since we used climatology of the measurements $eet 2.2), there are sufficient samples that the

random noise component of the total uncertaingssentially zero. The remaining two major terms are

the absolute calibration error (<5 %) and the ‘“itefi factor error (<3 %). Assuming a root-sum-sga

180 | propagation of the individual uncertainties, thésults in a total uncertainty of about 6 % fordita

points presented in this study.

2.2 Method

P {Geliischt: issues

characteristics, we focused on the latitude ramgenf0°® to 10° N, which was covered by both
185 instruments throughout the entire year. A broadétude band is not recommended because SABER
and SCIAMACHY do not uniformly cover the same laties, leading to disagreements between the



real latitude of the observations and the nomiatidude of the interval. The accepted profiles othb
instruments within the chosen latitude interval avarveraged to zonal mean nightly mean values. All
these zonal mean nightly means from January 200Bdcember 2011 were used to calculate a
190 climatology, including only days on which both SGAACHY and SABER data are available.
The approach to derii©(*P)] and[H] applied here was developed by Good (1976) anddsribed in
detail in Mlynczak et al. (20E3. Thus, we only give a brief summary here. The sneed SABER
OH(9-7)+OH(8-6) VER (photons crrs?) is given by Eq. (1):
OH(9-7)+OH(8-6)VER =k, [H][O,]G(f,,A,..C..) (1)
195 wherek; is the rate constant of the chemical reaction k+®presenting direct production. The
function G (Eq. (2)) comprises all relevant production argklprocesses of OH(9-7) VER and OH(8-6)
VER:

G= Ty Ag + fy Ags+ fo Rop*Cop Asgss 2
A +Cy Ag+Cq Ag+Cy Ag+Cy

The subscript and v (v'<v) are the vibrational states of OH before and atter corresponding
200 process. The ternfg are the nascent distributions and describe thdugtn efficiency of OH() via
the reaction H+@ Total radiative loss due to spontaneous emissiermonsidered by the Einstein
coefficientsA, (s*) which are the inverse radiative life times of ®H(The total loss rat€, (s?) is the
sum of loss due to collisions with the air compaaifish, O,, OCP)), including chemical reactions and
physical quenching. The terms, andC,, represent the specific state-to-state transitions.
205 In the second step, chemical equilibrium gfdDring night is assumed as follows:
k[H][O,] + k,[0CP)I[0;] = ky[OCP)[O] [M] , @3)
| meaning that @loss due to H and éR) (left side) is balanced by; formation viathe three-body-

reaction O{P)+Ox+M (right side). Herek, andks are the corresponding rate constants PIO; and

_ -1 Geldscht: is

210 air.
| Finally, rewriting Eq. (1) enables the derivatidiid] while [O(°P)] is calculated by substituting Eq. (3)
in Eq. (1) and rewriting the resulting term asdult:
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_ OH(9-7)+OH(8-6) VER

B Gk, [0,]

OH(9-7)+OH(8-6) VER
G(k[0] [M] -k, [0,])

[H]

, (4a)

[OCP)]=

(4b)

Geldscht: M as well as the

Air temperature and air pressure from SABER wemrdu® calculatdM], [O,] (VMR of 0.21),@//{ number densities of

|
)

reaction rates and physical quenching processedviery are described in Sect. 2.3. The values of
[O(P)] and[H] were individually derived for each altitude. Fiyalthe obtained vertical profiles of
[O(P)] and[H] were used to initialize the OH airglow model (Seet. 2.3).

It is apparent from Eq. (4a-b) that any changediegbppo the input parameters (G, @5, M, ki, kz, ki)

are balanced by the derived valueg®f°P)] and[H], without assuming any a priori information of
O(P) and [H] In contrast, OH(9-7)+OH(8-6) VER is not affecteg the input parameters and

therefore identical in every model run. Howevee goal of this paper is to develop a model whichsdo

not only fit OH(9-7)+OH(8-6) VER observations buts@ reproduces the three other airglow
measurements OH(6-2) VER, OH(5-3)+OH(4-2) VER, énd(3-1) VER. We have to further point out,
that the relation betweeiD(°P)] and OH(9-7)+OH(8-6) VER is not linear since thedtion G also
depends ofiO(°P)], as represented by the ter@sandC,,. In fact, Eq. (4b) is a quadratic expression
with respect t/O(°P)] but treated here as a linear one, making no sufistalifferences for small
[O(P)]. Nevertheless, this issue is addressed in det&iett. 3.4.

2.3 The OH airglow Base model

The model used in this study based on the atmospheric chemistry box model loéfficiently
Calculating the Chemistry of the Atmosphere/ChempistAs A Box model Application
(MECCA/CAABA-3.72f; Sander et al., 2011). The boxodel calculates the temporal evolution of

- { Geldscht: very

chemical species inside a single air parcel ofreatepressure and temperature, making the modg| _ -
suited for sensitivity studies. The CAABA/MECCA stiard model was extended by several chemical
reactions and physical quenching processes inv@l@ri() which are described in this section. The

model was run until it reaches steady-state, ddfibhg the agreement between the measured and
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modelled OH(9-7)+0OH(8-6) VER.

The OH airglow model described in this sectioneiferred to as “Base model” because it is the starti
point of our model studies. But we have to point that there is no such a thing as a commonly
accepted OH airglow base model in the literaturee Base model takes into account all major
formation and loss processes of @H(Table 1) which are commonly used in other modelshe
literature and are assumed not to be seriouslyror.eThe model comprises the production of @H(
via the chemical reaction H+x@s well as the deactivation due to spontaneoussémi and the removal
physical quenching and chemical reactions wish®, and OfP).

The chemical reactions H+0D OCP)+0;, and OfP)+O+M were already included in the
CAABA/MECCA standard model and their correspondiragjes were taken from the latest Jet

| Geléscht: s

Propulsion Laboratory (JPL) report 18 (Burkholdéraké, 2015). The reaction H+Qran populate -

_ - Geldscht: up to the

(1997). The spontaneous emissions are given b¥imgein coefficients at 200 K (Xu et al., 2012).
Deactivation of OH{) by N, is assumed to occur via single-quantum quenchihg. rates at room
temperature for OR8) and for OH¢=9) were taken from Adler-Golden (1997) and Kalagés et al.
(2011), respectively.

Quenching of OH() by G is based on the values reported by Adler-Gold8871their Table 3) which
comprise a combination of multi-quantum and sirgl@ntum quenching. However, Adler-Golden
(1997) applied a factor of ~1.5 to account for npesse temperature based on comparisons between
laboratory measurements at room temperature obEBJ¢O, and the corresponding rate inferred from
OH(8-3) rocket observations in the mesopause redanlater experiments reported by Lacousiere et
al. (2003) and calculations by Caridade et al. 20fuggest smaller values. The latter study further
indicates that the temperature dependence decriemdewer vibrational levels and becomes negligibl
for OH(<4). Consequently, the rates presented in Adler-&old1997) were scaled to room
temperature measurements={-6 Dodd et al., 1990=7 Knutsen et al., 1996=8 Dyer et al., 1997;
v=9 Kalogerakis et al., 2011), and afterwards aofaof 1.1 for OH¢>6) and 1.05 for OH(=5) was

| Geléscht: added
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The removal of OHY() via collisions with OfP) is included by using a combination of multi-cjusm
guenching (Caridade et al., 2013, their Table #)@remical reactions (Varandas, 2004). The rates we
obtained from quasi-classical trajectory calculadicat 210 K, approximately matching mesopause
temperature.

As described in the previous section, the OH awghoodel is adjusted to fit OH(9-7)+OH(8-6) VER,
OH(6-2) VER, OH(5-3)+OH(4-2) VER, and OH(3-1) VERhus, the model cannot provide
information about OH(<2). It further treats OH{=9) and OHY=8) as well as OH=5) and OHY=4)

as a single level and the corresponding deactivatltannels presented in Table 2 and 3 should be

viewed more critically.

3 Results and discussions

Figure 1 displays vertical profiles of a) OH(6-2ER, b) OH(5-3)+0OH(4-2) VER, and c) OH(3-1)
VER, comparing the observations (black squared) thi¢ corresponding Base model output (red line).
The model results of OH(6-2) VER and OH(3-1) VER ar4 km running average to take the averaging
kernels of SCIAMACHY measurements into account. Base model approximately matches the
general shape of the measured profiles but overasds the three OH airglow measurements at the
altitude of maximum VER. A closer look at the relat differences shows that the ratio
model/observation at the altitude of maximum VERabmout 2.0, 1.2, and 1.3 for OH(6-2), OH(5-
3)+OH(4-2), and OH(3-1), respectively. Furthermdiggse ratios increase with decreasing altitude,
indicating that the overestimation of the Base nhadght be associated with,@uenching.

The differences between Base model and observaiansguite substantial in case of OH(6-2) VER.
This implies a general problem of the rates or s@®included in the Base model, requiring a detaile
error analysis. The focus was set on potentialresources of OH(6-2) VER because the relative
differences between model and measurements aestargmpared to the other two OH transitions, and

secondly because changes of @) will affect the lower vibrational levels, butince versa.

3.1 Potential error sources of OH(6-2) VER in the Bse model

Based on the results presented in Fig. 1, the patesrror source has to have an effect on theenti

11
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height interval and must have a stronger impacDbi(6-2) compared to the other two OH transitions.
We further focus on quantities with large uncetias For the latter reason, temperature is exdude
possible source because to account for a reducfi@H(6-2) VER by a factor of 2, temperature must
be increased by more than 20 K (not shown herah @darge error is very unlikely considering that
zonal mean climatology (2003-2011) is used here.

Since the overestimation of the Base model is éalpedarge for OH(6-2) VER, an impact of the
Einstein coefficient of the corresponding transitiaust be considereBegarding this aspect, we have to
point out that studies based on HITRAN 2004 datasteuld be viewed more critically, because of
erroneous OH transition probabilitiehe Einstein coefficients used in this study weeeently
recalculated (Xu et al., 2012, their Table Al) aodrespond to a temperature of 200 K, which is very
close to mesopause temperature. Furtherntioese Einstein coefficients are consistent wighualuesof
the HITRAN 2008 data set (Rothman et al., 2008)wever, there are several other data sets afté&m

coefficients found in literature that might leaddifferent results. We therefore carried out seévibjt

runs, using the Einstein coefficients reported bynbull and Lowe (1989), Nelson et al. (1990), van
der Loo and Groenenboom (2007), Xu et al. (2012aseBmodel), and Brooke et al. (2016). The
corresponding results are presented in Figure 2stuadv considerably large differences in case of

OH(6-2) VER which are about a factor of 4 betwe®ss highest and lowest model output. In contrast,
the individual simulations of OH(5-3)+0OH(4-2) VER&AOH(3-1) VER are rather consistent and vary
only by ~10 %. These results emphasize that thecehad the Einstein coefficients is a potentialoerr

source for higher quanta transitions.

Regarding the credibility of the Einstein coeffitig, it is generally assumed that the calculation

improve with time. However, this is not necessatiilie at quanta changes >2 because it all depends o

how good the representation of the Hamiltonian tfee OH molecule is, that is used to solve the

Schrodinger _equation. Multi quanta transitions xfamia have small Einstein coefficients and are

generally hard to model and calculate. The assagsaighe Einstein coefficients requires a detailed

analysis of the corresponding calculations, whichayond the scope of this study. We therefore aann

exclude the values used in the Base model as atmterror source, but we also think that our ckoi

of the Einstein coefficients from Xu et al. (201i8)reasonable. Additionally, these values represent

12
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approximately the average model output of all filsda sets considered here, while the model results

based on Nelson et al. (1990) and van der Loo andriénboom (2007) represent the variability. Thus,

we will not replace the Einstein coefficients by &ual. (2012) in our model but keep in mind thastyt

might be too large.

Furthermore, the best agreement between the obigsyand the model was obtained by applying the

Einstein coefficients reported by van der Loo aneBenboom (2007). But even in this case, the

model still overestimates the observations of &l £ansitions in the altitude region between ~80 km

and ~86 km. This pattern strongly supports the esiion stated above that the rates and schemes

The nascent distribution of the excited OH stafedb®chemical reaction H+Qvas observed in several
studies and all of them agree that @Hi€ primarily formed in the vibrational levels=8 andv=9 (e.g.
Charters et al., 1971; Streit and Johnston, 19Tgly@ma et al., 1985; Klenerman and Smith, 1987).

The values used in the Base model were taken fratierAGolden (1997) which are based on

measurements reported by Charters et al. (1971)agnee with values obtained by Klenerman and
Smith (1987) and Streit and Johnston (1976). THeegafound by Ohoyama et al. (1985) show some
differences, but according to Klenerman and Snii#8{), their results are fundamentally flawed. This
also affects the nascent distribution used by Mitgkcand Solomon (1993) which is an average of
Charters et al. (1971), Ohoyama et al. (1985),Kdederman and Smith (1987).

Therefore, we think that our nascent distributisedihere is likely not a serious error source. Hawe
minor errors might be introduced by extrapolating hascent distribution to lower vibrational levats

it was done for the values used in our study (A@etden, 1997). It is also possible that part @& th
nascent value of OKEB) is not due to direct production via H30Out results from contributions of
OH(v=>7). In order to test the potential impact of the (@#6) nascent value on OH(6-2) VER, we
assumed an extreme scenario by reducing thev&®i(nascent value from 0.03 to zero. But the
corresponding results of OH(6-2) VER of the Basalehagun (not shown here) are only about 15 %
lower compared to the values presented in FigutthEr sensitivity runs also showed that an in@eas
of the ratio §/fg is associated with a decrease of modelled OH(BER but even the extreme case of

fo=1 and §=0 could not account for a factor of 2. Note th@mges of the overall rate constant of H+O
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(1989) after the correction suggested
by Adler-Golden (1997) is applied,
and Nelson et al. (1990) which are|
applied to derive new night-time
and from SABER (Mlynczak et al.
2018). Therefore, an error of a
factor of 2 for the transition of
OH(6-2) is rather unlikely.
Consequently, we exclude the
Einstein coefficients as a potential
fundamental error source.
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affect all considered OH transitions in a similaywThus, we conclude that direct production of @H(

is unlikely to be the reason for the overestimatib®H(6-2) VER by the Base model.

The physical removal of OMJ by N; is included as single-quantum relaxation whickupported by
theoretical studies (Shalashilin et al., 1992; A@elden, 1997). Assuming a sudden death schente wit
the same overall deactivation rates resulted iraeadse of simulated OH(6-2) VER by less than 10 %
at the altitude of maximum VER. The total deaciivatrate for OH¢=9) used here is about 1.5 times
higher than the one suggested by Adler-Golden (L9887 the difference between the corresponding
model OH(6-2) VERs is negligible (<1 %). There dm® studies reporting temperature dependence of
N2 quenching (Shalashilin et al., 1992; Burtt andrBtza 2008), both agreeing with measurements at
room temperature. However, the calculations of fdrwener study imply slower quenching rates at
mesopause temperature compared to their respeaives at room temperature whereas the latter
publication indicates the opposite behaviour, répgra ratio between the rate at 200 K and 300 K of
approximately 1.7 for ORES8) and 1.3 for OH(=9). These factors are generally supported by LOpez
Puertas et al. (2004) which applied an empiricd#yermined factor of 1.4 to the rates of Adler-Gold
(1997) to account for mesopause temperature. Sircéemperature dependence is still uncertain, we
tested both possibilities. We increased and deecett®e overall OH()+N, quenching rates by a factor
of 1.5 which led to higher or lower OH(6-2) VERSs &lgout 5 %. Therefore, Ns too inefficient as a
OH(v) quenching partner to cause differences of OH(@ER of a factor of 2.

The overall rate and exact pathways of @QHO(CP) are also still not known well enough buf@)(has
nearly no influence on OMJ at altitudes below 85 km. It therefore cannotthe only reason for the
differences presented in Fig. 1. Consequently, tdedion by Q is the only remaining candidate which
has a crucial influence on Oj(throughout the entire height interval. Therefave, will first focus on

OH(V)+0, (Sect. 3.2) before investigating a potential iaflae of O{P) on OHY) in Sect. 3.3.

3.2 Deactivation of OHp) by O

The overestimation of OH(6-2) VER by the Base matiel be generally corrected either by slower
rates of OH{=9,8,7)+Q or by a faster rate of Ob6)+0O,. The overall deactivation of OBK9) was
measured by Chalamala and Copeland (1993) and¢eeynmended a value of x10™ cn?® s*. This
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result was later confirmed by Kalogerakis et a01(®), reporting a rate of zx20™ cn? s*. The rates
for OH(=8,7,6)+Q are each based on a single study oniy8(Dyer et al., 19974=7 Knutsen et al.,
1996; v=6 Dodd et al., 1991). But at least to our knowksdthere are no signs that the rates of
OH((v=9,8,7,6)+Q are fundamentally flawed. In order to test the aetpof the individual rates on
OH(6-2) VER, we carried out sensitivity runs byyiag the overall rates within their recommended 2
errors. Thus, we reduced the values of ©#(8,7)+Q to 1€x10*2 cn? s*, 7x10* cnt® s?, and 1x 10

12 em? s, respectively, while the rate of OH{6)+O, was increased to ¢x30* cni® s*. But even
under this favoured condition, the Base model dutifuOH(6-2) VER decreased only by a factor of
1.5, still not close to the required differenceadhctor of 2. Additionally, the assumed scenasimakher
unlikely since the overall rates were obtainedrmependent studies.

The possibility of a systematic offset of QHE)+O; rates, which are based on the single study (Dodd
et al., 1991), is also excluded because of the gend agreement of this Ob{2)+O, rate with the
value obtained by Rensberger et al. (1989). Fumibes, when we increased the @H6)+0O; rates by a
factor of 3, the Base model approximately fits OI2J6VER and OH(3-1) VER but underestimates
OH(5-3)+0H(4-2) VER by more than 30 %. Temperatependence also affects the deactivation
rates used here. But the factor to account for passe region temperature is suggested to be lower
than 1.3 (Lacousiere et al., 2003; Cadidade eR@D2) which has a weaker impact on OH(6-2) VER
than the scenarios considered above.

Consequently, when applying the standard deadabiwatrates and schemes found in the literature,
neither errors of the overall rates nor uncertaimtf the temperature dependence can give a rdasona
explanation of the overestimation of OH(6-2) VERsBanodel output shown in Fig. 1a. Since the

overall rates were actually measured while the tiletion schemes are solely based on theoretical

_ { Geldscht: probably

scheme rather than in the deactivation rates.
In order to considerably reduce OH(6-2) VER, weuassd an extreme scenario and substituted the
multi-quantum relaxation (OMJ+O,—OH(WV'<v)+0O;) in the Base model by a sudden death

(OH(V)+O,—0OH+0,) approach. This new model is referred to as; “©D model” and the
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- {Gelﬁscht: 2

- { Geldscht: above

- { Geloscht: 2

clearly too low, implying that OR{(+O, quenching cannot occur via sudden death alonealé
conclude that the contribution of higher exciteatess OHY>7) to OH{=6) must be negligible or even
zero and these higher states are suggested torpyirpapulate lower vibrational levels OWK5).
Therefore, OH{)+O, has to occur via multi-quantum quenching becansease of single-quantum
deactivation the contribution of Obi{7) to OH@=6) is considerably larger than zero.

According to Finlayson-Pitts and Kleindienst (1980H() might be relaxing to’'=v-5 while the
excess energy is transferred to form(i€E). This vibration-to-electronic energy transfer waso
mentioned by Anlauf et al. (1968) and is suppotigcdthe close energy match of the transition from
OH(L=9) to OH@=4) and from Q(X3%) to Oy(b'T) of about 36.6 kcal mdl and 37.5 kcal mdi,
respectively. Although there is no experimentalpsup of this deactivation pathway, this approach

gives a reasonable explanation for the observedrpan our study and OM) as a potential source of

_ { Gelbscht: w

the product is really §b'Z) or another excited LOstate is beyond the scope of this study. Thus, we

concluded that deactivation of OH(by O, has to satisfy the following condition:

| Geléscht: o<

OH(>6)+0,»OHU'sE+C,  (R®) Rl s
while we further assume that the pathway
OH(v>6)+0, — OH(V'=v-5)+0;, (R9)
is the preferred deactivation channel.
In order to test whether R9 could be the only pathef R8 we assumed multi-quantum relaxation via:

OH@)+0, — OH(v-5)+0O; (R10a)
or OH{)+0O, — OH(V-4)+0, (R10Db).

_{ Geléscht: 2

<90 km is only about 10 % below the observationg0bf(5-3)+OH(4-2) VER and approximately
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450

matches OH(3-1) VER measurements within the emos.brhe underestimation of the OH(5-3)+OH(4-
2) VER measurements by the model could be attribtteninor errors of the OMJ+O, overall rates in
combination with a slightly different OM] branching of H+@ Therefore, we cannot completely rule

out R10a as a possible solution, even if therestilesome differences between the modelled and the

_ { Gelodscht: Including

observed OH VERReplacingR1G: by R10bin the model (Figah-c, O v-4 model) results in a2t

overestimation of the observations of OH(5-3)+OEf4/ER and OH(3-1) VER by about 20 % to 30 = { Geléscht: 2

%, and consequently this assumption is not furtbesidered as a potential solution.

~ {Gelﬁscht: 2

airglow observations when sudden death or simglifieulti-quantum schemes for OH¢O, are
applied. But the @v-5 model output is quite close to the measuremeaniggesting that R9 might be
the dominating deactivation channel within a mglieantum relaxation scheme in accordance with R8.

We therefore included these two conditions in thecaled “Q best fit model” and the results are

) { Geloscht: 3

Table 2.

The simulated OH airglow fits well with the thre¢1@irglow observations within the error bars below
85 km. In the altitude region above 85 km, it isrs¢hat the model still overestimates OH(6-2) VER
while OH(3-1) VER is indicated to be slightly undstimated. Furthermore, this pattern is not seen in
OH(5-3)+OH(4-2) VER and therefore could be attrézitto deviations due to the different
satellite/instrument configurations between TIMEBBER and ENVISAT/SCIAMACHY. But since
this behaviour only occurs in the upper part ofvuhdical profiles and is not seen throughout thére

height interval, it is more likely related to ®j quenching.

3.3 Deactivation of OHg) by O(P)

Only recently, Sharma et al. (2015) proposed a pathway of OH¢)+O(P) by providing a direct link
between higher and lower vibrational levels via:

OH(V)+OCP) — OH(0<v’'<v-5)+0O(D) (R11),

with the vibrationally independent reaction constan= 2.:x10° cm?® s*. While the value of k(v=9)

is based on measurements (Kalogerakis et al., 20hiebaud et al., 2010) and on calculations
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(Varandas, 2004), the values fai(k=5, 6, 7, 8) are only assumed to be identicahtfvk9) and should

be viewed more critically.

We adapted R11 in the “Cbest fit OFP) v-5 model” in such a way that the product is @H-

_ { Geléscht: 4

| Gelascht: 4

in Fig. 5a show an underestimation of the model at altiteBEskm. A sensitivity study was carried out

77777777777777777777777777777777777777777777777777777777777777777 _ { Gelscht: which

fhat showegthat the impact of OKE9,8,7)+O(P) on OH(6-2) VER is negligible. This reasonable. - { Gelbscht: impled

~

because these three upper states only indiredtlyeimce OH(6-2) via R11. Consequently, our analysis { Geléscht: seems

o J L U

suggests a lower value of;fw=6) and best agreement between model output and -QH{ER

observations was obtained for an overall rate pfagmately 0.:x 10 cn? s™.

| Gelascht: 4

underestimation of the observations by the modethia altitude region above 85 km, even if

OH(v=9)+0¢P) of R11 solely populates Ot4). The model results are most sensitive;ivk5), and

_ { Geléscht: high

that k1(v) decreases with decreasing vibrational lewel this feature is discussed below in more detail

Thus, an upper limit of (v=5)<k;1(v=6) is recommended and the actual rate coefficiaatth balance

the direct contribution of OME9) to OHE=4) via R11. Investigating another scenario ef(\k=5)

being zero showed that the branching of ®t®) to OH{=4) has to be at least about 0.6 which

corresponds to a rate of a ~x 40" cm’ s™,

_ { Gelscht: This

OH(v=7)+0fP)->OH(V’)+O(*D) at mesopause temperature which is suggesteé mnkhe order of
0.9-1.6x10™ cm?® s* (Thiebaud et al., 2010; Varandas, 2004)least to our knowledge, the total rate
of OHV=8)+0FP)->OH((V")+O('D) was not measured. Nevertheless, results repbsedlynczak et
al. (2018) and Panka et al. (2017, 2018) indidaaé this rate might be slower than the value 0x23

10 ot st suggested by Sharma et al. (2015). This is alsmieement with our findings here, because

applying 2.%10"° cm® s* for ki4(v=9,8) results in_non-physical [&®)] values above 90 km. The

corresponding value of [é®)] e.g. at 95 km is about 1.25 times larger thaBER [OCP)] 2013
(Mlynczak et al., 2013a) which in turn is about 8 fimes larger than the upper limit of fBy]
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(Mlynczak et al., 2013b, their Fig. 4). This resuih a factor of 1.1x1.25=1.44 (=44 %) above the
upper limit and cannot be explained by the uncetyadf the [OFP)] profile derived here (40 %, see

Sect. 3.4). In order to obtain reasonable’fJ}(values, it was necessary to lower the rate {f%8) to

1.8x10"% e’ s*, and we therefore recommend(k=8)<1.6x10"° cm® s" as an upper limit to derive

. _ -] Geloscht: Thus, an upper limit of
phvsucallv allowed [drp)] values. -7 k11(5)<ki1(6) is recommended and
. . . . . . the actual rate coefficient has to
It is seen in Fig5c that observations and,®est fit OfP) v-5 model output of OH(3-1) VER are in gﬂe(tg)c;e ttchg;ecF c%rlt{ibution of
77777777777777777777777777777777777777777777777777777777777 \ ] 0 C via . .
agreement within the corresponding measurementselnat the model values seem to be slightly too 'k”"es"ga}“"g another scenario of
N 11(5) being zero showed that the

low at heights >85 km. In this altitude region, slated OH(3-1) VER is most influenced by, | pencing o On®) o Ot hastp

corresponds to a rate of a ~X40

OH((v=9,8)+0¢P) of R11 because both vibrational levels can tlirgmpulate OH¢=3). However, not Pen st
 Geldscht: 4 )

much is known about the individual branching ratio®f R11 except that
OH(vV=9)+0fP)-»OH(VL=3)+O(D) is an important deactivation channel but not essarily the
dominating one (Kalogerakis et al., 2016). Thiseagrwith our results presented here because the O

best fit OfP) v-5 model only considers a contribution of @H8) to OH@=3) and the underestimation

- {Gelﬁscht: 4 }

conclusions drawn from comparisons between thréfereint airglow observations and our model

studies with respect to OW+O(CP) quenching are summarized in Table 3.

__{ Geléscht: 4 )

lines), resulting in an overall agreement betweeodeh output and measurements within the
corresponding errors. Note that(k=7) used here is the average of the lower and uppits derived

from Thiebaud et al. (2010) and Varandas (2004xkvis unlikely to be seriously in error. Furthermor

. . . . _ - Geldscht: it is indicated that the
we have to point out that lowering;kv=8) doesonly impact the [O¥P)] and [H] derived here but does " | value of ky(8) might be lower than
777777777777777777777777777777777777777777777777777777777777777777777777 2.2X10% cn? s which can be

not affect the general conclusions drawn in thidisa. assumed based on the other rates| of
kn(v).'But we did not find any stud!
The empirically determined solution presented hiemplies that the contribution of OMH9) to reporting an observed8) rate,

and consequently we did not change
k11(8). Besides,

OH(v=8) via quenching with GP) is close to zero (see Table 1 and this sectinrgontrast, the model
described in Mlynczak et al. (2018) assumes siggkeatum relaxation
(OH(v=9)+0FP)—>0OH(u=8)+OCP)) to get the global annual energy budget intor iedance. But
applying this approach in our OH model (same toigé of :x10° cn?® s* and varying the rates for
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OH(v<8)+0(P)) leads to a considerable overestimation of OBJ(#ER. Additionally, the shape of
510 simulated OH(5-3)+0OH(4-2) VER slightly mismatchée bbserved OH(5-3)+OH(4-2) VER above 90
km (not shown here). Based on these sensitivitg,rwe conclude that at least part of @&f)+O¢P)
channel has to be deactivated via multi-quanturmcjuieg. This is supported by the results presented
by Panka et al. (2017) which adjusted an OH airghoadel to fit night-time Cg{vs) emissions at 4.3
pum. However, this study reported empirically deiieed rates for OH@&<8)+OFP) generally higher
515 than the rates obtained in this work. But thestedifices might be attributed to their faster valofes
OH(v)+0O, because they seem to have falsely assumed thedtdseof Adler-Golden (1997) do not take
mesopause temperature into account. Thus, we thatkheir rates of OR{+O, are too high, at least
by a factor of ~1.5. Since they performed an erogirstudy, it is not possible to estimate how much
this issue affects the rates of OKY58)+OCP). But we know from our work that higher rates of
520 OH(V)+0O; lead to higher values of OH(6-2) VER, OH(5-2)+OFUVER, and OH(3-1) VER which
can be generally balanced by higher rates of @v8)+O(P). Considering our comparisons with
these two studies, we think that the rates of\QHD(CP) should be investigated in more detail in future
studies as this rate has a huge impact on deriaees o O(°P)] (Panka et al., 2018).

3.4 Derived profiles offO(°P)] and [H]

525| Figureg displays the vertical profiles 60(P)] and[H] obtained by the Best fit model in comparison” S8 2
with the results derived from SABER OH(9-7)+OH(8-8ER only (Mlynczak et al., 2018). The
_ { Geloscht: 5

O(°P)] profiles seen in Figia agree below 85 km but the Best fit model showslgally larger values. -

777777777777777777777777777777777777777777777777 - {Gelﬁscht: higher

schemes of OW)+O(CP), agreeing with general pattern reported in Pagtkal. (2018). We have to
530| point out that other studies (e.g. von Savigny bednyts'kyy, 2013) observed a pronound€d’P)]
maximum of about x10" cm* at 95 km. ThéO(*P)] derived here indeed shows similar values at 95
km but a maximum is not seen. Nevertheless,[fhéP)] in our study obtained above 95 km looks
rather unexpected and possible reasons are discheksv.

The night-time[H] derived in this study shows similar pattern as §RBH], including the maximum

535| at 80 km. But Best fit mod¢H] is systematically larger than SABHER] by a factor of approximately
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1.5. Thisis primarily caused by our faster OiH8)+0O, rate compared to the rate applied in Mlynczak

Geldscht: might be partly cause

et al. (2018)Similar to the comparisons wif(*P)], Best fit mode[H] results also shows unexpecjed”{by t00 d}

" | Geléscht: high O, night-time
values, as suggested by Mlynczak|
al. (2018).

patterns above 95 km. ot

The quality of the derived profiles is primarilyfedted by three different uncertainty sources. fitse
source includes uncertainties due to the rateshefmical and physical processas well as the

background atmospheg®ensidered in the Best fit model. We assessed dhentertainty by assuming

uncorrelated input parameters. Adler-Golden (12Bd)not state any uncertainties feraihd § but these
values should be similar to the uncertaintygoddrived by Klenerman and Smith (1987). Therefare,
applied an uncertainty of 0.03 fardnd §. In case of the Einstein coefficient, we adaptediacertainty

of 30 %, which is based on the five sets of Einstein doieffits analyzed in Sec.1. Note that Iarqer/%Gewscm: .

Gelodscht: as suggested by
Mlynczak et al. (2013).

uncertainties only occur for multi quanta transitio>2 quanta. But [&®)] and [H] were calculated

from the transition OH(9-7)+0OH(8-6) where the agneet is betterAll the other I uncertainties of

the input parameters were taken from their respestiudies.

Recent comparisons between MIPAS d@d SABER @derived at 9.6 pm were performed by Lopez-
Puertas et al. (2018). The authors showed that-tige O; from SABER is slightly larger than night-
time O, obtained from MIPAS in the altitude region 80-1K0@ over the equator (their Fig. 8 and 10)

but these differences are within the correspondimgrs. Thus, at least to our knowledge there is no

conclusive evidence stating that SABER night-timeg i® generally too large. Nevertheless, we
considered an uncertainty of; @f about 10 % (Smith et al., 2013). The uncertaiot SABER

temperature was estimated to be lower than 3 %c{&&omas et al., 2008) while the total uncertainty
of SABER OH(9-7)+OH(8-6) VER was assumed to be &l (see Sect. 2.1.2The total b

uncertainty was obtained by calculating the rostsguare of all individual uncertainties. The résul

- {Gelﬁscht: 5 ]

- {Gelﬁscht: 20 ]
22 EEEE 70 { Gelbscht: 30 )
depending on altitude. The individual contributiaxfshe input parameters to the total dncertainty

are considerably different. Einstein coefficientsl anascent distribution each account for akdutb
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and5 %, respectivelythroughout the entire height interval. The infloerof the collision rates msbout

P {Geliischt: lower than 6

_ - Geloscht: 5
565| and k account for ~8 % to -85 % of the overall & uncertainty of the derivefD(°P)] profiles. The -~ ?[G,o,,t —

total 1o uncertainty offH] varies betweeg5 % and4Q % with k; being the major uncertainty source - { Geléscht: aiso

<

~ { Geléscht: 20

~ Geloscht: 30

gradually more important and both knd [O(°P)] each contribute close to one half to the overaﬂr{Ge,ﬁscht:5

o JC A U

uncertainty at altitudes >95 km. We further assumedorst case scenario (not shown here), meaning
570| that all uncertainties of the input parameters oute to either higher or loweiO(’P)] values,

P {Gelﬁscht: 6

——————————————— ~ -~ { Geldscht: 5

However, it is more likely that the uncertainties ancorrelated since they originate from independe\\‘[Gelﬁscht:O

A

measurements.
The second aspect influencing the quality of theivdd profiles is the assumption of chemical
575 equilibrium of G, represented by Eqg. (3). This issue was recentlgstigated by Kulikov et al. (2018),

which carried out simulations with a 3-D chemiagansport modebhnd demonstrated that a wrongly

assumed chemical equilibrium of; @nay lead to considerable errors of derived®f}( and [H] In

L. . _ -1 Geldscht: Th d th
order to test the validity of chemical equilibriuaf O; locally, the authors suggested tt@H(9- - Wcrfe;siccm e;,iffgriﬁ%?sgsénfyt

. valid when
7)+0OH(8-6) VERhas to exceed :xGxB, with B

Geldscht: exceeds a certain
threshold, depending

|
| S —— y_ T _____ —

ncluding several chemical reactigates involving /{

580| O« and HQ speciesNote that this criterion requires simultaneouslyf@ened temperature and OH"

{ Geldscht: onG and

airglow measurements. Furthermore, this criterisnbased on the assumption that the impact of

atmospheric transport on chemical equilibrium of i® negligible. Since our experiments fit these

P {Gelﬁscht: Applying their

************************************************* -~ { Gelbscht: , we

Yyalid above 80 kmWWe have to point out that the term “chemical euilim of Oy" refers to Q that - { geléscht: probably true only

585| does not deviate more than 10 % from i@ chemical equilibrium (Kulikov et al., 2018, th&qg. 2).

Assuming that @is always 10 % above or below (& chemical equilibrium introduces an uncertainty
of about 10 % at 80 km and 20 % at 95 km, additipria the total uncertainty of [3P)] and [H]
estimated above. However, such a worst case soarasdther unlikely while it is more realistic thag

actually varies around its chemical equilibrium cemtration. Thus, an over- and underestimation of

590| derived [OfP)] and [H] are assumed to compensate each otlomseQuently, we conclude that the

22



595

600

605

610

615

impact on the total uncertainty of [{)] and [H] due to deviations from chemical equilin of O; is

negligible, but only because the previously usé@emon is valid.

The last problem lies in the fact that the approashd here (see Sect. 2.2) has to be applied to
individual OH airglow profiles to derivO(*P)] and[H] correctly. However, the individual scans of
OH(6-2) were too noisy to analyze single profilesl ave therefore used climatology for all input
parameters. By investigating individual OH airglgwofiles, we would derive individualO(*P)]
profiles and eventually average them to the ni€drP)] profile. While in our case, we directly derive
the meanO(°P)] profile. This makes no difference as long as #lation between OH airglow and
[O(P)] is a linear one. But Eq. (4b) shows that the i@tabetweenO(*P)] and OH(9-7)+OH(8-6)
VER is only approximately linear becauSealso depends ofD(°P)], as represented by the ter@s
and C,,. The linearity between OH(9-7)+OH(8-6) VER afd(*P)] of an air parcel with a certain
temperature and pressure is solely controlleddyP)]xG. Note thafH] too is affected by this non-
linearity issue sincéd] depends o1& (Eq. (4a)). Thus, deriveiH] values are only reliable as long as
the derivedO(°P)], and as a consequer®g is not seriously in error.

In order to test the linearityO(°*P)]xG was plotted as a function §0(°P)] and the corresponding
between[O(°P)] and[O(’P)]xG or OH(9-7)+OH(8-6\VER, respectively, is linear for small values of

O(P)], while a non-linear behaviour becomes more prooednfor larger values ofO(’P)].

Furthermore, the starting point of the behaviouwstited to lowe{O(*P)] values at higher altitudes. In
order to estimate this threshold, we performed suali analysis and determined an upper limit of
[O(P)] before non-linearity ofO(P)]xG takes over. The approximated upper limits areeddals
below the corresponding upper limit @(°P)]. Otherwise, it should be viewed more criticallyig
was done for each altitude and we found that[®€P)] and [H] profiles presented in Fic§ are -
plausible in the altitude region <95 km. In combioma with the estimation of chemical equilibrium of
O3 and the maximum of physically allowed fB]], we think that thdO(°*P)] and[H] derived by the

affect the results with respect to GHKO, and OHY)+O(P) presented in the Sect. 3.2 and 3.3.
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4 Conclusions

We presented a zero dimensional box model which tlie VER of four different OH airglow
observations, namely TIMED/SABER OH(9-7)+OH(8-6) darOH(5-3)+OH(4-2) as well as
ENVISAT/SCIAMACHY OH(6-2) and OH(3-1). Based on ght-time mean zonal mean climatology
of co-location measurements between 2003 and 200%-10° N, we found that I) OMJ+0O;, is likely

to occur via multi-guantum deactivation while QHT) primarily contribute to OH5) and might
prefer deactivation to OM{=v-5)+0,. This relaxation scheme generally agrees withlteseported in
Russell et al. (2005) but is considerably differemthe commonly used scheme suggested by Adler-
Golden (1997). We further found 1I) general supporfor the new pathway
OH(V)+O(CP)—>OH(V')+O('D) proposed by Sharma et al. (2015) but suggestesitotal loss rates of
OH(v=8,7,6,5)+O¢P). Additionally, hints for a favoured deactivatidn OH@’'=v-5)+O(D) are
obtained.

channels suggested here heavily depend on the @tsitions considered. Including additional OH
transitions like OH(9-4), OH(8-3), and OH(5-1) from the OgticSpectrograph and InfraRed Imager
System(OSIRIS) on board the Odin satellitmight result in other values and deactivation sa®m

This could be a subject of a future study. Alscenibiat the Einstein coefficients used here mighinbe

error (see Sect.3.1; Fig. 2). This does not affeettwo general conclusions drawn above but would

impact the empirically derived rates.

Furthermore, our OH airglow model is based on thaaditions OH(9-7)+OH(8-6), OH(6-2), OH(5-
3)+0OH(4-2), and OH(3-1) only. Therefore, our modeés not provide any information of OHR). It
further cannot distinguish between QHbH) and OHY=4) as well as OHE9) and OHY=8),

respectively, and errors in O¥5) and OH¢=9) might be compensated by errors in @) and

OH(v=8) or vice versa. Consequently, the rates of tlkvidual deactivation channels presented in

Table 2 and Table 3 should be viewed as a suggestidy. But these issues will only be solved

eventually when future laboratory experiments pievihe corresponding Ow(O, and OHY)+O(CP)

relaxation rates and deactivation channels. Negkrglk, we have to emphasize that the shortcomings o
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emphasize that our OH airglow
model is based on the transitions
OH(9-7)+OH(8-6), OH(6-2), OH(5-
3)+0OH(4-2), and OH(3-1) only.
Thus, our model does not provide
any information of OH({<2).
Furthermore, it cannot distinguish
between OH(5) and OH(4) as well
as OH(9) and OH(8), and
consequently errors in OH(5) and
OH(9) might be compensated by
errors in OH(4) and OH(8) or vice
versa. Finally, we
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our model do not affect the two main conclusioresadr in this study.

\

upper limit of [O¢P)], and also considering the chemical equilibriomO;, we conclude that the\\
O(*P)] and[H] profiles derived by the Best fit model are plaissiin the altitude range from 80 km to

Geldscht: But these issues will
only be solved eventually when
future laboratory experiments
provide the corresponding
OH(v)+0, and OHY)+O(P)
relaxation rates.{

95 km. The correspondingoluncertainty due to uncertainties of chemical fieast and physical {

O; and

Geloscht: chemical equilibrium of}

)
]

altitude.
The [H] derived here is systematically larger biaetor of 1.5 than SABER [H] reported in Mlynczak
et al. (2018) which is primarily attributed to thelower OHY=8)+0, rate. Our [O{P)] values in the

altitude region below ~87 km are in agreement withie corresponding errors with the results found i

Mlynczak et al. (2018) and Zhu and Kaufmann (204#)are lower than the values presented in Panka

et al. (2018). However, we think that the resultshe latter study are too large because the asithor

falsely assumed too fast OB$O, rates. In the altitude region above ~87 km, th€R® shown here is

generally larger than the values reported in thissee studies up to a factor 1.5 to 1.7. These

differences are attributed to the faster rates difiérent deactivation channels of ORNOCP).

Therefore, it is indicated that we might overestinfOEP)] above >87km and we suggest that our

results should be interpreted as an upper limitvél@r, a final conclusion cannot be drawn at tlisp

due the large uncertainties of the rates assumeerige [O¢P)].
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Table 1 Physical processes and chemical reactions indludthe Base model

Process Rate or scheme Reference
ky = 1.£x1070 #7070 Burkholder et al. (2015),
RLH +@  —OHV) +O ) =k hi(v)? Alder-Golden (1997, Table 1)
R2 ofP)+Q@ —0 +Q ko = Ex 102 2000 Burkholder et al. (2015)
R3  OfP) +Q+M— O; +M k= €x10°* (300/TY*  Burkholder et al. (2015)
R4  OHyp) — OH(V") + hv variable rates Xu et al. (2012, Table A1)

Adler-Golden (1997, Table 1),

RS OH) +No  — OHE) +N; viEv-1 Kalogerakis et al. (2011)

, , Adler-Golden (1997, Table 3),
R6  OH{) +CG  — OHE) + 0O, vy see text for more information
R7a OHy) + OFP) — H +Q variable rates Varandas (2004, Table 3, M I)
R7b OHp) + OfP) — OH(V') + OCP) v'<v Caridade et al. (2013, Table 1)

865| Rate constants are given in the’esn system.
(5, 6,7,8,9)=0.01, 0.03, 0.15, 0.34, 0.47
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Table 2. Empirically determined branching ratios of QjO,—OH(v')+O, of the Q best fit model

A% 8 7 6 5 4 3 <2
9 0 0 0 0 1 0 0
8 0 0 0 03 07 0
7 0 0 0 0.1 0.9
6 0 0 0 1
5 0 0 1
4 0 1
3 1
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Table 3. Empirically determined branching ratios of GMOCP)—>OH(v)+O(‘D) of the Best fit

- {Gelﬁscht: above 85 km

| model based on OH(6-2) VER, OH(5-3)+OH(4-2) VER] &H(3-1) VER observatiops.

Process Recommendation Best fit rate (chs?)
| Rlla OH(9) + OpP)— OH(4) + OtD) k11(9-4) > 0.€xkq3(v=9) 0.6x2.3(x10™°
R1lb OH(9) + OP)— OH(3) + O(D) not negligible 0.x2.3(x10%°
R1llc OH(8) + OpP)— OH(3) + OtD) Kk11(v=8) < ki1(v=9) 1.0x1.80x10%°
R11d OH(7) + OP)— OH(<2) + O(D) ki(7-<2) < kaa(v=8) 1.26x10"0 - { Geléscht: 9
Rillfe OH(6) + OfP)— OH(1) + O(D) ki(6-<1) <ka(v=7) 0.8(x10%°  {Geldscht: 0.2 2.30X 10"
R11gf OH(5) + OP)— OH + OfD) k11(v=5) < ky1(v=6) 0.4(x10"  { Geldscht: 9
910
915
920
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Figure 1 : Comparison of vertical profiles of the wlume emission rate (VER) of a) OH(6-2), b) OH(5)3OH(4-2), and ¢) OH(3-1)
at 0°-10° N between satellite observations and tligase model output. The observations are climatologyf night-time mean zonal
means from 2003 to 2011, based on co-location messuents of TIMED/SABER and ENVISAT/SCIAMACHY. Note the different

scaling of the x-axis.
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models are identical in case of OH(6-2) VER.
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Figure 6. Vertical profiles of a) OCP) and b)[H] derived from SABER OH(9-7)+OH(8-6) VER observatios (Miynczak etal, -~ | Geldscht:5

2018) and our Best fit model by fitting SABER OH(97)+0OH(8-6) VER and OH(5-3)+OH(4-2) VER as well asGAMACHY
OH(6-2) VER and OH(3-1) VER. Shown are averages aiight-time mean zonal means of co-location measuremts (see Sect. 2.2)

from 2003 to 2011 between 0° and 10° N. Error barshow the Ir uncertainty due to chemical and physical processes
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