
We wish to thank all three reviewers for their detailed comments and thoughtful suggestions.

1 Reply to the comments of reviewer 1
It appears that the comments from reviewer 1 refer to the first version submitted to ACPD and not to the version
published online. As a result, the line numbers do not match the online version.

1. There should be some discussion early on in the paper about the bidirectional flux of NH3.
It is now only mentioned as future work, but the lack of consideration of this in the current
modeling has implications that should be discussed.

We have added the following text to the method section:

The bidirectional exchange of ammonia is not represented in AM3-LM3-DD [Massad et al., 2010, Flechard
et al., 2013]. This reflects in part uncertainties in the emission potential of vegetation and the lack of detailed
treatment of agricultural activities in LM3 [Riddick et al., 2016]. We thus expect AM3-LM3-DD to overesti-
mate NH3 dry deposition in source regions [Zhu et al., 2015, Sutton et al., 2007].

As a result, we expect that the simulated enhancement of N deposition over natural tiles relative to the average
deposition over all land tiles may be an underestimate. This has been clarified in the analysis of the results
as follows:
The enhancements of the dry deposition of NHx over natural vegetation is likely to be underestimated in
AM3-LM3-DD as the surface bidirectional exchange of NH3 tends to reduce its deposition in source regions.

2. Line 44: Characterizing dry deposition as just surface resistance is not really accurate.
This has been removed.

3. Line 46: The Schwede and Lear (2014) reference is not the appropriate one for the wet deposition
fluxes as the values used are those from the National Atmospheric Deposition Program National
Trends Network.
This section had been removed in the online version of the manuscript.

4. Line 55: The role of organic nitrogen should be discussed as well as other unmeasured compo-
nents of the nitrogen budget that are currently only widely available from models.

We have added the following text in the discussion of the SOAS data:

We find that (α = 7, β = 1) provide a reasonable fit for all organic nitrates. These parameters imply that the
deposition of isoprene-derived organic nitrates is primarily controlled by dry cuticles with small contributions
of stomata and stems. We note that these parameters imply a much greater solubility and reactivity of organic
nitrogen than in other models (e.g., α = 0, β = 0.5 in AURAMS [Zhang et al., 2002]). While we use these
parameters globally, such large differences warrant further investigations, as the deposition of organic nitrogen
may account for over 25% of the overall N deposition but remains rarely measured [Jickells et al., 2013].

5. Lines 72-79: Greater emphasis could be provided here that a new model has been developed
for including in AM3. It is not simply that you used an approach already in another model.
You combined pieces from different models.

The text was revised as follows:
Here, we describe the development of a new model, in which dry deposition of gaseous and aerosol species
are calculated within the dynamic vegetation model LM3 [Shevliakova et al., 2009, Milly et al., 2014]. The
combined model will be referred to as AM3-LM3-DD hereafter.

6. Line 80-93: The tile structure is a bit confusing and it is not clear in the use of primary and
secondary tiles and what information is contained at each level. What are the categories for
the secondary tiles? AND Line 86, I am not clear on the use of the phrase “transition rates”.
Maybe specifying them as temporal transitions would be helpful.
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We have expanded the model description to clarify the tiling structure of LM3 and the representation of
land-use change.

In LM3, land surface heterogeneity is represented using a sub-grid mosaic of tiles [Shevliakova et al., 2009,
Malyshev et al., 2015] as illustrated in Fig. 1. Each tile has distinct energy and moisture balances for a
vegetation–snow–soil column, biophysical properties, and exchanges of radiant and turbulent fluxes with the
overlying atmosphere. LM3 predicts physical, biogeochemical, and ecological characteristics for each sub-grid
land surface tile from the top of the vegetation canopy to the bottom of the soil column including leaves and
canopy temperature, canopy-air specific humidity, stomatal conductance, snow cover and depth, runoff, verti-
cal distribution of soil moisture, ice, and temperature. The land-use history is prescribed from the Hurtt et al.
[2011] reconstruction for each grid cell in terms of annual transition rates among four distinct land-use types:
undisturbed (hereafter referred to as natural), crops, pastures, and secondary vegetation. Secondary vegetation
is defined in LM3 as the vegetation recovering after land-uses and land-cover changes and not currently man-
aged. This includes all abandoned agricultural land as well as the land where wood was harvested at least once
in prior years. The model keeps track of different recovery states by creating a secondary vegetation tile every
time a disturbance occurs and simulation the subsequent vegetation regrowth in the tile. To avoid unrestricted
growth of the number of tiles, the number of secondary vegetation tiles is limited to 10 per grid cell in the
configuration of LM3 used here. When more than 10 secondary vegetation titles exist in a grid cell, secondary
vegetation tiles with similar properties are merged [Shevliakova et al., 2009], while preserving water, energy,
and carbon balances. Land properties that affect the surface removal of chemical tracers, such as snow cover,
canopy wetness, surface and canopy temperature, leaf area index (LAI), stomatal conductance, and vegetation
height are all prognostic [Shevliakova et al., 2009].

7. Line 93: LAI is a critical parameter for deposition. Please provide more details on how this is
determined.
We have added the following text:

Vegetation carbon is partitioned into five pools: leaves, fine roots, sapwood, heartwood, and labile storage. The
model simulates changes in vegetation and soil carbon pools, as well as the carbon exchange among these pools
and the atmosphere. The sizes of the pools are modified daily depending on the carbon uptake and according
to a set of allocation rules. Additionally, the model simulates changes in the vegetation carbon pools due to
phenological processes, natural mortality, and fire. LAI is determined by vegetation leaf biomass and specific
leaf area, prescribed for each vegetation type described below.

8. Line 96: Do the management practices influence the agricultural emissions as well?

No, agricultural emissions are taken directly from HTAPv2 or CMIP5 estimates. We have added the following
the text:

The impact of management practices on the timing and magnitude of agricultural emissions (e.g., Paulot
et al. [2014]) is not accounted for in AM3-LM3-DD.

9. Line 101: What is the basis for your assumption that 25% of the leaf biomass is removed daily
by grazing

We assume a high grazing intensity to prevent excessive accumulation of the biomass on pastures and the
consequent misclassification of vegetation types on pasture as forests. This high grazing intensity does not
lead to excessive overgrazing on pastures since no grazing occurs once pasture LAI drops below a prescribed
limit (LAI=2 in our simulations). As a result, the long-term average rate of grazing is to the rate of growth
of leaf biomass for the pastures where LAI is higher than 2.

10. Lines 102-103: Does LM3 include a tree growth model? How does changing the grazing fre-
quency affect the growth of trees? Also, at line 103, the text is a bit garbled

LM3 includes a fully prognostic dynamic vegetation model, and as such it does simulate the growth of vege-
tation, including trees. To clarify this point, we modified the text as follows:
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Each vegetated tile has a unique vegetation type (C3 grass, C4 grass, temperate deciduous, coniferous, or
tropical vegetation), which is determined based on biogeographical rules that take into account environmental
conditions as well as current state of the vegetation in each tile [Shevliakova et al., 2009].

We also clarified the effects of the grazing on the growth of vegetation, and therefore on the vegetation
types that the model simulates for pasture types:

This higher grazing frequency and intensity prevent the excessive growth of vegetation biomass on pastures
in the tropics and mid latitudes, a problem which was noted in previous versions of LM3 [Malyshev et al.,
2015] leading to misclassification of pasture vegetation cover as forests.

11. Lines 112-113: It would be helpful to provide the equations for Rac in this manuscript. The
Bonan (1996) reference is not readily available and is not as commonly used at the Erisman
approach.

We have added the equation for both Rac,v and Rac,g to the text

Rac,g =
u?

14(LAI + SAI)h
(1)

Rac,v = (LAI + SAI) · gb with gb = 0.01(1− exp(−3/2)/3)
√
V (2)

where SAI, h, and V are the stem area index, the height of the vegetation, and the normalized wind at the
top of the canopy, respectively.

12. Line 118: The leaf width is specified as one value for the land use type, while it is actually far
more variable. How were the values in Table S1 determined? What is the sensitivity of the
model to this parameter?
The values are taken from [Petroff and Zhang, 2010] (reference given in Table S1). Rb,v scales like lw1/3,
therefore only large differences in leaf width (e.g., between coniferous and decidious) will significant modify
Rb,v.

13. Line 119: Insert species X here and other places.
corrected

14. Line 127: A right parenthesis is missing.
corrected

15. Line 129: After Rs(H2O), I suggest adding “is the stomatal resistance for water vapor” before
“s calculated”
corrected

16. Line 130-132: Water stress is included in most Jarvis based approaches which are commonly
used in atmospheric chemistry models.
we have removed this statement

17. Line 137: The notation in Table S1 does not match the table in the manuscript. How are the
scaling factors for stem/bark determined?

thank you for noting this inconsistency. The notation used in Table S1 has been revised to match that used
in the text. We use the estimate of Padro et al. [1993] for SO2. We assume that Rsf,s(O3)/Rsf,s(SO2) is the
same as Rsf,v(O3)/Rsf,v(SO2) in pasture. This has been clarified in the notes associated with Table S1.

18. Lines 142-146: Please explain the nature of the modifications made to the original parameteri-
zation and how they were developed/evaluated.

Both the parameterization of Massad et al. [2010] and Simpson et al. [2003] rely on the surface concentrations
of ammonia and acids to estimate the acidity of the surface. We find that this can create unrealistic oscilla-
tions in vd(NH3) and vd(SO2). This issue can be limited by using the 24h-integrated dry deposition fluxes
instead. The text as been modified as follows:
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To improve numerical stability, we estimate the acid ratio (rSN ) using the ratio of the 24-hour integrated
total dry deposition of acids to the dry deposition of ammonia and ammonium, rather than using the ratio of
their surface concentrations [Massad et al., 2010, Simpson et al., 2003].

19. Lines 148-165: The motivation for this section is not clear. Since you are only comparing
between models, it is not an evaluation.
This now serves as preamble to the evaluation section.

20. Section 2.2 It would be helpful to include information about all model runs in this section. Later
in the paper, several new runs are described that are not included here. It would also be helpful
to include a table that summarizes the important options used in the model runs. This could
be included in the SI. What land use was used for the present day runs? Was there a spin-up
year as was done for the future scenario run? What do you mean by across configurations at
line 170? Were the emissions year specific? What year was used for the NH3 emissions that
were used for the future scenario?

We have given an ID to each simulation and we have also added a Table (Table 1) to summarize the dif-
ferent model configurations. Section 2.2 was rewritten as follows.

We perform two sets of global simulations representative of present-day (circa 2010) and future (2050) con-
ditions. For present-day conditions, AM3-LM3-DD is run from 2007 to 2010 using 2007 as spin-up. The
model is forced with observed sea surface temperatures and sea ice cover, and land use from the Representative
Concentration Pathways 8.5 scenario (RCP8.5, Riahi et al. [2011]). Anthropogenic emissions are from the
Hemispheric Transport of Air Pollution 2 (HTAPv2, Janssens-Maenhout et al. [2015]). Natural emissions are
based on Naik et al. [2013], except for isoprene emissions, which are calculated interactively using the Model
of Emissions of Gases and Aerosols from Nature (MEGAN, Guenther et al. [2006]). This simulation will be
referred to as R2010 hereafter. An additional sensitivity experiment is performed (R2010_no_lu) with no an-
thropogenic land-use change, which is achieved by removing all vegetated tiles but the natural ones (expanding
the area of the natural tiles). In both experiments, horizontal winds are nudged to those from the National
Centers for Environmental Prediction reanalysis [Kalnay et al., 1996] to minimize meteorological variability
between R2010 and R2010_no_lu.

For 2050, we use the vegetation, sea surface temperatures, and sea ice cover simulated by the GFDL-CM3
model under the RCP8.5 scenario in 2050 [Levy et al., 2013]. RCP8.5 anthropogenic emissions for 2050 are
used [Lamarque et al., 2011] except for NH3, where we use the spatial distribution and seasonality of HTAPv2
emissions following Paulot et al. [2016]. The model is run for 10 years with land-use fixed to year 2050 and
we use the average of the last 9 years to minimize the impact of internal variability. This simulation will be
referred to as R2050 hereafter. We perform two additional sensitivity experiments to characterize how land-
use change (R2050_2010lu) and climate (R2050_2010climate) contribute to the change in deposition velocity
between R2010 and R2050. The different model runs are summarized in Table 1

21. Section 2.3 (to be added) There should be a section that describes the observational data used.
How did you choose which ones to include? It might be helpful to include a table of the obser-
vational data to reduce the amount of text needed in the legend in Figure 3.

We performed a litterature survey to identify observations of vd(SO2) over a wide range of environments.
We have added a table in the supplementary materials (Table S3), summarizing the observations. The text
was revised as follows:

We first evaluate the simulated vd(SO2) in AM3-LM3–DD for present-day (2007-2010) against observations
collected over a wide range of surfaces (Table S3). We sample the simulated monthly diurnal cycle of vd(SO2)
at the location of the measurements in the tile that best represents the type of vegetation reported in the ob-
servations. We further distinguish between day-time (8am-5pm) and night-time (10pm-4am) samples and wet
(wet fraction of the canopy greater than 10%) and dry periods.

22. Lines 181-190: There is a lot more analysis that could be done in this section. For example,
the differences in performance between land use types could be expanded. Are there aspects
of the model that you think contribute to these differences? Canopy wetness is very important
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to SO2 deposition. How well does the model capture wetness compared to the observations?

We find that AM3-LM3-DD falls within a factor of two of most observations. This is consistent with the
uncertainty reported by Wu et al. [2018] for state of the art dry deposition models. We have expanded the
analysis of the model biases as follows:
Simulated deposition velocities generally fall within a factor of 2 of the observations, with better agreement
during the day than at night, when the model is biased high. This uncertainty range is similar to the one re-
ported by Wu et al. [2018] for a range of dry deposition models. More specifically, AM3-LM3-DD qualitatively
captures the range of deposition velocities over forested ecosystems, including the slower deposition of SO2 in
winter than in summer and under dry than under wet conditions in deciduous forests and the fast removal
of SO2 over coniferous forests. However, the model fails to capture the elevated vd(SO2) (>1 cm/s) reported
by several studies over grassland. This may reflect uncertainties in the representation of ammonia emissions
(e.g., no sub-grid heterogeneity), which could result in an underestimate of SO2-NH3 co-deposition over crops
or fertilized grasslands [Nemitz et al., 2001, Flechard et al., 2013].

We have also clarified how the canopy wetness is estimated. The following text was added to the method
section:

The fraction of the canopy covered by liquid water (fl) and snow (fs) are estimated from the intercepted
canopy liquid water mass (wl) and snow mass (ws) following Bonan [1996]:

fi =

(
wi

Wi,max

) 2
3

i ∈ {l, s} (3)

where Wl,max = 0.02kgm−2 and Ws,max = 0.2kgm−2 are the maximum liquid water and snow holding ca-
pacities, respectively. If both snow and liquid water are present simultaneously, water and snow are assumed
to be distributed independently of each others.

Fig. 2 shows that AM3-LM3-DD captures the qualitative impact of canopy wetness on vd(SO2). How-
ever, we agree with the reviewer that the treatment of canopy wetness and its impact on deposition velocities
remain important uncertainties in current models. This has been emphasized in the conclusion, as follows:

Our study highlights the importance of accounting for surface heterogeneities and anthropogenic land use
in modulating the magnitude and trend of N deposition. Here, we leverage the tiled structure of the GFDL
land model to efficiently represent the subgrid scale heterogeneity of surface properties and their evolution
in a changing climate. We have shown that the shift of N emissions from oxidized to reduced N in North
America will exacerbate the sensitivity of N deposition to small-scale heterogeneities, which highlights the need
to improve the representation of non-stomatal surface resistances (Rsf,v, Rsf,s, and Rsf,g) including their
modulation by canopy wetness and acidity [Flechard et al., 2013, Wentworth et al., 2016, Wu et al., 2018].

23. Lines 191-213: This section mostly describes model development as the text describes how
observations of deposition velocity were used to develop the alpha and beta parameters for
equation 6. It is not clear how the MERRA meteorological fields were included in the model-
ing. At line 200, reiterate that the measured compounds are those from Nguyen et al. At line
203, it would be appropriate to refer the reader back to Figure 4. How do you know what the
deposition of HCN on cuticles is or are you referring to how the model treats the deposition?

We use MERRA meteorological fields to drive LM3 (instead of AM3 simulated fields), as it allows to better
capture meteorological condition at the SOAS site. The text was modified as follows:

To facilitate the comparison between simulated and observed deposition velocities, we use meteorological fields
(wind speed, temperature, precipitation, and downward radiation) from the Modern-Era Retrospective Analysis
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for Research and Applications (MERRA) [Rienecker et al., 2011] to drive a standalone version of LM3-DD.
This provides a more accurate representation of the site conditions than using meteorological fields simulated
by AM3.

HCN is poorly soluble and does not exhibit significant reactivity at the leaf surface [Nguyen et al., 2015].
This was clarified as follows:

In contrast, the low solubility and low reactivity at the leaf surface of HCN produces a large non stomatal
resistance [Nguyen et al., 2015] (Rsf,v >>> 1 s/m), such that vd(HCN) ' Rs(HCN)−1.

24. Line 220: Note that the model captures the high reduced N over NC.

The text has been modified as follows:

with high deposition in the Northeast and greater contribution of reduced nitrogen to N deposition in the
US Midwest and North Carolina than in the Eastern US.

25. Line 222: In Figure 5 (middle column), what causes the streak pattern in the middle of the
country?

This reflects the large difference in vegetation height between the actual vegetation height and that of natural
vegetation.

The text was revised as follows:
This enhancement is largest in regions where land-use change has caused a large decrease in vegetation height
and LAI (e.g., in the US Midwest and Northeast, Fig. S2) and smallest in regions with little agricultural
activity (e.g., most of Canada) or where managed vegetation differs little in height and LAI from natural
vegetation (e.g., in the Western US, Fig. S2).

Fig. S2 shows the difference in vegetation height and LAI associated with land-use change.

26. Line 223-224: The text that appears at line 229-230 would be better placed here rather than
simply referring vaguely to the supplementary materials.

We are now referring to Fig. S1

27. Line 228: The land use is not actually changing in this analysis. Do you mean the the dry
deposition of NHx would be more sensitive?
We have modified the text as follows:
... also shows that the dry deposition of NHx exhibits a greater enhancement over natural vegetation than the
dry deposition of NOy, consistent with the greater sensitivity of vd(NH3) than vd(HNO3) to surface properties
(Fig. S3).

28. Line 235: What are you contrasting?
We have removed In contrast.

29. Line 240-241: This model run should be discussed in the methods section. How was this done
in the model? Changes in the land use would also change the meteorology and the emissions.
Were these considered?

The effect of land-use on meteorology is limited by nudging the horizontal wind speeds to those from NCEP
and prescribing the sea surface temperature and sea ice. This has been clarified in the method section (see
reply to comment 20)

30. Line 241: It would be helpful to insert text along the lines of “Using this run as the base case,
we compare . . .” That would fit better with the text later in the section that compares the
impact of anthropogenic land use changes.

The text was modified as follows:
Fig. 6 shows the change in dry NOy, dry NHx, and total N deposition associated with anthropogenic land-
use change, which is estimated by comparing R2010 and R2010_no_lu. We find that anthropogenic land-use
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change reduces dry NOy, dry NHx, and total N deposition over the contiguous US by 8%, 26%, and 6%,
respectively. The reduction in N deposition associated with anthropogenic land-use change is largest in the
Central and Eastern US, where deforestation has caused a large reduction in LAI and vegetation height (Fig.
S4).

31. Lines 254-256: Were changes in biogenic and agricultural emissions considered?

Emissions are either calculated (e.g., for isoprene) or read from monthly files on the atmospheric side and are
not calculated in LM3. This has been clarified in the method section as described in reply to comment 8 from
reviewer 1.

32. Line 257: What land use takes the place of agricultural areas in the scenario?

Only natural vegetation, glacier, and water tiles are considered in this simulation. This has been clarified in
the revised experimental design (see reply to comment 20)

33. Line 258-260: This section needs more explanation.

We have revised the text as follows:

We find a small increase (<10%) in the deposition velocity of HNO3 over most of the US between R2050 and
R2010 (Fig. S4). This is attributed to a reduction in the land fraction devoted to agriculture between 2010
and 2050 in the RCP8.5 [Davies-Barnard et al., 2014], which results in taller vegetation and higher LAI.
The impact of this change in land use between 2010 and 2050 is larger for vd(NH3), which increases by more
>10% over most of the Midwest and Eastern US. However, in the Eastern US and US Midwest, this increase
is more than compensated by a reduction in acid deposition, which results in an overall decrease of vd(NH3)
of 10 to 20% over most of the Eastern US. This highlights the need to better characterize the impact of the
co-deposition of acids and ammonia on the removal of ammonia to improve projection of future N deposition.

34. Line 270: Suggest adding “to natural vegetation from 2010-2050" after N deposition.
done

35. Line 273: Suggest adding “for the grid" after deposition.
done

36. Figure 3: What is the time scale for each point – e.g. monthly average? It isn’t clear what
you mean by “the model is sampled". The legend is far too small to be read easily. Perhaps
some of the information could be included in a table. Some of the colors are hard to see or
distinguish. The yellow doesn’t show up at all in print and the blues are hard to distinguish.
The symbols are small which makes it hard to tell them apart. Explain the symbol fill similar
to how the shape is explained. How was the criteria for wet conditions determined? This could
be explained in the methods section when you add a section for the observational data.

We have revised Fig. 4 following the comments of both reviewers 1 and 2 and expanded both the figure’s
caption and associated method section. See reply to comment 21.

37. Figure 4: It would be helpful to have H2O2 and HNO3 on the same scale since these are
compared in the manuscript. The surfaces listed are not consistent with the main text. Bark
is listed rather than stem.

we have revised the figure following the reviewer’s suggestion.

2 Reviewer 2
1. The Introduction could be extended with a short overview of what has been done sofar regarding

subgrid variations in deposition.
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We have added the following text to the introduction:

Significant challenges remain in quantifying the long-term impacts of N deposition on ecosystems in a chang-
ing climate [Sutton et al., 2008, Wu and Driscoll, 2010, Phoenix et al., 2012, Högberg, 2012, de Vries et al.,
2015, Storkey et al., 2015], including uncertainties in the speciation, magnitude and spatial distribution of the
N deposition flux itself [Sutton et al., 2008, Ochoa-Hueso et al., 2011, Jickells et al., 2013, Fleischer et al.,
2013]. Many approaches have been developed to provide high-resolution, ecosystem-relevant estimates of both
wet and dry N deposition, including statistical models [Singles et al., 1998, Dore et al., 2007, Weathers et al.,
2006, Dore et al., 2012], high-resolution nested chemical transport model (' 4 × 4 km [Vieno et al., 2009,
Simkin et al., 2016]), and hybrid approaches that combine high-resolution regional chemical transport models
with observed N fluxes and atmospheric concentrations (e.g. using the Community Multiscale Air Quality
Modeling System [Schwede and Lear, 2014, Bytnerowicz et al., 2015, Williams et al., 2017]). However, the
elevated computational requirement associated with high-resolution atmospheric models make such approaches
impractical for assessing the long-term impact of N deposition on ecosystems, its sensitivity to climate change,
and ultimately its coupling with the carbon cycle [Smith et al., 2014, Zaehle et al., 2010, Fleischer et al., 2013,
Dirnböck et al., 2017, Fleischer et al., 2015]. For such questions, estimates of N deposition are generally
derived from global models with coarse resolution (' 100km, [Dentener et al., 2006, Lamarque et al., 2013]).
This introduces a large uncertainty [Hertel, 2011] in N deposition estimates especially for dry deposition, which
can vary over short distances (∼1 km) in response to changes in the physical, hydrological, and ecological state
of the surface [Weathers et al., 2000, Hicks, 2006, 2008, De Schrijver et al., 2008, Ponette-González et al.,
2010, Templer et al., 2014, Tulloss and Cadenasso, 2015].

2. Could the authors add another short section about the observations that are used to validate
the modelled Vds? The comparison between measurements and model results is difficult to
interpret without this information.

We have split the model evaluation section into two sub sections. We have added a table summarizing the
observation shown in Fig. 2 in the supplementary materials. See replies to comments 21 and 22 from reviewer
1.

3. Section 2.1: Figure 2 and its interpretation seems dislocated and should be part of the Result
section.

This section was moved to the evaluation section.

4. Section 2.1: for NH3 the bi-directional flux using compensation point modelling is essential
to model NH3 fluxes. Furthermore, for agricultural lands fertilization rates are important to
determine the net flux of NH3.

The current representation of agriculture in LM3 is not sufficiently detailed to represent the bidirectional
exchange. This has been clarified in the model description section in addition to the conclusion (see reply to
comment 1 from reviewer 1).

We have further noted that the bidirectional nature of ammonia exchange should increase the enhancement
of NHx deposition relative to the grid-box average. The text was modified as follows:

The enhancements of the dry deposition of NHx over natural vegetation is likely to be underestimated by
AM3-LM3-DD as the surface bidirectional exchange of NH3 tends to reduce its deposition in source regions.

5. The Experimental section does not include all the steps that are taken. It would help if the
authors would explain in detail what their approach was.

We have revised the experimental section according to comments from both reviewers 1 and 2 (see reply to
comment 20 from reviewer 1). We have also added a table to the main text (Table 1), which summarizes the
different model configurations used in this study.

6. I would suggest to split up section 3.2. into two different sections: one section where Figure
5 is discussed and one that discusses the land use specific changes (Figure 6). I suggest to
also split up section 3.3. One section that discusses the relative changes of anthropogenic land
use changes on oxidized/reduced/total N deposition, and one about the contribution of natural
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land and water bodies to the total change in Nr deposition.

Thank you. We have followed the reviewer’s suggestion for section 3.2 that we have expanded. For section
3.3, we think it’s clearer not to split the discussion of Fig. 7.

7. Figure 4 shows clear overestimation during nighttime and at the end of the day. Could the
authors discuss this, also in relation to the conclusions they draw from the comparison in
Figure 4?

The overestimate is found for all species but HCN. Because H2O2 and HNO3 have little surface resistance,
we hypothesize that the overestimate is associated with insufficient aerodynamic resistance at night. The text
is modified as follows:
Finally, we note that the comparison against SOAS observations points to a significant high bias in simulated
night-time deposition velocity. Since this bias is found for all species including vd(H2O2) and vd(HNO3), this
suggests that the model underestimates the aerodynamic resistance (Ra) during these periods.

8. Can the authors elaborate on the land use changes that are used in the model? What are for
instance the regions where we see the largest changes?

We have added a figure in the supplementary materials that shows the change in LAI and vegetation height
associated with land-use change (Fig. S2). We have also clarified how land-use change is implemented in LM3
in the method section as follows:
The land-use history is prescribed from the Hurtt et al. [2011] reconstruction for each grid cell in terms
of annual transition rates among four distinct land-use types: undisturbed (hereafter referred to as natural),
crops, pastures, and secondary vegetation. Secondary vegetation is defined in LM3 as the vegetation recovering
after land-uses and land-cover changes and not currently managed. This includes all abandoned agricultural
land as well as the land where wood was harvested at least once in prior years. The model keeps track of
different recovery states by creating a secondary vegetation tile every time a disturbance occurs and simulation
the subsequent vegetation regrowth in the tile. To avoid unrestricted growth of the number of tiles, the number
of secondary vegetation tiles is limited to 10 per grid cell in the configuration of LM3 used here. When more
than 10 secondary vegetation titles exist in a grid cell, secondary vegetation tiles with similar properties are
merged [Shevliakova et al., 2009], while preserving water, energy, and carbon balances.

9. Could the authors elaborate a bit more on how the changes in N deposition in natural parks
(mentioned at the end of section 3.3) are computed? Did the authors assume that the national
parks cover an entire grid cell or did they for instance use a mask on the level of the land model?

We use N deposition to natural vegetation as a proxy for N deposition to natural parks. This has been clarified
as follows:

Fig. 5 shows that it has important implications for N deposition at national parks, which are best repre-
sented by natural vegetation tiles.

10. Detailed remarks: Page 3 line 80-82: this seems obvious. However, can the authors give
examples where a comprehensive land model is included or at least a zooming option?

We are not aware that other global climate models have used such zooming options. As noted in reply to
comment 1, we have expanded the introduction to highlight ongoing efforts to improve estimates of present-day
N deposition.

11. Page 3 line 88: can the authors explain a little more about the tiles sizes and its use in the
mosaic approach, including information about the gridcell sizes?

Please see reply to comment 6 from reviewer 1. Fig. S1 also shows the tile size for natural and water bodies
in LM3.

12. Page 4 line 104: management practices are important, but that also holds for fertilization.

We agree with the reviewer. Howevever LM3 does not yet include a detailed treatment of agricultural activ-
ities. In other words, the cropping schedule does not affect ammonia emissions, which are prescribed on the
atmospheric side.
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13. Page 4 line 109: 25% of biomass removed during grazing seems too high. Do the authors have
a reference?

see reply to comment 9 from reviewer 1

14. Page 4 line 112 – for crops, the representation of management practices needs some more
explanation. Could you elaborate on how the planting and harvesting dates were determined?

For planting and harvesting, we use a climatology [Portmann et al., 2010]. We have clarified that LM3 does
not calculate cropping schedule (e.g., [Bondeau et al., 2007]), as follows:

LM3 does not estimate the cropping schedule (e.g., Bondeau et al. [2007]) and we specify planting and har-
vesting dates from the global monthly irrigated and rainfed crop areas climatology [Portmann et al., 2010].

15. Page 6 line 158 – I suggest to move the comparison of Vd from different models (the part related
to Fig 2.) to the results and discussion section.

We have moved this section to the evaluation section

16. Page 6 Figure 3: it is not clear how the simulation was done: same locations? Actual meteo-
rology or modelled? Surface characteristics?

We have clarified how the comparison was performed as follows:
We first evaluate the simulated present-day (R2010) vd(SO2) against observations collected over a wide range
of surfaces (Table S3). We sample the simulated monthly diurnal cycle of vd(SO2) at the location of the
measurements in the tile that best represents the type of vegetation reported in the observations. We further
distinguish between day-time (8am-5pm) and night-time (10pm-4am) samples and wet (wet fraction of the
canopy greater than 10%) and dry periods.

17. Page 7 – line 192 – I suggest to change the title ‘Evaluation’ into something more specific
(for instance ‘Evaluation of model Vd against observations’, or something on that line). The
beginning of this sections should be moved to the experimental description.

We have revised the title for this section as suggested by the reviewer. We have kept the description of the
standalone LM3 configuration in this section as it is not used elsewhere.

18. Figure 5 – could the authors add the time period of the simulations to the description of the
figure, so that it is self-explanatory. The titles ‘All land’ are a bit vague, maybe it is better
to use ‘All land types’ or something in that direction. How many observations were used?
Furthermore, can the authors explain the pattern in nitrogen deposition in central US, which
is clear in the middle part (natural/all land)?

We have revised Fig.5 (and Fig. 7) as suggested by the reviewer. The large enhancement of N deposition in
the central US over natural vegetation reflects the higher vegetation height of natural vegetation relative to
the average vegetation height across all land types.

The text was revised as follows:
This enhancement is largest in regions where land-use change has caused a large decrease in vegetation height
and LAI (e.g., in the US Midwest and Northeast, Fig. S2) and smallest in regions with little agricultural
activity (e.g., most of Canada) or where managed vegetation differs little in height and LAI from natural
vegetation (e.g., in the Western US, Fig. S2).

Fig. S2 shows the difference in vegetation height and LAI associated with land-use change.

19. Page 8 line 237 – How would fertilization raters and the bi-directional nature of the NH3 flux
influence the results in areas near to agricultural regions?

We expect that the simulated enhancement of N deposition over natural tiles relative to the average deposition
over all land tiles may be an underestimate. This has been clarified in the analysis of the results as follows:
The enhancements of the dry deposition of NHx over natural vegetation is likely to be underestimated in
AM3-LM3-DD as the surface bidirectional exchange of NH3 tends to reduce its deposition in source regions.

20. Figure 6 – all the numbers that are mentioned on the sides of the figure are a bit hard to follow.
Please consider presenting the number in a different way.
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We have made the text much larger. We have also moved the fractional change in N deposition over the
contiguous US to the text.

21. Figure 7 same as Figure 6.

see reply to previous comment

3 Reviewer 3
1. Based on the discussions in Section 3.1, I feel that the modelled Vd used in this study may be

biased higher, or at least among the upper-end range of existing models such as those shown
in Wu et al. (2018). Very high Vd values for some of the N species measured in Nguyen et
al., 2015 are close to or even higher than the maximum possible Vd controlled by aerodynamic
and sublayer resistances, and cannot be reproduced by the existing dry deposition models even
after adjusting model parameters to the upper range of reasonable values. To avoid too much
overestimation of dry deposition, these values are not recommended to be generalized to other
regions before more measurement evidences become available. As for the present study, I un-
derstand the typical magnitude of uncertainties in dry deposition estimation is about a factor
of 2 (Wu et al., 2018), and such uncertainties should be included in the discussion of modeled
results and associated impacts on ecosystem health assessment. A brief discussion and recom-
mendation related to this issue may be helpful to readers.

We agree with the reviewer that more measurements are needed to better constrain the deposition velocity of
organic nitrate. We have added the following text:

We find that (α = 7, β = 1) provide a reasonable fit for all organic nitrates. These parameters imply that the
deposition of isoprene-derived organic nitrates is primarily controlled by dry cuticles with small contributions
of stomata and stems. We note that these parameters imply a much greater solubility and reactivity of organic
nitrogen than in other models (e.g., α = 0, β = 0.5 in AURAMS [Zhang et al., 2002]). While we use these
parameters globally, such large differences warrant further investigations, as the deposition of organic nitrogen
may account for over 25% of the overall N deposition but remains rarely measured [Jickells et al., 2013].

In the section Evaluation of simulated vd against observations, we are now referring to the study by Wu et al.
[2018] as follows:

The resistance approach implemented in AM3-LM3-DD is similar to that used in most chemical transport
models and has been evaluated extensively. However differences in implementations can result in large differ-
ences between simulated deposition velocities [Wu et al., 2018].

This has been further emphasized in the conclusion:
We have shown that the shift of N emissions from oxidized to reduced N in North America will exacerbate
the sensitivity of N deposition to small-scale heterogeneities, which highlights the need to improve the repre-
sentation of non-stomatal surface resistances (Rsf,v, Rsf,s, and Rsf,g) including their modulation by canopy
wetness and acidity [Flechard et al., 2013, Wentworth et al., 2016, Wu et al., 2018].

2. A related point to the above comment: I noticed that the other two reviewers both recom-
mended using the bi-directional approach for NH3 deposition. I agree this approach is better
in theory, but may not be practical in global models with the current limited knowledge of
emission potentials in various land uses. I feel that using unidirectional depositional approach
for NH3 is still acceptable if the chosen dry deposition model provides conservative Vd for
NH3 (which compensates some of the bidirectional fluxes). Under such a condition, the NH3
deposition estimates would be valid for non-fertilized land use types and would represent the
upper-end estimates for agricultural areas. This point can be made in the revised paper.
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We agree with the reviewer that the bidirectional exchange remains challenging to incorporate in global
climate models. In addition to uncertainties in the NH3 emission potential of different vegetation types, the
representation agricultural activities in LM3 (and many other global dynamic vegetation models) remains
insufficient to represent ammonia emissions.
We have added the following text to the method section:
The bidirectional exchange of ammonia is not represented in AM3-LM3-DD [Massad et al., 2010, Flechard
et al., 2013]. This reflects in part uncertainties in the emission potential of vegetation and the lack of detailed
treatment of agricultural activities in LM3 [Riddick et al., 2016]. We thus expect AM3-LM3-DD to overestimate
NH3 dry deposition in source regions [Zhu et al., 2015, Sutton et al., 2007].
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Table 1: Model runs
Run ID Climate Land Use Anthropogenic Emissions
R2010 2008–2010a RCP8.5 (2008–2010) HTAPv2
R2010_no_lu 2008–2010a natural vegetation HTAPv2
R2050 2050 RCP8.5 (2050) RCP8.5 (2050)b
R2050_2010lu 2008–2010a RCP8.5 (2008–2010) RCP8.5 (2050)b
R2050_2010climate 2008–2010a RCP8.5 (2050) RCP8.5 (2050)b
a horizontal winds are nudged to NCEP
b with modified NH3 emissions following Paulot et al. [2016]
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Figure S2: Overall change in LAI and vegetation height associated with anthropogenic land-use change (2008–2010
average)
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Figure 4: Observed and simulated deposition velocities of SO2 for different vegetation types. The symbol shape
indicates the canopy status: wet (upward pointing triangle), dry (downward point triangle), circle (average). The
symbol fill indicates the time period: filled (day), half-filled (day+night), empty (night). The monthly diurnal cycle
of deposition velocities simulated by AM3-LM3-DD (R2010 simulation) is sampled at each observation site in the
tile that best represents the observed ecosystem accounting for the month, time of day and canopy wetness status
when the observations were collected . References for the different sites are given in Table S3.
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