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Response to Referee 1 

 

This study examines the relationship between springtime Arctic lower stratospheric 

ozone concentrations and precipitation anomalies over the northwestern United States 

(Washington and Oregon). Using observations and WACCM model simulations (with 

various prescriptions of ozone and SSTs), the authors link Arctic lower stratospheric 

ozone depletion to precipitation increases over the northwestern United States. Their 

model simulations indicate that prescribing both the ozone and SSTs is necessary to 

recover the observed relationship in the model.  

The premise of this study is very interesting … using Arctic lower stratospheric 

ozone anomalies to predict springtime precipitation. However, as written, I don’t find 

the manuscript to meet the standards of an ACP publication for the following reasons: 

1) most of the observed correlations are based upon statistical significance at the 90% 

confidence level, 2) the authors fail to account for the role of stratospheric dynamic 

variability (sudden stratospheric warmings) in their analysis, 3) many of the figures 

(and associated text) simply repeat the same information, and most importantly 4) no 

physical mechanism is provided to explain why lower stratospheric ozone anomalies 

impact the North Pacific circulation (but not the North Atlantic circulation) and in 

particular how they can excite SST anomalies (which seem opposite to those that would 

be forced by the lower tropospheric wind anomalies). For these reasons, I am inclined 

to recommend that the paper be rejected at this point and encourage the authors to 

resubmit their interesting analyses after they have addressed some of these issues.  

Response: We thank the reviewer for taking the time to assess the manuscript and 

for highlighting important issues and providing helpful comments and suggestions 

to improve the manuscript. We have revised the manuscript carefully according 

to the reviewer’s comments. The 95% confidence level is now used throughout the 

paper. Some less-important figures have been removed. We apologize for the lack 

of clarity in places, which led the reviewer to feel that the manuscript 

overemphasized the influence of ozone on stratosphere and troposphere coupling. 



At the same time, we are grateful for the important references provided by the 

reviewers; the new references, including Black et al. (2005, 2006, 2009); Gabriel et 

al. (2007); Gillett et al. (2009); Nowack et al. (2015, 2017, 2018); McCormack et al. 

(2011); WMO (2003) and Zhang et al. (2018), have been cited in the revised 

manuscript. Please see the following detailed point-by-point responses: 

 

Major Comments: 

1.  Winters with sudden stratospheric warmings and strong stratospheric polar 

vortices are caused by natusral wave-driven dynamic variability (lines 67-68), and thus 

chemical ozone depletion will only occur when the Arctic stratosphere is not 

dynamically active (strong stratospheric polar vortex years). So, Arctic stratospheric 

ozone (ASO) depletion is only relevant in years when the dynamics precondition the 

Arctic stratosphere for it to potentially occur. It’s not immediately apparent to me what 

advantage looking at ozone (compared to polar stratospheric temperature anomalies) 

provides for tropospheric teleconnections. In other words, if instead of using ozone as 

a criteria for the years selected in Table 2, you used the strength of the stratospheric 

polar vortex, would you get the same patterns? Or, another way of stating this, are the 

years with positive ASO anomalies associated with sudden stratospheric warmings 

and/or early seasonal breakdowns of the stratospheric polar vortex? The paper is 

framed as if ozone is the predominant cause of NH stratospheric circulation anomalies. 

In reality, the ozone-induced stratosphere-troposphere connections should be 

secondary in importance to those driven by stratospheric dynamics in the NH. In the 

SH, where year-to-year dynamic variability is weaker, the ozone-induced stratosphere-

troposphere connections. 

Response: Thanks for the comment. We agree with the reviewer’s opinion that the 

spring ASO variations are related to changes in the winter Arctic stratospheric 

vortex (SPV). The strength of the SPV can affect ASO, and then ASO affects 

tropospheric teleconnection and precipitation in the northwestern United States 

(indirect effect of SPV). The strength of the SPV may also have a direct leading 

effect on tropospheric teleconnection and precipitation in the northwestern United 



States. There is a tight coupling between dynamical modes of variability and ASO. 

In this study, we have not thought of a better way to separate the two effects on 

precipitation. Thus, the thrust of this study is to at least recognize that the ASO 

changes may affect precipitation in the northwestern United States. From the 

analysis of observational data, we find that the ASO has a leading relationship 

with spring precipitation in the northwestern United States. In addition, this 

relationship can be reproduced in simulations by abnormal ASO forcing. This 

implies that the variations in spring ASO can force the observed tropospheric 

circulation and precipitation anomalies in the northwestern United States. 

Figure R1 shows the correlation coefficients between the February SPV 

(multiplied by –1) index and April 200 hPa zonal wind and precipitation variations 

(Fig. R1a and b), and between March ASO and April 200 hPa zonal wind and 

precipitation (Fig. R1c and d). The SPV index is defined as the strength of the 

stratospheric polar vortex, following Zhang et al. (2018). Although the patterns of 

correlation coefficients in Fig. R1 are similar, the ASO variations are much closer 

than the SPV to the variations in 200 hPa zonal wind and precipitation. Fig. R1 

indicates indirect and direct effects of winter SPV on spring tropospheric climate. 

Since the coupling between dynamical and radiative processes in spring is strong, 

the connection between winter SPV and spring tropospheric circulation seems 

weaker than that between the spring ASO and tropospheric circulation.  

 

 



Figure R1. (a) Correlation coefficients between the February –SPV (105 K m2 kg–1 s–1) index 

defined by Zhang et al. (2018) and April zonal wind variations at 200 hPa for 1984–2016. (b) 

Correlation coefficients between February –SPV index and April precipitation variations. (c) 

and (d) As for (a) and (b), but between March ASO and April 200 hPa zonal wind and April 

precipitation variations. Dots denote significance at the 95% confidence level, according to 

Student’s t-test. The long-term linear trend and seasonal cycle in all variables were removed 

before the correlation analysis. The ASO data are from SWOOSH, zonal wind from NCEP2, 

and precipitation from GPCP. 

 

We apologize for the lack of clarity that led the reviewer to feel that the 

manuscript overemphasized the influence of ozone on stratosphere and 

troposphere coupling in spring. In this study, we want to state that the ASO 

changes possibly influence precipitation in the northwestern United States, 

emphasizing the influence of stratospheric ozone on tropospheric regional climate. 

The direct and indirect impacts of SPV on precipitation in the northwestern 

United States and the effect of the strong coupling between dynamical and ozone 

variability are indeed important issues that we will examine in future work.  

We have made this point clearer in the revised manuscript. The Fig. R1 and 

relevant discussion have been added to the discussion section in the revised 

manuscript. See lines 368–388. 

 

References: 

Zhang J., et al.: Stratospheric ozone loss over the Eurasian continent induced by the polar 

vortex shift, Nat. Commun., 9, 206, 2018. 

 

2. The authors state that ASO recovery will cause the northwestern United States to 

become drier in the future (lines 19–20, lines 203–205). The analysis in this study is 

based entirely on detrended ozone anomalies (year-to-year variability). If the authors 

wish to make this argument, they will need to convincingly show that 1) springtime ASO 

has trended downward in recent years and 2) northwestern US precipitation has 



trended upward during April over the same time interval (independent of concurrent 

variability in ENSO and the PDO). 

Response: Thank you for this hint. We removed this statement in the revised paper 

which might be too hasty. We think this issue should be a very interesting study 

and we will continue to work on it. 

 

3.1 Prior studies have argued that stratospheric circulation anomalies can couple down 

into the troposphere with a spatial pattern similar to the Northern Annular Mode (NAM) 

or North Atlantic Oscillation (NAO) (lines 70-71). Yet, the authors’ analysis shows a 

poleward circulation shift over the North Pacific, but not the North Atlantic. Some 

discussion needs to be provided about why the authors’ results are different than those 

documented in previous studies. It would be nice to compare the patterns shown in Figs. 

3–7 with those associated with the NAM/NAO.  

Response: Thank you for this comment. In spring, stratospheric circulation 

anomalies, related to ASO changes, couple down into the troposphere with a 

spatial pattern similar to the North Pacific Oscillation (NPO). This is consistent 

with previous studies based on simulations (Smith et al., 2014; Calvo et al., 2015) 

and observations (Xie et al., 2016, 2017; Ivy et al., 2017). Stratospheric circulation 

anomalies that couple down into the troposphere with a spatial pattern similar to 

the Northern Annular Mode (NAM) or North Atlantic Oscillation (NAO) occur 

mainly in winter. The different pathways of stratospheric circulation anomalies 

from the stratosphere to troposphere may be associated with different seasons or 

different processes. This topic is also worthy of further study. 

The text has been revised as follows (lines 67–71 in the revised manuscript): 

“Comparing with the effect of the winter stratospheric dynamical processes on 

the tropospheric North Atlantic Oscillation (NAO) and the incidence of extreme 

weather events (Baldwin and Dunkerton, 2001; Black et al., 2005, 2006, 2009), the 

depletion of spring ASO can cause circulation anomalies that influence the North 

Pacific Oscillation.”  

Following the reviewer’s suggestion, the patterns (Figs. 3–7 in the initial 



manuscript) associated with the April NAO are shown in Figs. R2–4. Figure R2 

shows that the NAO index is significantly correlated with precipitation variations 

in the central United States in April (not in the northwestern United States in our 

study). The zonal winds and geopotential height changes related to the NAO index 

are located mainly over the North Atlantic and North America in April (Fig. R3). 

An anomalous anticyclone is forced over the western United States, but the region 

of significant correlation is located mainly over Canada (Fig. R4). 

Considering the length of the article, the number of figures, and the relevance 

of the content, the results in Figs. R2–4 are not included in the revised manuscript. 

 

Figure R2. Correlation coefficients between NAO index and precipitation variations in April 

based on GPCC (a) and GPCP (b) rainfall for the period 1984–2016. Dots denote significance 

at the 95% confidence level, according to Student’s t-test. The long-term linear trend and 

seasonal cycle in all variables were removed before the correlation analysis. The NAO index 

is from the NOAA Climate Prediction Center (CPC). 

 

http://www.cpc.ncep.noaa.gov/data/teledoc/telecontents.shtml


 

Figure R3. Correlation coefficients between NAO index and zonal wind variations in April 

over the period 1984–2016 at 200 hPa (a), 500 hPa (c), and 850 hPa (e). Dots denote significance 

at the 95% confidence level, according to Student’s t-test. The blue square indicates the area 

shown in Fig. R2. Before performing the analysis, the seasonal cycle and long-term linear 

trend were removed from the original datasets. (b, d, f) As for (a, c, e), but for geopotential 

height. The NAO index is from the NOAA Climate Prediction Center (CPC), and wind and 

geopotential height are from NCEP2. 

http://www.cpc.ncep.noaa.gov/data/teledoc/telecontents.shtml


   

Figure R4. Differences in composite April winds (vectors, m/s, from NCEP2) between positive 

and negative NAO anomaly events at 200 hPa (a), 500 hPa (b), and 850 hPa (c) for 1984–2016. 

Colored regions are statistically significant at the 90% (light yellow) and 95% (dark yellow) 

confidence levels. The seasonal cycle and long-term linear trend were removed from the 

original dataset. The NAO anomaly events are selected based on Table R1 below. 

 

Table R1. Positive (left column) and negative (right column) NAO anomaly events in April for 

the period 1984–2016. Positive and negative April NAO anomaly events are defined using a 

normalized time series of April NAO variations from 1984 to 2016. Values larger than 1 

standard deviation are defined as positive NAO anomaly events, and those below –1 standard 

deviation are defined as negative NAO anomaly events. 

Positive NAO anomaly events Negative NAO anomaly events 

1987, 1990, 1992, 2011 1988, 1995, 1997, 1998, 1999, 2008, 2010 



 

References: 

Calvo, N., Polvani, L. M., and Solomon, S.: On the surface impact of Arctic stratospheric 

ozone extremes. Environ. Res. Lett., 10, 094003, 2015. 

Baldwin, M. P. and Dunkerton, T. J.: Stratospheric harbingers of anomalous weather regimes. 

Science, 294, 581–584, doi:10.1126/science.1063315, 2001. 

Black, R. X., Mcdaniel. B. A., Robinson, W. A.: Stratosphere Troposphere Coupling during 

Spring Onset. J. Climate, 19, 4891-4901, 2005. 

Black, R. X. and Mcdaniel, B. A.: SubMonthly polar vortex variability and stratosphere-

troposphere coupling in the Arctic. J. Climate, 22, 5886-5901, 2009.  

Black, R. X., Mcdaniel, B. A.: The Dynamics of Northern Hemisphere Stratospheric Final 

Warming Events. Journal of the Atmospheric Sciences, 64, 2932-2946, 2006. 

Ivy, D. J., Solomon, S., Calvo, N., and Thompson, D. W.: Observed connections of Arctic 

stratospheric ozone extremes to Northern Hemisphere surface climate. Environ. Res. 

Lett., 12, 024004, 2017. 

Smith, K. L. and Polvani, L. M.: The surface impacts of Arctic stratospheric ozone anomalies. 

Environ. Res. Lett., 9, 074015, 2014. 

Xie, F., Li, J., Tian, W., Fu, Q., Jin, F.-F., Hu, Y., Zhang, J., Wang, W., Sun, C., Feng, J., Yang, 

Y., and Ding, R.: A connection from Arctic stratospheric ozone to El Niño-Southern 

Oscillation. Environ. Res. Lett., 11, 124026, 2016. 

Xie F., Li, J., Zhang, J., Tian, W., Hu, Y., Zhao, S., Sun, C., Ding, R., Feng, J, and Yang, Y.: 

Variations in North Pacific Sea Surface Temperature Caused by Arctic Stratospheric 

Ozone Anomalies. Environ. Res. Lett., 12, 114023, 2017. 

 

3.2 Additionally, given that the SST anomalies shown in Fig. 10 strongly resemble the 

Pacific Decadal Oscillation (PDO), the same patterns should be examined for the PDO 

and ENSO. With such a small sample size of years used in the analysis (Table 2), the 

authors could simply be sampling concurrent SST variability. Given that most previous 

studies on this subject see the strongest anomalies in the North Atlantic sector, the fact 

that all of the anomalies are in the Pacific in this study makes me concerned that Pacific 



SST variability is being aliased into the analysis. 

Response: We thank the reviewer for this comment. Figure R5 shows the 

correlation coefficients between April SST variations and (Fig. R5a) April 

precipitation in the northwestern United States, (Fig. R5b) March ASO, (Fig. R5c) 

April PDO, and (Fig. R5d) April Nino 3.4 indices. Figure R5a and R5b are Fig. 10 

in the initial manuscript. Comparing Fig. R5a with Fig. R5b–d, the pattern of 

correlation coefficients in Fig. R5a is closer to the pattern shown in Fig. R5b (ASO 

and SST).                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                               

 

Figure R5. Correlation coefficients between April SST variations and (a) April precipitation 

in the northwestern United States, (b) March ASO, (c) April PDO, (d) and April Nino 3.4 

indices for 1984–2016. Before performing the analysis, the seasonal cycle and linear trend 

were removed from the original datasets.  

 

To provide a more quantitative answer to the question, Table R2 lists the 

spatial correlation coefficients between Fig. R5a and the patterns in Fig. R5b–d. 

The highest spatial correlation coefficient is obtained for the patterns in Fig. R5a 

and Fig. R5b. Table R3 further lists the correlation coefficients between the time 

series of April precipitation in the northwestern United States and March ASO, 

April PDO, and April Nino 3.4 indices. The highest correlation coefficient is 

between precipitation and ASO. The above results indicate that the SST anomalies 

shown in Fig. 10a in the initial manuscript are more likely related to ASO. 



The mechanism by which March ASO variations affect April SST in the 

North Pacific was studied in detail by Xie et al. (2017) using observational data 

and model simulations. For a full response to this question, please see point #6 

below. 

 

Table R2. Spatial correlation coefficients for the patterns over the North Pacific only 

(124.5°E–100.5°W, 20.5°N–65.5°N) in Fig. R5a–d. 

Patterns 
–ASO 

(Fig. R5b) 

PDO 

(Fig. R5c) 

ENSO 

(Fig. R5d) 

Precipitation 

(Fig. R5a) 
0.72 0.40 0.31 

 

 

Table R3. Correlation coefficients between time series of April precipitation in the 

northwestern United States, and March ASO, April PDO, and April Nino 3.4 indices for 1984–

2016. 

  Time series –ASO  PDO  ENSO  

Precipitation 0.55 0.25 0.20 

 

Reference: 

Xie F., Li, J., Zhang, J., Tian, W., Hu, Y., Zhao, S., Sun, C., Ding, R., Feng, J, and Yang, Y.: 

Variations in North Pacific Sea Surface Temperature Caused by Arctic Stratospheric 

Ozone Anomalies. Environ. Res. Lett., 12, 114023, 2017. 

 

4. As a related point, variations in March ASO should be linked closely to the timing of 

the seasonal breakdown of the NH stratospheric polar vortex. Black has examined this 

issue in detail in a series of papers (e.g., Black et al. 2006). Again, the authors need to 

better contextualize their results in the context of the past literature, which emphasizes 

the North Atlantic. 

Response: Thanks very much for the comment. After reading the literatures 



provided by reviewer, we realized that there are indeed many omissions in this 

manuscript. In the revised version, we made up for these missing knowledge points. 

Those some important references are also cited. 

 

5. A consistent measure of statistical significance needs to be provided throughout the 

paper. Some figures show a 90% level, others a 95% level, and some show no 

significance at all (model results). 90% is a fairly weak threshold for statistical 

significance (1 in 10 chance that the point is significant by chance). I would recommend 

using the 95% level, or at least showing both the 90% and 95% levels (as is shown in 

Fig. 6). 

Response: Thank you for this comment. In the revised paper, we used 95% 

confidence level throughout the paper and added significance test to the model 

results. 

 

6.1 Related to point #3 above, how can we be sure that the SST anomalies in Fig. 10 

are in fact caused by the stratospheric anomalies? They seem inconsistent with the wind 

anomalies in Fig. 4 (enhanced air-sea fluxes and cooling should occur in regions of 

enhanced westerlies). Some physical mechanism linking ASO to the SST anomalies 

needs to be provided.  

Response: Thanks very much for the important comment. Xie et al. (2017) have 

recently explained why the ASO has a lagged impact on the sea surface 

temperature in the North Pacific mid–high latitudes (Fig. R6). They found that the 

stratospheric circulation anomalies caused by ASO changes can rapidly extend to 

the lower troposphere in the Northern Hemisphere high latitudes; however, the 

lower troposphere high-latitude circulation anomalies take about 1 month to 

propagate to the North Pacific mid-latitudes. The key findings of Xie et al. (2017) 

are as follows: 

Xie et al. (2017) used composite analysis and wave ray theory to understand 

the lagged process. Figure R7 shows the composite changes in circulation on a 

daily time scale during ASO decrease and increase events (this is Figure 3 in Xie 



et al. 2017). Figure R7a and b indicate that the composite Arctic stratospheric 

circulation anomalies during ASO anomaly events propagate downward to the 

high latitudes of the lower troposphere in a few days. The anomalies reaching the 

troposphere continue to propagate meridionally toward the northern lower and 

middle latitudes along the 180° to 120°W longitude zone (Fig. R7c and d). This 

southward propagation takes about 1 month. This phenomenon can be seen in 

both the ASO decrease and increase events (Fig. R7a/c and b/d). 

To study in more detail the horizontal propagation of circulation anomalies, 

the ray paths of waves at 850 hPa generated by the perturbed circulation over the 

region 60°–90°N and 180°–120°W in March are shown in Fig. R8 (Figure 4 in Xie 

et al. (2017), who found that the circulation anomalies over the region 60°–90°N 

and 180°–120°W have the strongest simultaneous correlation with the ASO 

changes). The wavenumbers along these rays are between 1 and 3. The wave ray 

paths represent the climate teleconnections; i.e., the propagation of stationary 

waves in realistic flows. The calculation of the wave ray paths and application of 

the barotropic model are described in detail by Li et al. (2015) and Zhao et al. 

(2015). Xie et al. (2017) found that the Rossby waves generated by the perturbed 

circulation over the north polar lower troposphere in March mainly propagate 

southward to the central North Pacific after about 1 month (they propagate to the 

northern North Pacific in about 15 days). The wave ray paths are in good 

agreement with the composite analysis in Fig. R7. 

Figures R6-8 imply that ASO changes take at least 1 month to influence North 

Pacific circulation and SST. For more details, see Xie et al. (2017). 

Figure R9 shows the April 850 hPa zonal wind anomalies during negative 

ASO anomalies events and the corresponding climatology. It is found that the 

westerly in the middle North Pacific is significantly enhanced during negative ASO 

anomalies events. It agreed with Fig. R10 that a negative SST anomaly is found in 

the middle North Pacific. In addition, the SST anomalies forced by ASO also can 

be explained by NPO anomalies. As mentioned above, the variations in ASO relate 

to NPO anomalies. Alexander et al. (2010) and Yu and Kim (2011) reported that 



anomalous surface wind associated with the NPO can force a tripole-like pattern 

of the surface heat flux anomalies in the North Pacific, which in turn induces a 

tripole SSTA pattern there (including a dipole SSTA pattern of the Victoria Mode 

(VM) in the North Pacific poleward of 20°N). 

The further proof from full-couple climate-ocean model please sees the next 

Response. 

 

   

 (Figure 6c in Xie et al. 2017) 

Figure R6. Correlation coefficients in March for 1979–2015 between –ASO and SST a month 

later. Only regions above the 95% confidence level are colored. The ASO data are from 

MERRA2, SST from HadSST.  

(Figure 3 in Xie et al. 2017) 

Figure R7. Time–height cross-section of composite daily variations in zonal wind (averaged 

over 60°–90°N, 180°–120°W) and latitude–time cross-section of composite daily variations in 



zonal wind at 850 hPa (averaged over 180°–120°W) during ASO decrease events (a) and (c) 

and increase events (b) and (d) in March from 1979 to 2015. Winds are from NCEP2. The 

pink and green arrows indicate the propagation pathways of circulation anomalies. 

 

(Figure 4 in Xie et al. 2017) 

Figure R8. Ray paths (green lines) at 850 hPa in March after the circulation was perturbed 

for 15 days (a) and 30 days (b). Red dots denote wave sources in the region 60°–90°N, 180°–

120°W. The wavenumbers along these rays are in the range 1–3. Color shading indicates the 

climatological flow. 

 

 

Figure R9. (a) April zonal wind anomalies during negative ASO anomalies events and (b) the 

climatology of the zonal wind in April at 850 hPa. The negative ASO anomalies events is based 

on Table 2 in the manuscript. Zonal wind is from NCEP2. 

 



  

Figure R10. Composite SST anomalies during negative ASO anomaly events. 

 

References: 

Alexander, M. A., Vimont, D. J., Chang, P., and Scott, J. D.: The impact of extratropical 

atmospheric variability on ENSO: Testing the seasonal footprinting mechanism using 

coupled model experiments. J. Clim., 23, 2885–2901, 2010. 

Li Y. J., Li J., Jin F-F, and Zhao S.: Interhemispheric propagation of stationary rossby waves 

in a horizontally no uniform background flow. J. Atmos. Sci. 72, 3233–3256, 2015.  

Xie F., Li, J., Zhang, J., Tian, W., Hu, Y., Zhao, S., Sun, C., Ding, R., Feng, J, and Yang, Y.: 

Variations in North Pacific Sea Surface Temperature Caused by Arctic Stratospheric 

Ozone Anomalies. Environ. Res. Lett., 12, 114023, 2017. 

Yu, J.-Y., and Kim, S. T.: Relationships between extratropical sea level pressure variations 

and the central Pacific and eastern Pacific types of ENSO. J. Clim., 24, 708–720, 2011. 

Zhao S., Li J., and Li Y. J.: Dynamics of an interhemispheric teleconnection across the critical 

latitude through a southerly duct during boreal winter. J. Clim. 28, 7437–7456, 2015. 

 

6.2 Without prescribing ASO anomalies in a fully coupled model (with interactive SSTs), 

it’s difficult to conclusively establish that the SST anomalies can in fact be forced by 

ASO. 

Response: To further confirm the leading effect of ASO on North Pacific SST, Xie 

et al. (2017) used the National Center for Atmospheric Research’s Community 

Earth System Model (CESM) version 1.0.6 to simulate this process, which is a fully 



coupled global climate model that incorporates an interactive atmosphere 

(CAM/WACCM) component, ocean (POP2), land (CLM4), and sea ice (CICE). 

For the atmospheric component, they used the Whole Atmosphere Community 

Climate Model (WACCM), version 4 (Marsh et al 2013), which has a finite volume 

dynamical core and it extends from the surface to approximately 140 km. For their 

study, they disabled the interactive chemistry. 

The transient experiment (E1) performed by CESM with the fully coupled 

ocean incorporating both natural and anthropogenic external forcings, including 

spectrally resolved solar variability (Lean et al 2005), transient greenhouse gases 

(GHGs) (from scenario A1B of IPCC 2001), volcanic aerosols (from the 

Stratospheric Processes and their Role in Climate (SPARC) Chemistry–Climate 

Model Validation (CCMVal) REF-B2 scenario recommendations), a nudged quasi-

biennial oscillation (QBO) (the time series in CESM is determined from the 

observed climatology over the period 1955–2005), and specified ozone forcing 

derived from the CMIP5 ensemble mean ozone output. E1 is a historical 

simulation covering the period 1955–2005. All the forcing data used in their study 

are available from the CESM model input data repository.  

The experiment E1, covering the period 1955–2005 and with the specified 

ASO forcing applied to the CESM, captures the leading effect of the specified ASO 

anomalies on the North Pacific (Fig. R11). The VM-like pattern SST anomalies 

that appear over the North Pacific in April. This simulated result is similar to the 

observations (Figs. R6 and R10). Note that the ozone forcing is specified in the 

simulation and SST is output; therefore, the relationship between ASO and SST 

variations could only be caused by North Pacific SST anomalies related to the ASO 

changes. 

More descriptions of the lagged impact of ASO on North Pacific SST 

anomalies shown in Xie et al. (2017) are added in the revised paper. Please see lines 

284–290.  



  

(Figure 7d in Xie et al. 2017) 

Figure R11. Correlation coefficients between the specified –ASO in March and SST in April 

for the period 1955–2005 in the model simulation experiment. Only regions above the 95% 

confidence level are colored. All quantities were detrended before correlation. 

 

Minor Revisions: 

7. The following sentence structure used in the abstract (and elsewhere in the paper) is 

very difficult to read: “An increase (decrease) .... results in enhanced (weakened) … 

but weakened (enhanced) …  facilitating (impeding) …” Please consider eliminating 

the words in parentheses, or using a difficult format to convey this information. It’s 

confusing to discuss both polarities (both an increase and decrease in ozone) within 

the same sentence structure. 

Response: Thanks for the comment. We have used a new format to convey this 

information in the whole manuscript. 

 

8. Line 37: The circulation changes mostly occurred in the late 20th century, not the 

early 21st century, as the ozone hole was increasing in size from the 1980s until around 

the year 2000. Since that time, the ozone hole has stabilized in size, and may in fact be 

starting to recover (see Solomon et al. 2017).  

Response: Revised. Thanks. 

 

9. Lines 44–45. See Fig. 3 in Kang et al. (2011). The precipitation changes associated 

with Antarctic stratospheric ozone depletion are more accurately described as an 

increase in the subtropics and high latitudes, and a decrease at mid-latitudes. 

Response: Revised. Thank you. 



 

10. Lines 55–57: This explanation of the surface temperature anomalies associated 

with Antarctic ozone depletion is not consistent with previous literature. See discussion 

in Thompson et al. (2011) and the references therein. The surface temperature 

anomalies are linked to how the poleward circulation shift associated with the ozone 

hole affects localized wind patterns (and associated thermal advection) at each location. 

Response: We thank the reviewer for this comment. We have modified this section 

as follows (lines 38-41 in the revised manuscript): 

“The poleward circulation shift would cause surface temperature anomalies by 

affecting localized wind patterns and associated thermal advection (Son et al., 2010; 

Thompson et al. 2011; Feldstein, 2011).” 

 

References: 

Thompson, D. W. J., Solomon, S., Kushner, P.‘J., England, M. H., Grise, K. M., and Karoly, 

D. J.: Signatures of the Antarctic ozone hole in Southern Hemisphere surface climate 

change, Nature Geosci., 4, 741–749, doi:10.1038/NGEO1296, 2011. 

 

11. Line 110: The vertical pressure range (100–50 hPa) contradicts that in footnote 

#2 of Table 1 (150–50 hPa). Please correct. 

Response: Corrected. Thanks.  

 

12. Line 142: If SSTs are specified, the term “coupled” here is misleading. Follow 

convention in the literature, I would recommend using the term “coupled” only if the 

atmosphere model is fully coupled to an interactive ocean model. 

Response: Removed the term “coupled”. Thanks.  

 

13. Line 148: This statement seems to contradict the statement on line 143. The model 

has middle atmospheric chemistry, yet the model does not include interactive chemistry. 

This needs to be clarified. 



Response: Thanks for the comment. There are two schemes to run WACCM4, one 

is WACCM4-MOZART (including interactive chemistry), and one is WACCM4-

GHG (disable interactive chemistry). Our study used the latter scheme. We are 

sorry that it is not clear here. It has been revised in the revised manuscript. 

 

14. Lines 151, 154: The text refers to a reference period of 1980–2015, while Table 1 

refers to a reference period of 1995–2005. This needs to be clarified and standardized 

throughout the paper. 

Response: Revised. Thanks. 

 

15. Line 164: I would use “break down” rather than “rupture” here to be consistent 

with terminology in previous literature. 

Response: Revised. Thanks. 

 

16. Line 167: This lead time is not unique to NH stratospheric ozone perturbations. It 

is consistent with the tropospheric anomalies associated with NH sudden stratospheric 

warmings (Baldwin and Dunkerton 2001) and SH stratospheric ozone depletion 

(Thompson and Solomon 2002). 

Response: Thanks for this comment. Here, we added the some content in the 

revised paper. See lines 165-169 in the revised manuscript. 

“These studies pointed out that the changes in ASO affect the tropospheric 

climate with a lead of about 1–2 months, which is similar to the troposphere response 

to the Northern Hemisphere sudden stratospheric warmings (Baldwin and 

Dunkerton 2001; Black et al., 2005, 2006, 2009) and Southern Hemisphere 

stratospheric ozone depletion (Thompson and Solomon 2002).” 

 

References: 

Baldwin, M. P. and Dunkerton, T. J.: Stratospheric harbingers of anomalous weather regimes, 

Science, 294, 581–584, doi:10.1126/science.1063315, 2001. 



Black, R. X., Mcdaniel. B. A., Robinson, W. A.: Stratosphere Troposphere Coupling during 

Spring Onset. J. Climate, 19, 4891-4901, 2005. 

Black, R. X. and Mcdaniel, B. A.: SubMonthly polar vortex variability and stratosphere-

troposphere coupling in the Arctic. J. Climate, 22, 5886-5901, 2009.  

Black, R. X., Mcdaniel, B. A.: The Dynamics of Northern Hemisphere Stratospheric Final 

Warming Events. Journal of the Atmospheric Sciences, 64, 2932-2946, 2006. 

Thompson, D. W. J. and Solomon, S.: Interpretation of recent Southern Hemisphere climate 

change, Science, 296, 895–899, doi:10.1126/science.1069270, 2002. 

 

17. Lines 236–240: This statement is not consistent with the figures. Figures 4–6 show 

a barotropic circulation response (same sign throughout the depth of the troposphere), 

with an anomalous cyclone over western North America at all levels (Fig. 6).  

18. Lines 248–250: How so? I don’t understand the dynamical basis for this statement. 

Response: We thank the reviewer for the two comments. We apologize for the 

incorrect statement here. In the revised manuscript, we have rewritten the 

paragraph in lines 231–250 as follows (see lines 199–232 in the revised manuscript): 

“Figure 3 shows the correlation coefficients between March ASO anomalies and 

April zonal wind variations at 200, 500, and 850 hPa, respectively. The spatial 

distribution of significant correlation coefficients over the North Pacific exhibits a 

tripolar mode with a zonal distribution at 200 and 500 hPa; i.e. a positive correlation 

in the high and low latitudes in the North Pacific and a negative correlation in mid-

latitudes. This implies that the increase in ASO can result in enhanced westerlies in 

the high and low latitudes of the North Pacific but weakened westerlies in the mid-

latitudes, corresponding to the weakened Aleutian Low in April, and vice versa for 

the decrease in ASO. The Aleutian Low acts as a bridge connecting variations in ASO 

and circulation anomalies over the North Pacific (Xie et al., 2017a). At 850 hPa, the 

anomalous circulation signal in the low latitudes of the North Pacific has weakened 



and disappeared. It is evident that the anomalous changes in the zonal wind over the 

North Pacific can extend westward to East Asia. Xie et al. (2018) identified the effect 

of spring ASO changes on spring precipitation in China. Note that the weakened 

westerlies in the mid-latitudes and the enhanced westerlies at low latitudes can also 

extend eastward to the western United States. This kind of circulation anomaly 

corresponds to two barotropic structures; i.e., an anomalous anticyclone in the 

Northeast Pacific and a cyclone in the southwestern United States at 500 hPa and 

200 hPa. Coincidentally, the northwestern United States is located to the north of the 

intersection of the anticyclone and cyclone, corresponding to convergence of the 

airflow at high levels, which may lead to downwelling in the northwestern United 

States, and vice versa for negative March ASO anomalies. 

To further validate our inference regarding the response of the circulation in 

the western United States to ASO changes, we analyze the differences between April 

horizontal wind anomalies during positive and negative March ASO anomaly events 

at 200, 500, and 850 hPa (Fig. 4). As in the increased ASO case, the difference shows 

an anomalous anticyclone in the Northeast Pacific and an anomalous cyclone in the 

southwestern United States. This kind of circulation anomaly over the southwestern 

United States enhances cold and dry airflow from the North American continent to 

the North Pacific, reducing the water vapor concentration in the air over the western 

United States and possibly reducing April precipitation in the northwestern United 

States. In addition, the northwestern United States is located to the north of the 

intersection of the anticyclone and cyclone, suggesting downwelling flow in the 

region.” 

 

19. Lines 254, 258, 365: Reanalyses cannot adequately resolve convective activity. The 



anomalous downwelling here is associated with synoptic-scale processes (see positive 

geopotential heights in northeast Pacific in Fig. 5). The pattern in Fig. 7a should 

closely correspond to sea-level pressure anomalies (a surface high in the northwestern 

United States and a surface low in the southwestern United States). 

Response: We thank the reviewer for this comment. The term “convective activity” 

used here may not be appropriate. We have used “downwelling” instead of 

“convective activity” in the revised paper.  

Figure R12 shows the differences in composite April sea-level pressure 

anomalies between positive and negative ASO anomaly events for 1984–2016. The 

result agrees with the reviewer’s speculation; i.e., a surface high in the 

northwestern United States and a surface low in the southwestern United States.  

 

Figure R12. Differences in composite April sea-level pressure anomalies between positive and 

negative ASO anomaly events for 1984–2016. Before performing the analysis, the seasonal 

cycle and linear trend were removed from the original dataset. The ASO anomaly events are 

selected from Table 2 in the manuscript. The SLP (Pa) dataset is from the UK Met Office 

Hadley Centre. 

 

20. Line 282: It doesn’t look like opposite to me … just shifted a little further to the 

north in the model than in the observations (which, of course, would make a difference 

for regional impacts as the authors nicely state on the subsequent lines). 

Response: Revised. Thanks. 

 



21. Line 301: The SST pattern looks a lot like the Pacific Decadal Oscillation (PDO) 

or the North Pacific Mode (Hartmann 2015). How well correlated is the time series of 

the “Victoria Mode” with these modes? 

Response: Thanks for the comment. Please see the Table R4. 

Table R4. Correlation coefficients among the time series of April VM, April PDO, and April 

Nino 3.4 indices for 1984–2016. 

  Time series PDO  ENSO  

  VM -0.18 0.09 

 

22. All figures: I think it’s unnecessary to show both the correlations and composite 

differences (Figs. 1 and 3, left and right columns of Fig. 4-5), as they basically convey 

identical information. 

Response: Thanks for this comment. Only the correlation results remain in the 

revised manuscript. 

 

23. Figures 1 and 3: It’s difficult to interpret these patterns with so much of the map 

left blank. I would recommend showing the correlation coefficients for the entire map, 

and stippling those regions that are statistically significant. 

Response: Modified, thanks. See following Fig. R13 (this is Figure 1 in the 

manuscript). Figure 3 in the revised manuscript has been deleted. 

 

Figure R13. Correlation coefficients between March ASO and April precipitation variations 



calculated from SWOOSH (a, b) and GOZCARDS (c, d) ozone, and GPCC (a, c) and GPCP 

(b, d) rainfall for the period 1984–2016. Dots denote significance at the 95% confidence level, 

according to Student’s t-test. The long-term linear trend and seasonal cycle in all variables 

were removed before the correlation analysis. 

 

24. Figure 2: What are the dashed black lines? A measure of statistical significance? 

Response: This point is right, thanks. The dashed blacked lines refer to the 

correlation coefficient that is significance at 95% confidence level. In the revised 

paper, we added it in the caption of Fig. 2.  

 

25. Figures 4–5: Is it necessary to show both geopotential heights and zonal wind? 

Both figures convey exactly the same information (via geostrophic balance). 

Response: Deleted Figure 5. Thanks. 

 

26. Figure 7: It would be good to clarify that blue is upward motion and red is 

downward motion. 

Response: Clarified it in the caption of Figure 7. Thanks. 

 

27. Figure 12: Because the model has prescribed SSTs, how do you know the model 

SSTs associated with ASO anomalies? Are these some version of the observed SST 

anomalies as they don’t look exactly like those in Fig. 10? 

Response: We thank the reviewer for this comment. The SST anomalies used to 

force the model (Fig. 12; that is Fig. 9 in the revised manuscript) are composite 

SST anomalies for negative and positive ASO anomaly events. The mechanism by 

which ASO influences the North Pacific SST is discussed in the responses to points 

6.1 and 6.2. The pattern in Fig. 12 (Fig. 9 in the revised manuscript) is not exactly 

the same as that in Fig. 10 (Fig. 8 in the revised manuscript), which may reflect 

the fact that the results in Fig. 12 (Fig. 9 in the revised manuscript) were obtained 

from composite analysis whereas those in Fig. 10 (Fig. 8 in the revised manuscript) 

were from correlation analysis. 



 

Typos: 

1. Line 96: central of China -> central China 

2. Line 134: regarding -> regarded 

3. Line 147: is at -> are at 

4. Lines 173, 354: Washington and Oregon states -> Washington and Oregon 

5. Line 176: the Fig. 1 -> Fig. 1 

6. Line 259: enhances -> weakens 

7. Table 1, R4–R7: a SST anomalies -> SST anomalies 

Response: All revised. Thanks. 



Response to Referee 2 

 

The manuscript presents a well-designed study of the effects of variability in springtime 

Arctic stratospheric ozone (ASO) on the tropospheric circulation over the Pacific basin, 

extending into the north-west United States. The authors present statistical 

relationships between a variety of physical climate variables and ASO in observations, 

finding an inverse correlation between ASO anomalies and March precipitation over 

the north-west United States, and then explore the causality with a number of WACCM 

model simulations using anomalies applied to the prescribed ozone and sea-surface 

temperatures used in the model. The model simulations provide convincing evidence 

that the combined effect of the ASO anomalies and correlated changes in sea-surface 

temperatures over the Pacific can reproduce the observed pattern of changes in winds 

and precipitation. The study is well thought out and presented and I have no serious 

concerns about the methodology.  

The one significant missing aspect to the manuscript is the way the authors discuss 

ozone variability and the effects of ozone variability on dynamics as a completely 

independent forcing. The model simulations are convincing in that the specified ozone 

can be modified and the impact on the dynamics can be estimated in a one-way cause-

and-effect manner. But in the real atmosphere there is a very tight coupling between 

dynamical modes of variability and Arctic ozone. Variability in the amount of planetary 

wave forcing from the troposphere has a direct connection to the strength of the 

Brewer-Dobson circulation and the amount of poleward ozone transport each year. 

And the occurrence of Sudden Stratospheric Warmings in the late winter or early spring 

can determine whether polar stratospheric temperatures cold enough for heterogenous 

chemistry on polar stratospheric clouds will occur and produce significant chemical 

ozone destruction in the Arctic. I think there are two important implications for the 

manuscript under consideration here. One is that the observation-based analysis must 

discuss the strong coupling between dynamical variability and ozone variability and 

must recognize that the correlations of certain physical variables with ozone also 



reflect correlations with other aspects of dynamical variability. And second, I believe 

the authors cannot state that the Victoria Mode anomalies in Pacific sea-surface 

temperatures are caused by, as opposed to being associated with, the ASO anomalies. 

Response: We thank the reviewer for taking the time to assess the manuscript and 

we sincerely appreciate the reviewer’s helpful comments, which have greatly 

improved the paper. We have revised the manuscript carefully according to the 

reviewer’s comments and suggestions. 

We agree with the reviewer’s opinion that the spring ASO variations are 

related to changes in the winter Arctic stratospheric vortex (SPV). The strength 

of the SPV can affect ASO, and then ASO affects tropospheric teleconnection and 

precipitation in the northwestern United States (indirect effect of SPV). The 

strength of the SPV may also have a direct leading effect on tropospheric 

teleconnection and precipitation in the northwestern United States. There is a tight 

coupling between dynamical modes of variability and ASO. In this study, we have 

not thought of a better way to separate the two effects on precipitation. Thus, the 

thrust of this study is to at least recognize that the ASO changes may affect 

precipitation in the northwestern United States. From the analysis of 

observational data, we find that the ASO has a leading relationship with spring 

precipitation in the northwestern United States. In addition, this relationship can 

be reproduced in simulations by abnormal ASO forcing. This implies that the 

variations in spring ASO can force the observed tropospheric circulation and 

precipitation anomalies in the northwestern United States. 

Figure RR1 shows the correlation coefficients between the February SPV 

(multiplied by –1) index and April 200 hPa zonal wind and precipitation variations 

(Fig. RR1a and b), and between March ASO and April 200 hPa zonal wind and 

precipitation (Fig. RR1c and d). The SPV index is defined as the strength of the 

stratospheric polar vortex, following Zhang et al. (2018). Although the patterns of 

correlation coefficients in Fig. RR1 are similar, the ASO variations are much 

closer than the strength of the stratospheric polar vortex to the variations in 200 

hPa zonal wind and precipitation. Fig. RR1 indicates indirect and direct effects of 

winter SPV on spring tropospheric climate. Since the coupling between dynamical 



and radiative processes in spring is strong, the connection between winter SPV 

and spring tropospheric circulation seems weaker than that between the spring 

ASO and tropospheric circulation.  

 

 

Figure RR1. (a) Correlation coefficients between the February –SPV (105 K m2 kg–1 s–1) index 

defined by Zhang et al. (2018) and April zonal wind variations at 200 hPa for 1984–2016. (b) 

Correlation coefficients between February –SPV index and April precipitation variations. (c) 

and (d) As for (a) and (b), but between March ASO and April 200 hPa zonal wind and April 

precipitation variations. Dots denote significance at the 95% confidence level, according to 

Student’s t-test. The long-term linear trend and seasonal cycle in all variables were removed 

before the correlation analysis. The ASO data is from SWOOSH, zonal wind from NCEP2, 

and precipitation from GPCP. 

 

We apologize for the lack of clarity that led the reviewer to feel that the 

manuscript overemphasized the influence of ozone on stratosphere and 

troposphere coupling in spring. In this study, we want to state that the ASO 

changes possibly influence precipitation in the northwestern United States, 

emphasizing the influence of stratospheric ozone on tropospheric regional climate. 

The direct and indirect impacts of SPV on precipitation in the northwestern 

United States and the effect of the strong coupling between dynamical and ozone 



variability are indeed important issues that we will examine in future work.  

We have made this point clearer in the revised manuscript. The Fig. RR1 and 

relevant discussion have been added to the discussion section in the revised 

manuscript. See lines 368–388. 

Xie et al. (2017) explained why the ASO has a lagged impact on the circulation 

and sea surface temperature in the North Pacific mid–high latitudes based on 

observations and a fully coupled climate–ocean model. Detailed responses are 

given below. 

 

References: 

Xie F., Li, J., Zhang, J., Tian, W., Hu, Y., Zhao, S., Sun, C., Ding, R., Feng, J, and Yang, Y.: 

Variations in North Pacific Sea Surface Temperature Caused by Arctic Stratospheric 

Ozone Anomalies. Environ. Res. Lett., 12, 114023, 2017. 

Zhang J., et al.: Stratospheric ozone loss over the Eurasian continent induced by the polar 

vortex shift, Nat. Commun., 9, 206, 2018. 

 

As given below in the minor comments, in a few places through the manuscript the 

differences in the circulation between different WACCM experiments are described in 

very direct ways. It would be much more illustrative for the reader if these changes 

could be associated with changes in the position of significant climatological features, 

in a similar way that the Antarctic wind changes can be summarized as a pole-ward 

shift of the jet. 

Response: Thank you for the good suggestion. We also recognize this problem. We 

have described those features in the Figures in a more physical and professional 

language. Please see the manuscript in detail. 

 

Minor Comments: 

1. Lines 15 – 18: Following my concerns about correlation and causality, the sentence 

‘In addition, the ASO changes cause sea surface temperature anomalies over the North 

Pacific that would cooperate with the ASO changes to modify the circulation anomalies 



over the northwestern US.’ should be softened. 

Response: Thanks to the comment. This sentence has been modified as follows: 

 

“In addition, sea surface temperature anomalies over the North Pacific, which 

may be related to the ASO changes, would cooperate with the ASO changes to modify 

the circulation anomalies over the northwestern United States.” 

 

Xie et al. (2017) have recently explained why the ASO has a lagged impact on 

the sea surface temperature in the North Pacific mid–high latitudes (Fig. RR2). 

They found that the stratospheric circulation anomalies caused by ASO changes 

can rapidly extend to the lower troposphere in the Northern Hemisphere high 

latitudes; however, the lower troposphere high-latitude circulation anomalies take 

about 1 month to propagate to the North Pacific mid-latitudes. The key findings 

of Xie et al. (2017) are as follows: 

Xie et al. (2017) used composite analysis and wave ray theory to understand 

the lagged process. Figure RR3 shows the composite changes in circulation on a 

daily time scale during ASO decrease and increase events (this is Figure 3 in Xie 

et al. 2017). Figure RR3a and b indicate that the composite Arctic stratospheric 

circulation anomalies during ASO anomaly events propagate downward to the 

high latitudes of the lower troposphere in a few days. The anomalies reaching the 

troposphere continue to propagate meridionally toward the northern lower and 

middle latitudes along the 180° to 120°W longitude zone (Fig. RR3c and d). This 

southward propagation takes about 1 month. This phenomenon can be seen in 

both the ASO decrease and increase events (Fig. RR3a/c and b/d). 

To study in more detail the horizontal propagation of circulation anomalies, 

the ray paths of waves at 850 hPa generated by the perturbed circulation over the 

region 60°–90°N and 180°–120°W in March are shown in Fig. RR4 (Figure 4 in 

Xie et al. (2017), who found that the circulation anomalies over the region 60°–

90°N and 180°–120°W have the strongest simultaneous correlation with the ASO 

changes). The wavenumbers along these rays are between 1 and 3. The wave ray 



paths represent the climate teleconnections; i.e., the propagation of stationary 

waves in realistic flows. The calculation of the wave ray paths and application of 

the barotropic model are described in detail by Li et al. (2015) and Zhao et al. 

(2015). Xie et al. (2017) found that the Rossby waves generated by the perturbed 

circulation over the north polar lower troposphere in March mainly propagate 

southward to the central North Pacific after about 1 month (they propagate to the 

northern North Pacific in about 15 days). The wave ray paths are in good 

agreement with the composite analysis in Fig. RR3. 

Figures RR2-4 imply that ASO changes take at least 1 month to influence 

North Pacific circulation and SST. 

 

   

 (Figure 6c in Xie et al. 2017) 

Figure RR2. Correlation coefficients in March for 1979–2015 between –ASO and SST a month 

later. Only regions above the 95% confidence level are colored. The ASO data are from 

MERRA2, SST from HadSST.  



(Figure 3 in Xie et al. 2017) 

Figure RR3. Time–height cross-section of composite daily variations in zonal wind (averaged 

over 60°–90°N, 180°–120°W) and latitude–time cross-section of composite daily variations in 

zonal wind at 850 hPa (averaged over 180°–120°W) during ASO decrease events (a) and (c) 

and increase events (b) and (d) in March from 1979 to 2015. Winds are from NCEP2. The 

pink and green arrows indicate the propagation pathways of circulation anomalies. 

 

(Figure 4 in Xie et al. 2017) 

Figure RR4. Ray paths (green lines) at 850 hPa in March after the circulation was perturbed 

for 15 days (a) and 30 days (b). Red dots denote wave sources in the region 60°–90°N, 180°–

120°W. The wavenumbers along these rays are in the range 1–3. Color shading indicates the 

climatological flow. 

 

The further proof from full-couple climate-ocean model, Xie et al. (2017) used 



the National Center for Atmospheric Research’s Community Earth System Model 

(CESM) version 1.0.6 to simulate this process, which is a fully coupled global 

climate model that incorporates an interactive atmosphere (CAM/WACCM) 

component, ocean (POP2), land (CLM4), and sea ice (CICE). For the atmospheric 

component, they used the Whole Atmosphere Community Climate Model 

(WACCM), version 4 (Marsh et al. 2013), which has a finite volume dynamical 

core and it extends from the surface to approximately 140 km. For their study, 

they disabled the interactive chemistry. 

The transient experiment (E1) performed by CESM with the fully coupled 

ocean incorporating both natural and anthropogenic external forcings, including 

spectrally resolved solar variability (Lean et al. 2005), transient greenhouse gases 

(GHGs) (from scenario A1B of IPCC 2001), volcanic aerosols (from the 

Stratospheric Processes and their Role in Climate (SPARC) Chemistry–Climate 

Model Validation (CCMVal) REF-B2 scenario recommendations), a nudged quasi-

biennial oscillation (QBO) (the time series in CESM is determined from the 

observed climatology over the period 1955–2005), and specified ozone forcing 

derived from the CMIP5 ensemble mean ozone output. E1 is a historical 

simulation covering the period 1955–2005. All the forcing data used in their study 

are available from the CESM model input data repository.  

The experiment E1, covering the period 1955–2005 and with the specified 

ASO forcing applied to the CESM, captures the leading effect of the specified ASO 

anomalies on the North Pacific (Fig. RR5). The VM-like pattern SST anomalies 

that appear over the North Pacific in April. This simulated result is similar to the 

observations (Figs. RR2). Note that the ozone forcing is specified in the simulation 

and SST is output; therefore, the relationship between ASO and SST variations 

could only be caused by North Pacific SST anomalies related to the ASO changes. 

More descriptions of the lagged impact of ASO on North Pacific SST 

anomalies shown in Xie et al. (2017) are added in the revised paper. Please see lines 

284–290.  



  

(Figure 7d in Xie et al. 2017) 

Figure RR5. Correlation coefficients between the specified –ASO in March and SST in April 

for the period 1955–2005 in the model simulation experiment. Only regions above the 95% 

confidence level are colored. All quantities were detrended before correlation. 

 

References: 

Lean, J., Rottman, G., Harder, J. and Kopp, G.: SORCE contributions to new understanding 

of global change and solar variability. Sol. Phys. 230 27–53, 2005. 

Li Y. J., Li J., Jin F-F, and Zhao S.: Interhemispheric propagation of stationary rossby waves 

in a horizontally no uniform background flow. J. Atmos. Sci. 72, 3233–3256, 2015. 

Marsh, D. R., Mills, M. J., Kinnison, D. E., Lamarque, J. F., Calvo, N., and Polvani, L. M.: 

Climate Change from 1850 to 2005 Simulated in CESM1(WACCM), J. Climate, 26, 

7372–7391, doi:10.1175/JCLI-D-12-00558.1, 2013. 

Xie F., Li, J., Zhang, J., Tian, W., Hu, Y., Zhao, S., Sun, C., Ding, R., Feng, J, and Yang, Y.: 

Variations in North Pacific Sea Surface Temperature Caused by Arctic Stratospheric 

Ozone Anomalies. Environ. Res. Lett., 12, 114023, 2017. 

Zhao S., Li J., and Li Y. J.: Dynamics of an interhemispheric teleconnection across the critical 

latitude through a southerly duct during boreal winter. J. Clim. 28, 7437–7456, 2015. 

 

2. Lines 109 – 111: As stated here, the ASO is calculated as an anomaly after removing 

the annual cycle and trend. I would imagine the long-term trend is predominately due 

to the rise in ozone depleting substances. Why was the trend removed from the 

calculation of ASO, as I would think the March ASO anomaly related to ozone depletion 

would be part of the signal you are looking for? And is the trend calculated as a single 

linear trend across the entire period or some measure that is related to halogen loading 



in the stratosphere such as Equivalent Effective Stratospheric Chlorine (EESC)? As the 

period analysed is 1984 – 2015, or so, this would include both the rapid increase in 

EESC up to ~2000 and the plateau or slow decline since then and a single linear trend 

across the entire period would be a less than ideal estimate of the forced response.  

Response: We thank the reviewer for this comment. Figure RR6 shows the 

standardized time series of the original March ASO index (black line), the index 

after removal of the linear trend across the entire period (blue line), and that after 

removal of the EESC signal (red line). The correlation coefficients between these 

ASO time series are listed in Table RR1. These three ASO time series are very 

similar, and the correlation coefficients are all above 0.95 and significant at the 

95% confidence level. 

To further assess the response of April circulation variations to ASO changes 

with and without the linear trend and EESC signal, Figure RR7 shows the 

correlation coefficients between these three ASO time series and April zonal wind 

variations. All three March ASO indices are significantly correlated with April 

zonal wind variations over the North Pacific, and their patterns are similar in each 

case. This implies that the trend of ASO from 1984 to 2016 does not affect the main 

conclusions of this study.  

 

 

Figure RR6. ASO represented by a standardized time series of March mean ozone from 

SWOOSH ozone for 1984 to 2016. Black line presents the original data; blue line shows the 

ASO with the linear trend removed and the red line is the ASO with the EESC signal removed.  

 

Table RR1. Correlation coefficients between the three ASO time series shown in Fig. RR6.  



 ASO ASO (linear 

trend removed) 

ASO (EESC 

removed) 

ASO 1.0 0.97 0.98 

ASO (linear trend removed) — 1.0 0.95 

ASO (EESC removed) — — 1.0 

 

 

Figure RR7. (a) Correlation coefficient between the original March ASO index and April 

zonal wind variations (m/s, from NCEP2) from 1984 to 2016 at 200 hPa. (b) and (c) As for (a), 

but for the ASO index with the linear trend and EESC signal removed, respectively. Dots 

denote significance at the 95% confidence level, according to Student’s t-test. 

 

3. Line 117: ‘Another set of ozone dataset is...’ sounds a bit redundant. Could I suggest

‘Another set of ozone data is...’ 

Response: Revised. Thanks.  

 

4. Lines 149 – 151: The statement ‘The model’s radiation scheme uses these conditions: 

fixed greenhouse gas (GHG) values, averages of emissions scenario A2 of the 

Intergovernmental Panel on Climate Change (IPCC) (WMO, 2003) for 1980–2015.’ is 



difficult to interpret. Is it that the fixed GHG values that were used are the 1980-2015 

average from the A2 scenario? It seems a bit clearer in the text in Table 1, but there 

the average is said to be over 1995-2005. 

Response: Thanks for the comment. We are sorry for the mistake. The average 

time is 1995-2005, which have been modified in the revised paper. Please see lines 

148 – 151.  

“The model’s radiation scheme uses these conditions: fixed greenhouse gas 

(GHG) values (averages of emissions scenario A2 of the Intergovernmental Panel on 

Climate Change (WMO, 2003) over the period 1995–2005).” 

 

5. Lines 212 – 214: The correlation of zonal wind anomalies with the ASO is described 

as: ‘This implies that the increase (decrease) in ASO can result in enhanced (weakened) 

westerlies in the high and low latitudes of the North Pacific but weakened (enhanced) 

westerlies in the mid-latitudes.’ The changes in southern hemisphere winds associated 

with ozone depletion are often described in terms of a shift of the jet that produces a 

dipole pattern of changes in wind. Here the authors argue that the ASO is associated 

with a tripole of changes in zonal wind. Do the authors have an explanation for the 

pattern of changes that can be related to shifts or changes in magnitude of 

climatological features like the Aleutian Low? And can other explanations for the 

changes at low latitudes, such as ENSO, be ruled out? 

Response: We thank the reviewer for this comment. Weakened westerlies in the 

high-latitude North Pacific and enhanced westerlies in the mid-latitudes during 

negative ASO anomaly events may not imply a poleward shift of the westerlies 

during ASO depletion. 

However, as discussed by Xie et al. (2017), the pattern of zonal wind 

anomalies associated with ASO variations is related to changes in the North Pacific 

Oscillation (NPO) and Aleutian Low. Figure RR8 shows the differences in 

composite zonal wind between positive and negative April Aleutian Low (AL) 

anomaly events (selected AL events refer to Table RR2). The result shows that the 



pattern of zonal wind anomalies related to the AL index is similar to that related 

to the ASO (see Figure 3 in the revised manuscript). This may implies that the AL 

acts as a bridge connecting variations in ASO and circulation anomalies over the 

North Pacific (This is also stated by Xie et al., 2017). In other words, the weakened 

westerlies in the high-latitude North Pacific and enhanced westerlies in the mid-

latitudes during negative ASO anomaly events imply that the AL is enhanced 

when ASO is depleted, but weakened when ASO increases. 

Figure RR9 is the same as Fig. RR8, but for the Nino 3.4 index. The pattern 

of zonal wind anomalies related to ENSO differs from that related to ASO. 

The above results illustrate that the pattern of zonal wind anomalies 

associated with ASO variations is possibly associated with changes in the AL. The 

relevant content has been added to the revised manuscript (lines 204–207) as 

follows: 

“This implies that the increase in ASO can result in enhanced westerlies in the 

high and low latitudes of the North Pacific but weakened westerlies in the mid-

latitudes, corresponding to the weakened Aleutian Low in April, and vice versa for 

the decrease in ASO.” 

 

Figure RR8. Differences in composite April zonal wind (m/s) anomalies between positive and 

negative AL anomaly events at 200 hPa (a), 500 hPa (b), and 850 hPa (c). Dots denote 



significance at the 95% confidence level, according to Student’s t-test. Before performing the 

analysis, the seasonal cycle and linear trend were removed from the original datasets. AL 

anomaly events are selected using Table RR2. 

 

Figure RR9. Same as Fig. RR8, but for the Nino 3.4 index. 

 

Table RR2. Positive (left column) and negative (right column) anomaly events based on the 

AL and Nino 3.4 indices for the period 1984–2016. 

 index > 1 STD index < –1 STD 

AL index 1985, 1986, 1999, 2002, 2008, 

2013 

1993, 1996, 1997, 2004, 2007, 

2014, 2016  

Nino 3.4 index 1987, 1992, 1993, 1998, 2015, 

2016 

1985, 1989, 1999, 2000, 2008, 

2011 

 

References: 

Xie F., Li, J., Zhang, J., Tian, W., Hu, Y., Zhao, S., Sun, C., Ding, R., Feng, J, and Yang, Y.: 

Variations in North Pacific Sea Surface Temperature Caused by Arctic Stratospheric 

Ozone Anomalies. Environ. Res. Lett., 12, 114023, 2017. 

 



6.  Lines 236 – 240: ‘This kind of circulation anomaly corresponds to an anomalous 

cyclone (anticyclone) in the western US in the middle and upper troposphere, which is 

likely associated with a strong low (high) pressure system in the middle and upper 

troposphere and a relatively weak high (low) pressure system in the lower troposphere.’ 

I can see how this description fits with the pattern of wind changes shown in Figure 6, 

but that the pattern of changes shown in panel (A), for example, showing a cyclonic 

pattern centered over the south-western US does not necessarily mean that this is 

caused by the appearance of a well-defined, anomalous cyclone. While the pattern of 

the differences is cyclonic, it could be due to the weakening of an anticyclone? The 

description would have a stronger physical basis if the changes were related to changes 

in the strength of position of well-recognized climatological features. 

7. Lines 248 -250: ‘In addition, a strong low-pressure system in the middle and upper 

troposphere over the western US during positive ASO anomaly events (Fig. 6) suggests 

downwelling flow in the region.’ Similar to the concerns about the interpretation of 

Lines 236 – 240, there is a direct link made between a pattern of changes and the 

appearance of a particular meteorological feature. 

Response: We thank the reviewer for this comment. Figure RR10 shows the 

climatology of April horizontal wind vectors. The circulation over the western 

United States is controlled mainly by westerlies (no significant anticyclonic 

circulation). This means that the cyclonic anomaly in Fig. 4 of the revised 

manuscript is unlikely to be caused by weakening of an anticyclone. 

We are also aware of the problem associated with this paragraph, and we 

have rewritten it as follows (please see the lines 199–232 in the revised manuscript):  

“Figure 3 shows the correlation coefficients between March ASO anomalies and 

April zonal wind variations at 200, 500, and 850 hPa, respectively. The spatial 

distribution of significant correlation coefficients over the North Pacific exhibits a 

tripolar mode with a zonal distribution at 200 and 500 hPa; i.e. a positive correlation 

in the high and low latitudes in the North Pacific and a negative correlation in mid-



latitudes. This implies that the increase in ASO can result in enhanced westerlies in 

the high and low latitudes of the North Pacific but weakened westerlies in the mid-

latitudes, corresponding to the weakened Aleutian Low in April, and vice versa for 

the decrease in ASO. The Aleutian Low acts as a bridge connecting variations in ASO 

and circulation anomalies over the North Pacific (Xie et al., 2017a). At 850 hPa, the 

anomalous circulation signal in the low latitudes of the North Pacific has weakened 

and disappeared. It is evident that the anomalous changes in the zonal wind over the 

North Pacific can extend westward to East Asia. Xie et al. (2018) identified the effect 

of spring ASO changes on spring precipitation in China. Note that the weakened 

westerlies in the mid-latitudes and the enhanced westerlies at low latitudes can also 

extend eastward to the western United States. This kind of circulation anomaly 

corresponds to two barotropic structures; i.e., an anomalous anticyclone in the 

Northeast Pacific and a cyclone in the southwestern United States at 500 hPa and 

200 hPa. Coincidentally, the northwestern United States is located to the north of the 

intersection of the anticyclone and cyclone, corresponding to convergence of the 

airflow at high levels, which may lead to downwelling in the northwestern United 

States, and vice versa for negative March ASO anomalies. 

To further validate our inference regarding the response of the circulation in 

the western United States to ASO changes, we analyze the differences between April 

horizontal wind anomalies during positive and negative March ASO anomaly events 

at 200, 500, and 850 hPa (Fig. 4). As in the increased ASO case, the difference shows 

an anomalous anticyclone in the Northeast Pacific and an anomalous cyclone in the 

southwestern United States. This kind of circulation anomaly over the southwestern 

United States enhances cold and dry airflow from the North American continent to 



the North Pacific, reducing the water vapor concentration in the air over the western 

United States and possibly reducing April precipitation in the northwestern United 

States. In addition, the northwestern United States is located to the north of the 

intersection of the anticyclone and cyclone, suggesting downwelling flow in the 

region.” 

 

Figure RR10. Climatology (1984–2016) of April horizontal wind vectors from NCEP2 at 200 

hPa (a), 500 hPa (b) and 850 hPa (c). 

 

8. Lines 251 – 262: While I can understand how changes in vertical velocity (w) are 

coherent with the large-scale changes in circulation, the text in this paragraph makes 

a direct link between changes in w from the NCEP2 reanalysis and changes in 

convective precipitation. For example, at lines 253 – 255: ‘When the March ASO 

increases, tropospheric convective activity in the northwestern US (115°–130° W) 



weakens, corresponding to anomalous downwelling.’ Can a direct link between 

convective precipitation and changes in monthly-average vertical velocity be made? I 

think the authors would need to support this statement with citations to previous work. 

I am also some-what sceptical about the general direction of the argument, which 

appears to be trying to link the circulation changes to precipitation changes. Is 

convective precipitation an important fraction of precipitation in the north-west US in 

March-April? I would have thought the precipitation changes shown in Figure 1 are a 

much more straight-forward reflection of changes in orographic precipitation related 

to the decrease in wind and (presumably) moisture transport? 

Response: We thank the reviewer for this comment. There was indeed a problem 

with the description in this paragraph; in particular, the use of the phrase 

“convective activity” is inaccurate. As can be seen from the Responses to #6 and 

#7, the large-scale circulation caused by ASO anomalies may lead to upwelling or 

downwelling in the northwestern United States. Upwelling (downwelling) favors 

(inhibits) precipitation. This view is often expressed in papers analyzing 

precipitation (e.g., Kang et al., 2011). The relevant literature has been cited in the 

revised manuscript. In addition, Figure RR11 shows a significant negative 

correlation (r = –0.72) between vertical velocity (Pa/s) and precipitation anomalies 

in the northwestern United States in April. This also demonstrates that upwelling 

(downwelling) in the northwestern United States favors (inhibits) precipitation. 

This paragraph has been rewritten as follows in the revised manuscript (lines 233-

244): 

“Figure 5a shows a longitude–latitude cross-section of differences in April 

vertical velocity anomalies averaged over 1000–500 hPa between positive and 

negative March ASO anomaly events. When the March ASO increases, anomalous 

downwelling is found in the northwestern United States (115°–130° W). This 

situation may inhibit precipitation in the northwestern United States in April. Figure 

5b depicts the longitude–height cross-section of differences in April vertical velocity 

averaged over 43°–50°N between positive and negative March ASO anomaly events, 

which further shows that anomalous downwelling over the United States when the 



ASO increases. Based on the above analysis, the circulation anomalies in the 

northwestern United States associated with positive March ASO anomalies may 

inhibit the formation of local precipitation in April, and vice versa for that with 

negative March ASO anomalies.” 

 

Figure RR11. Standardized time series of April precipitation and vertical velocity (Pa/s) 

(averaged over 1000–500 hPa) from 1984 to 2016. Both quantities are averaged over the area 

43°–50°N, 115°–130°W, and the vertical velocity is multiplied by –1 for ease of comparison. 

The seasonal cycle and linear trend were removed from the original datasets. Precipitation is 

from GPCP, vertical velocity from NCEP2. 

 

References: 

Kang, S. M., Polvani, L. M., Fyfe, J. C., and Sigmond, M.: Impact of Polar Ozone Depletion 

on Subtropical Precipitation, Science, 332, 951–954, doi:10.1126/science.1202131, 2011. 

 

9. Lines 267 – 268: The WACCM experiments detailed in Table 1 show that the 

perturbed ASO simulations vary ozone by +/- 15% between 30N and 90N. How realistic 

is this perturbation compared with the estimates from SWOOSH and GOZCARDS 

datasets? Perhaps a figure of the zonal-average difference could be included for the 

composite positive and negative ASO years? At high latitudes a +/-15% variability does 

not sound too large, perhaps even a bit small, but a +/- 15% change at 30N seems quite 

large. 

Response: We thank the reviewer for this comment. Figure RR12 shows the 

composite zonal mean ozone anomalies (as a percentage) during positive and 

negative ASO anomalies events from the SWOOSH and GOZCARDS datasets. As 

noted by the reviewer, during positive (negative) ASO anomaly events the 



stratospheric ozone anomalies are larger (smaller) than 15% at mid and high 

latitudes, but smaller (larger) than 15% at lower latitudes. In Fig. RR12, ozone 

changes are about 15% over most of the region 30°–90°N at 300–30 hPa. To keep 

the experiment simple, we have increased or decreased ozone throughout the 

region uniformly in the simulations. In principle, the simulation forced with 

composite ozone anomalies in Fig. RR12 is the best option. Since the simulated 

results with uniform changes in ASO are in line with observations, we will not 

rerun the experiments in this work. However, in future work we will use composite 

ozone changes as external forcing. 

 

Figure RR12. Composite ozone anomaly percentage (%) during positive (a, c) and negative (b, 

d) ASO anomaly events, based on SWOOSH (a, b) and GOZCARDS (c, d) ozone data from 

1984 to 2016. See Table 2 in the revised manuscript for the definition of ASO anomaly events. 

 

10. Line 275: Beginning here, the results from the WACCM simulations are presented. 

Figures 9, 11 and 13, which show the differences between the WACCM experiments do 

not have any indication of the statistical significance. All of the other difference plots 

did have some manner of denoting statistical significance at the 90% level and these 



three plots should as well. 

Response: Thanks for the comment. The statistical significance test is added for 

the three figures.  

 

Figure RR13. Differences between 

experiments R3 and R2 in terms of April 

(a) precipitation (mm/day) and (b–d) 

zonal wind at 200, 500, and      850 

hPa, respectively. Dots denote 

significance at the 95% confidence level.  

 

Figure RR14. Same as Fig. RR13, but for 

the difference between experiments R5 

and R4. 

 

 

 

 



Figure RR15. Same as Fig. RR13, but for 

the difference between experiments R7 

and R6.  



Response to Short Comments 

 

You decrease/increase the ozone climatology homogeneously by 15% in R2/R3, which 

will also amplify zonal inhomogeneity in the ozone climatology because already greater 

ozone mixing ratios will be increased more in terms of absolute magnitude. Several 

studies (e.g. Gabriel et al. 2007, Gillet et al. 2009, McCormack et al. 2011, Nowack et 

al. 2018) showed that such zonal asymmetry can be important for the Arctic vortex 

climatology and as a result surface climate. Do you have any means of determining the 

importance of the general increase/decrease in ozone imposed by you as compared to 

the amplification of the zonal structure, which might be particularly important for the 

vortex climatology? It would be great if you could put your results into context. 

Response: We thank the reviewer for the positive evaluation of our study and 

sincerely appreciate the reviewer’s insightful and helpful comments. We are also 

sorry for missing some important references in the manuscript. The following 

references had been added in the revised manuscript (Gabriel et al., 2007; Gillett 

et al., 2009; Nowack et al., 2015, 2017, 2018; McCormack et al., 2011). 

The experiments preformed in this study are in order to confirm that whether 

the observed positive/negative ASO anomalies could force the abnormal 

precipitation in the northwestern United States. Fig. RRR1a and b show the 

observed ozone anomalies during negative and positive ASO anomalies events, 

respectively. Fig. RRR1c and d show the negative ozone forcing in R2 and positive 

ozone forcing in R3, respectively. Fig. RRR1 illustrates that the ozone forcings 

imposed in R2/R3 is similar to the observations, indicating the ozone forcings given 

in the experiments are reasonable. The results in our manuscript show that this 

kind of ozone forcing indeed could cause the observed precipitation anomalies in 

the northwestern United States.  

The question, i.e., “general increase/decrease in ozone or the amplification of 

zonal structure of ozone, which might be particularly important for the vortex 

climatology” is a very important question; however, we think it isn’t the focus of 



this article. This issue needs a further proof and a lot of experiments to 

demonstrate. If we put these contents in the text, it will make the manuscript too 

long and too complicated. This point is a good idea, and we will try to finish it in 

the next work.  

 

 

Figure RRR1. The composite ozone anomalies during negative (a) and positive (b) ASO 

anomalies events, based on SWOOSH ozone data from 1984 to 2016. The definition of ASO 

anomalies events please refers to Table 2 in the manuscript. The negative ozone forcing in R2 

(c) and positive ozone forcing in R3 (d) in WACCM4 experiments. The unit of ozone is ppmv.  
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Abstract 1 

Using observations and reanalysis, we find that changes in April precipitation 2 

variations in the northwestern US are strongly linked to March Arctic stratospheric 3 

ozone (ASO). An increase (decrease) in ASO can result in enhanced (weakened) 4 

westerlies in the high and low latitudes of the North Pacific but weakened (enhanced) 5 

westerlies in the mid-latitudes. The anomalous circulation over the North Pacific can 6 

extend eastward to western North America, facilitating (impeding) the flow of a dry 7 

and cold airstream from the middle of North America to the North Pacific and 8 

enhancing (weakening) downwelling in the northwestern US, which results in 9 

decreased (increased) precipitation there, and vice versa for the decrease in ASO. 10 

Model simulations using WACCM4 support the statistical analysis of observations 11 

and reanalysis data, and further reveal that the ASO influences circulation anomalies 12 

over the northwestern US in two ways. Stratospheric circulation anomalies caused by 13 

the ASO changes can propagate downward to the troposphere in the North Pacific and 14 

then eastward to influence the strength of the circulation anomalies over the 15 

northwestern US. In addition, the ASO changes cause sea surface temperature 16 

anomalies over the North Pacific that, which may be related to the ASO changes, 17 

would cooperate with the ASO changes to modify the circulation anomalies over the 18 

northwestern US. Our results suggest that ASO variations could be a useful predictor 19 

of spring precipitation changes in the northwestern US; The northwestern US may 20 

become dryer in future springs due to ASO recovery. 21 



 

3 
 

1. Introduction 22 

Stratospheric circulation anomalies can affect tropospheric climate via chemical–23 

radiative–dynamical feedback processes (Baldwin and Dunkerton, 2001; Graf and 24 

Walter, 2005; Cagnazzo and Manzini, 2009; Ineson and Scaife, 2009; Thompson et al., 25 

2011; Reichler et al., 2012; Karpechko et al., 2014; Kidston et al., 2015; Li et al., 26 

2016; Zhang et al., 2016; Wang et al., 2017). Since stratospheric ozone can influence 27 

stratospheric temperature and circulation via the atmospheric radiation balance (Tung, 28 

1986; Haigh, 1994; Ramaswamy et al., 1996; Forster and Shine, 1997; Pawson and 29 

Naujokat, 1999; Solomon, 1999; Randel and Wu, 1999, 2007; Solomon, 1999; 30 

Labitzke and Naujokat, 2000; Gabriel et al. 2007; Gillett et al. 2009; McCormack et al. 31 

2011), the impact of ozone on tropospheric climate change has recently received 32 

widespread attention. (e.g., Nowack et al. 2015, 2017, 2018). 33 

In recent decades, Antarctic stratospheric ozone has decreased dramatically due 34 

to the increase in anthropogenic emissions of ozone depleting substances (Solomon, 35 

1990, 1999; Ravishankara et al., 1994, 2009). Numerous studies have found that the 36 

decreased Antarctic ozone has contributed substantially to climate change in the 37 

Southern Hemisphere. The Southern Hemisphere circulation underwent a marked 38 

change during the early 21stlate 20th century, with a slight poleward shift of the 39 

westerly jet (Thompson and Solomon, 2002; LemkeArcher and Caldeira, 2008). The 40 

poleward circulation shift would cause surface temperature anomalies by affecting 41 

localized wind patterns and associated thermal advection (Son et al., 20072010; 42 

Thompson et al. 2011; Feldstein, 2011). Subsequent studies concluded that Antarctic 43 

ozone depletion is responsible for at least 50% of the circulation shift (Lu et al., 2009; 44 

Son et al., 2010; McLandress et al., 2011; Polvani et al., 2011; Hu et al., 2013; Gerber 45 

and Son, 2014; Waugh et al., 2015). In addition, the poleward displacement of the 46 
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westerly jet has been linked to an extension of the Hadley cell (Son et al., 2009, 2010; 47 

Min and Son, 2013) and variations in mid- to high-latitude precipitation during austral 48 

summer; i.e., increased rainfall in the mid-subtropics and high latitudes and reduced 49 

rainfall in the high mid-latitudes of the Southern Hemisphere (Thompson et al., 2000, 50 

2011; Marshall, 2003; Archer and Caldeira, 2008; Fogt et al., 2009; Son et al., 2009; 51 

Feldstein, 2011; Kang et al., 2011; Polvani et al., 2011). The changes in Antarctic 52 

ozone are not only related to the displacement of the westerly jet in the Southern 53 

Hemisphere, but also affect its intensity. Thompson and Solomon (2002) argued that 54 

Antarctic ozone depletion can also enhance westerly winds via the strong radiative 55 

cooling effect and thermal wind relationship. The westerly winds are enhanced from 56 

the stratosphere to the mid-latitude troposphere in the case of wave–mean flow 57 

interaction (Son et al., 2010; Thompson et al., 2011), thereby accelerating circumpolar 58 

currents in the mid-latitudes. The changes in near-surface circumpolar currents restrict 59 

the spread of polar cold air to lower latitudes, causing evident climate cooling in the 60 

Antarctic interior and warming in the mid-latitudes and subpolar regions. Moreover, 61 

changes in subtropical drought, storm tracks and ocean circulation in the Southern 62 

Hemisphere are also closely related to Antarctic ozone variations (Yin, 2005; Russell 63 

et al., 2006; Son et al., 2009; Polvani et al., 2011; Bitz and Polvani, 2012). 64 

The variations in Arctic stratospheric ozone (ASO) in the past five decades are 65 

quite different from those of Antarctic stratospheric ozone, as the multi-decadal loss 66 

of ASO is much smaller than that of Antarctic stratospheric ozone (WMO, 2011). 67 

However, sudden stratospheric warming in the Arctic (Randel, 1988; Charlton and 68 

Polvani, 2007; Manney et al., 2011; Manney and Lawrence, 2016) means that the 69 

year-to-year variability in ASO has an amplitude equal to or even larger than that of 70 

Antarctic stratospheric ozone. Thus, the effect of ASO on Northern Hemisphere 71 
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climate change has also become a matter of concern. 72 

The depletion of ASO can cause circulation anomalies, corresponding 73 

toComparing with the positive polarityeffect of the Northern Annular Mode 74 

(NAM)/winter stratospheric dynamical processes on the tropospheric North Atlantic 75 

Oscillation (NAO) that can affect tropospheric climate and the incidence of extreme 76 

weather events (Baldwin and Dunkerton, 2001; Black et al., 2005, 2006, 2009), the 77 

depletion of spring ASO can cause circulation anomalies that influence the North 78 

Pacific Oscillation. Cheung et al. (2014) used the UK Met Office operational weather 79 

forecasting system and Karpechko et al. (2014) used ECHAM5 simulations to 80 

investigate the relationship between extreme Arctic ozone anomalies in 2011 and 81 

tropospheric climate. Smith and Polvani (2014) used an atmospheric global climate 82 

model to reveal a significant influence of ASO changes on tropospheric circulation, 83 

surface temperature, and precipitation when the amplitudes of the forcing ASO 84 

anomaly in the model are larger than those historically observed. Subsequently, using 85 

a fully coupled chemistry–climate model, Calvo et al. (2015) again confirmed that 86 

changes in ASO can produce robust anomalies in Northern Hemisphere temperature, 87 

wind, and precipitation. Furthermore, the effects of ASO on the Northern Hemisphere 88 

climate can be seen in observations. Ivy et al. (2017) presented observational evidence 89 

for the relationship between ASO and tropospheric climate, revealing that the 90 

maximum daily surface temperature anomalies in spring (March–April) in some 91 

regions of the Northern Hemisphere occurred during years with low ASO in March. 92 

Xie et al. (2016, 2017a, 2017b) demonstrated that the tropical climate can also be 93 

affected by ASO. They pointed out that stratospheric circulation anomalies caused by 94 

March ASO changes can rapidly extend to the lower troposphere and then propagate 95 

horizontally to the North Pacific in about 1 month, influencing the North Pacific sea 96 
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surface temperature (SST) in April. The induced SST anomalies (Victoria Mode) 97 

associated with the circulation anomalies can influence El Niño–Southern Oscillation 98 

(ENSO) and tropical rainfall over a timescale of ~20 months. 99 

As shown above, a large number of observations and simulations have shown 100 

that ASO variations have a significant impact on Northern Hemisphere tropospheric 101 

climate, but few studies have focused on regional characteristics. Xie et al. (2018) 102 

found that the ASO variations could significantly influence rainfall in the central of 103 

China, since the circulation anomalies over the North Pacific caused by ASO 104 

variations can extend westward to China. This motivates us to investigate whether the 105 

circulation anomalies extend eastward to affect the precipitation in North America. In 106 

this study, we find a strong link between ASO and precipitation in the northwestern 107 

US in spring. We focus on analyzing the characteristics of the impact of ASO on 108 

precipitation in the northwestern US in spring and the associated mechanisms. The 109 

remainder of this manuscript is organized as follows. Section 2 describes the data and 110 

numerical simulations, and section 3 discusses the relationship between the ASO 111 

anomalies and precipitation variations in the northwestern US, as well as the 112 

underlying mechanisms. The results of simulations are presented in section 4, and 113 

conclusions are given in section 5. 114 

2. Data and simulations 115 

The ASO variations is defined as the Arctic stratospheric ozone averaged over the 116 

latitude of 60°–90°N at an altitude of 100–50 hPa after removing the seasonal cycle 117 

and trend. Ozone values used in the present analysis are derived from the 118 

Stratospheric Water and OzOne Satellite Homogenized (SWOOSH) dataset (Davis et 119 

al., 2016), which is a collection of stratospheric ozone and water vapor measurements 120 
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obtained by multiple limb sounding and solar occultation satellites over the previous 121 

30 years. Monthly mean ozone data from SWOOSH (1984–2016) is zonal–mean 122 

gridded dataset at a horizontal resolution of 2.5° (latitude: 89°S to 89°N) and vertical 123 

pressure range of 31 levels from 316 hPa to 1 hPa. Another set of ozone datasetdata is 124 

taken from Global Ozone Chemistry and Related trace gas Data Records for the 125 

Stratosphere (GOZCARDS, 1984–2013) project (Froidevaux et al., 2015) based on 126 

high quality data from past missions (e.g., SAGE, HALOE data) and ongoing 127 

missions (ACE-FTS and Aura MLS). It is also a zonal–mean dataset with a 128 

meridional resolution of 10°, extending from the surface to 0.1 hPa (25 levels). 129 

In addition, two sets of global precipitation reanalysis datasets are employed in 130 

this study: monthly mean precipitation data constructed by the Global Precipitation 131 

Climatology Project (GPCP), which is established by the World Climate Research 132 

program (WCRP) in 1986 aiming to observe and estimate the spatial and temporal 133 

global precipitation (Huffman et al., 1997), with a resolution of 2.5° latitude/longitude 134 

grid for the analysis period 1984–2016; global terrestrial rainfall dataset derived from 135 

the Global Precipitation Climatology Centre (GPCC) based on quality-controlled data 136 

from 67200 stations world-wide, with a resolution of 1.0° latitude/longitude grid. In 137 

addition, SST is taken from the UK Met Office Hadley Centre for Climate Prediction 138 

and Research SST (HadSST). Other atmospheric datasets including monthly-mean 139 

wind and geopotential height fields for the period 1984–2016 are obtained from the 140 

NCEP/Department of Energy (DOE) Reanalysis 2 (NCEP-2), regardingregarded as an 141 

updated NCEP/NCAR Reanalysis Project (NCEP-1).  142 

We use the Whole Atmosphere Community Climate Model version 4 143 

(WACCM4), a part of the National Center for Atmospheric Research’s Community 144 
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Earth System Model (CESM), version 1.0.6, to investigate precipitation response in 145 

the northwestern U.S.United States to the ASO anomalies. WACCM4 encompasses 146 

the Community Atmospheric Model version 4 (CAM4) and as such includes all of its 147 

physical parameterizations (Neale et al., 2013). It uses a coupled system made up of 148 

four components, namely atmosphere, ocean (specified SST), land, and sea ice 149 

(Holland et al., 2012) and has detailed middle–atmosphere chemistry. This improved 150 

version of WACCM uses a finite-volume dynamical core, and it extends from the 151 

surface to approximately 145 km geometric altitude (66 levels), with a vertical 152 

resolution of about 1 km in the tropical tropopause layer and the lower stratosphere. 153 

The Note that the simulations in the present paper is at a 1.9° × 2.5° horizontal 154 

resolution, and do not includeare disable interactive chemistry as WACCM4-GHG 155 

scheme (Garcia et al., 2007).) with a 1.9° × 2.5° horizontal resolution. More 156 

information can be seen in Marsh et al. (2013). The model’s radiation scheme uses 157 

these conditions: fixed greenhouse gas (GHG) values,  (averages of emissions 158 

scenario A2 of the Intergovernmental Panel on Climate Change (IPCC) (WMO, 2003) 159 

for 1980–2015.over the period 1995–2005). The prescribed ozone forcing used in the 160 

experiments is a 12–month seasonal cycle averaged over the period 1980–20151995–161 

2005 from CMIP5 ensemble mean ozone output. The Quasi Biennial Oscillation 162 

(QBO) phase signals with a 28–month fixed cycle are included in WACCM4 as an 163 

external forcing for zonal wind. 164 

Seven time–slice experiments (R1–R7) are designed to investigate the 165 

precipitation changes in the northwestern U.S.US due to the ASO anomalies. Details 166 

of the seven experiments are given in Table 1. All the experiments are run for 33 years, 167 

with the first 3 years excluded for the model spin–up and only the last 30 years are 168 

used for analysis. 169 
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3. Response of precipitation in the northwestern US to ASO anomalies in 170 

spring 171 

Since the variations in ASO are most obvious in March due to the Arctic polar vortex 172 

rupturebreak down (Manney et al., 2011), previous studies have reported that the ASO 173 

changes in March have the strongest influence on the Northern Hemisphere (Ivy et al., 174 

2017; Xie et al., 2017a). In addition, these studies pointed out that the changes in ASO 175 

affect the tropospheric climate with a lead of about 1–2 months;, which is similar to 176 

the troposphere response to the Northern Hemisphere sudden stratospheric warmings 177 

(Baldwin and Dunkerton 2001; Black et al., 2005, 2006, 2009) and Southern 178 

Hemisphere stratospheric ozone depletion (Thompson and Solomon 2002); the 179 

relevant mechanisms have been investigated in detail by Xie et al. (2017a). We 180 

therefore show in Fig. 1 the correlation coefficients between ASO variations in March 181 

from SWOOSH and GOZCARDS data, and precipitation anomalies in April from 182 

GPCC and GPCP data over western North America. In all cases in Fig. 1 the March 183 

ASO changes are significantly anti-correlated with April precipitation anomalies in 184 

the northwestern US (mainly in Washington and Oregon states), implying that 185 

positive (negative) spring ASO anomalies are associated with less (more) spring 186 

precipitation in the northwestern US., and vice versa for the negative spring ASO 187 

anomalies. Note that since this kind of feature appears in the northwestern U.S., 188 

theUS, Fig. 1 shows only the west side of North America. 189 

The correlation coefficients between March ASO variations and precipitation 190 

anomalies (January to December are in the same year) in the northwestern US are 191 

shown in Fig. 2. The correlation coefficients between March ASO variations and April 192 

precipitation anomalies in the northwestern US are the largest and are significant at 193 

the 95% confidence level. Note that the correlation coefficients between March ASO 194 
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variations and July precipitation anomalies are also significant. The impact of March 195 

ASO on precipitation in the northwestern US in summer and the associated 196 

mechanisms are different from those considered in this study (not shown) and will be 197 

presented in another paper, but will not be investigated further here. March ASO 198 

changes are not significantly correlated with simultaneous (March) precipitation 199 

variations (Fig. 2), illustrating that the ASO changes lead precipitation anomalies by 200 

about 1 month. Since the results from four sets of observations show a common 201 

feature, and SWOOSH and GPCP data span a longer period, only SWOOSH ozone 202 

and GPCP precipitation are used in the following analysis. 203 

Figure 3 shows the differences between composite anomalies of April 204 

precipitation in the northwestern US during positive and negative March ASO 205 

anomaly events to further confirm the relationship between March ASO changes and 206 

April precipitation anomalies in the northwestern US. The increase (decrease) in 207 

March ASO is associated with decreased (increased) April precipitation in the 208 

northwestern US. The pattern of the difference in Fig. 3 is consistent with the pattern 209 

of the correlation coefficients in Fig. 1. Note that an anomalous signal of precipitation 210 

is found in the southwestern US; however, this phenomenon is not significant in Fig. 211 

1 and may be an artefact of the composite analysis. 212 

The above statistical analysis shows a strong negative correlation between March 213 

ASO variations and April precipitation anomalies in the northwestern US, meaning 214 

that the ASO can be used to predict changes in spring precipitation in the 215 

northwestern US. It may also imply that the northwestern US will become dryer in 216 

future springs due to ASO recovery. The process and underlying mechanism that are 217 

responsible for the impact of ASO anomalies on precipitation changes need further 218 
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analysis. 219 

Figure 4a, c and e3 shows the correlation coefficients between March ASO 220 

anomalies and April zonal wind variations at 200, 500, and 850 hPa, respectively. The 221 

spatial distribution of significant correlation coefficients over the North Pacific 222 

exhibits a tripolar mode with a zonal distribution at 200 and 500 hPa; i.e. a positive 223 

correlation in the high and low latitudes in the North Pacific and a negative 224 

correlation in mid-latitudes. This implies that the increase (decrease) in ASO can 225 

result in enhanced (weakened) westerlies in the high and low latitudes of the North 226 

Pacific but weakened (enhanced) westerlies in the mid-latitudes., corresponding to the 227 

weakened Aleutian Low in April, and vice versa for the decrease in ASO. The 228 

Aleutian Low acts as a bridge connecting variations in ASO and circulation anomalies 229 

over the North Pacific (Xie et al., 2017a). At 850 hPa, the anomalous circulation 230 

signal in the low latitudes of the North Pacific has weakened and disappeared. It is 231 

evident from Fig. 4 that the anomalous changes in the zonal wind over the North 232 

Pacific can extend westward to East Asia. Xie et al. (2018) identified the effect of 233 

spring ASO changes on spring precipitation in China. Note that the zonal wind 234 

anomalies can also extend eastward to North America, implying a possible influence 235 

of spring ASO variations on weather and climate in western North America. Figure 4b, 236 

d and f shows the differences between April zonal wind anomalies during positive and 237 

negative March ASO anomaly events at 200, 500, and 850 hPa, respectively. The 238 

spatial distributions of the differences are in good agreement with those of the 239 

correlation coefficients between March ASO and April zonal wind variations (Fig. 4a, 240 

c and e). Figure 5a, c and e shows the correlation coefficients between March ASO 241 

and April geopotential height variations at 200, 500, and 850 hPa, respectively. The 242 

differences between April geopotential height anomalies during positive and negative 243 
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March ASO anomaly events at 200, 500, and 850 hPa are shown in Fig. 5b, d and f, 244 

respectively. The variations in geopotential height associated with ASO anomalies 245 

correspond closely to those of zonal windNote that the weakened westerlies in the 246 

mid-latitudes and the enhanced westerlies at low latitudes can also extend eastward to 247 

the western United States. This kind of circulation anomaly corresponds to two 248 

barotropic structures; i.e., an anomalous anticyclone in the Northeast Pacific and a 249 

cyclone in the southwestern United States at 500 hPa and 200 hPa. Coincidentally, the 250 

northwestern United States is located to the north of the intersection of the 251 

anticyclone and cyclone, corresponding to convergence of the airflow at high levels, 252 

which may lead to downwelling in the northwestern United States, and vice versa for 253 

negative March ASO anomalies. 254 

Figures 4 and 5 show that the March ASO anomalies may be linked with 255 

anomalous April zonal wind over the North Pacific; i.e., the increase (decrease) in 256 

ASO can result in enhanced (weakened) westerlies in the high and low latitudes of the 257 

North Pacific but weakened (enhanced) westerlies in the mid-latitudes. It is clear that 258 

the weakened (enhanced) westerlies in the mid-latitudes and the enhanced (weakened) 259 

westerlies in the low latitudes can extend eastward to the western US. This kind of 260 

circulation anomaly corresponds to an anomalous cyclone (anticyclone) in the western 261 

US in the middle and upper troposphere, which is likely associated with a strong low 262 

(high) pressure system in the middle and upper troposphere and a relatively weak high 263 

(low) pressure system in the lower troposphere. 264 

To further validate our conjectureinference regarding the response of the 265 

circulation in the western USUnited States to ASO changes, we analyze the 266 

differences between April horizontal wind anomalies during positive and negative 267 



 

13 
 

March ASO anomaly events at 200, 500, and 850 hPa (Fig. 6). There is 4). As in the 268 

increased ASO case, the difference shows an anomalous anticyclone in the Northeast 269 

Pacific and an anomalous cyclone in the southwestern US related to the increase in 270 

March ASO.United States. This kind of circulation anomaly over the southwestern 271 

USUnited States enhances cold and dry airflow from the North American continent to 272 

the North Pacific, reducing the water vapor concentration in the air over the 273 

northwestern US,western United States and possibly decreasing the localreducing 274 

April precipitation. in the northwestern United States. In addition, a strong 275 

low-pressure system in the middle and upper troposphere over the western US during 276 

positive ASO anomaly events (Fig. 6) suggeststhe northwestern United States is 277 

located to the north of the intersection of the anticyclone and cyclone, suggesting 278 

downwelling flow in the region. 279 

Figure 75a shows a longitude–latitude cross-section of differences betweenin 280 

April vertical velocity anomalies averaged over 1000–500 hPa duringbetween 281 

positive and negative March ASO anomaly events. When the March ASO increases, 282 

tropospheric convective activityanomalous downwelling is found in the northwestern 283 

USUnited States (115°–130° W) weakens, corresponding to anomalous downwelling.). 284 

This situation may also decrease Aprilinhibit precipitation in the northwestern 285 

US.United States in April. Figure 7b5b depicts athe longitude–height cross-section of 286 

differences betweenin April vertical velocity averaged over 43°–50°N duringbetween 287 

positive and negative March ASO anomaly events, which further shows that 288 

tropospheric convective activityan anomalous downwelling over the northwestern US 289 

enhancesUnited States when the March ASO increases. Based on the above analysis, 290 

the circulation anomalies in the northwestern USUnited States associated with 291 

positive (negative) March ASO anomalies may reduce (increase)inhibit the formation 292 
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of local precipitation in April, and vice versa for that with negative March ASO 293 

anomalies. 294 

4. Simulations of the effect of ASO variations on precipitation in the 295 

northwestern US during spring 296 

Using observations and reanalysis data, we investigated the relationship between 297 

March ASO and April precipitation in the northwestern US and revealed the 298 

underlying mechanisms in section 3. In this section, we use WACCM4 simulations 299 

(see section 2) to confirm the above conclusions. First, we check the model 300 

performance in simulating precipitation over western North America. Figure 86 shows 301 

the April precipitation climatology over the region 95°–140°W, 30°–63°N from the 302 

control experiment R1 (Table 1) and from GPCP for the period 1995–2005. The 303 

model simulates a center of high precipitation over the west coast of North America 304 

(Fig. 8a6a). It is clear that the spatial distribution of the simulated precipitation 305 

climatology is similar to that calculated by GPCP (Fig. 8b6b). 306 

Figure 9a7a displays the differences in April precipitation between experiments 307 

R3 and R2. The pattern of simulated April precipitation anomalies forced by ASO 308 

changes in western North America (Fig. 9a7a) is nearly opposite todifferent from that 309 

observed (Fig. 31); i.e., the increased March ASO forces an increase in precipitation 310 

in the northwestern USUnited States. The differences in April zonal wind at 200, 500, 311 

and 850 hPa between experiments R3 and R2 are shown in Fig. 9b7b, c, and d, 312 

respectively. The simulated pattern of April zonal wind anomalies in western North 313 

America (Fig. 9b7b, c and d) is also oppositeshifted a little further to that observedthe 314 

north than in the observations (Fig. 43). Comparing the global pattern of simulated 315 

April zonal wind anomalies with the observations, it is surprising to find that the 316 
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positions of simulated zonal wind anomalies over the Northeast Pacific and western 317 

North America are shifted northward. This results in the simulated precipitation 318 

anomalies over western North America also shifting northward, so that a decrease in 319 

precipitation on the west coast of Canada in April is found in Fig. 9a7a. This explains 320 

why we find the pattern of simulated April precipitation anomalies in the North 321 

Americanorthwestern United States (Fig. 9a7a) is nearly opposite to that observed 322 

(Fig. 31). Figure 97 shows that the results of the model simulation in which we only 323 

change the ASO forcing do not reflect the real situation of April precipitation 324 

anomalies in the northwestern USUnited States, with a shift in position compared 325 

with observations. This leads us to consider whether other factors interact with March 326 

ozone to influence April precipitation in the northwestern USUnited States. 327 

Previous studies have found that the North Pacific SST has a significant effect on 328 

precipitation in the USUnited States (e.g., Namias, 1983; Ting and Wang, 1997; Wang 329 

and Ting, 2000; Barlow et al., 2001; Lau et al., 2002; Wang et al., 2014). Figure 10a8a 330 

shows the correlation coefficients between regional averaged (43°–50°N, 115°–331 

130°W) precipitation anomalies and SST variations in April. Interestingly, the results 332 

show that the distribution of correlation coefficients over the North Pacific has a 333 

meridional tripole structure, which is referred to as the Victoria Mode SST anomaly 334 

pattern. Xie et al. (2017a) reporteddemonstrated that the ASO has a lagged impact on 335 

the sea surface temperature in the North Pacific mid–high latitudes based on 336 

observation and simulation. They showed that stratospheric circulation anomalies 337 

caused by March ASO changes can rapidly extend to the North Pacific overlower 338 

troposphere in the high latitudes of the Northern Hemisphere. The circulation 339 

anomalies in the high latitudes of the lower troposphere take about 1a month, 340 

influencing to propagate to the North Pacific mid-latitudes and then influence the 341 
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North Pacific SST and inducing Victoria Mode anomalies.. Figure 10b8b shows the 342 

correlation coefficients between March ASO (multiplied by –1) and April SST 343 

variations. The pattern in Fig. 10b8b is in good agreement with that in Fig. 10a8a. It is 344 

further found that removing the Victoria Mode signal from the time series of 345 

precipitation in the northwestern USUnited States reduces the correlation coefficient 346 

between March ASO anomalies and filtered April precipitation variations in the 347 

northwestern USUnited States to –0.40 (the correlation coefficient is –0.63 for the 348 

original time series, see Fig. 2), but it remains significant. Figure 108 indicates that 349 

the ASO possibly influences precipitation anomalies in the northwestern USUnited 350 

States in two ways. First, the stratospheric circulation anomalies caused by the ASO 351 

changes can propagate downward to the North Pacific troposphere and eastward to 352 

influence precipitation over northwestern US.United States. Second, the ASO changes 353 

generate SST anomalies over the North Pacific that act as a bridge for ASO to affect 354 

precipitation in the northwestern US.United States. The SST anomalies caused by 355 

ASO change likely interact with the direct changes in atmospheric circulation driven 356 

by the ASO change to jointly influence precipitation in the northwestern US.United 357 

States. Experiments R2 and R3 do not include the effects of SST, which may explain 358 

why the results of the model simulation in which we only change the ASO forcing do 359 

not reflect the observed precipitation anomalies in the northwestern USUnited States 360 

(Fig. 97). 361 

Two sets of experiments (R4 and R5) that include the joint effects of ASO and 362 

SST change (Fig. 9) are added. Details of the experiments are given in Table 1. Figure 363 

1110 shows the differences in April precipitation and zonal wind between experiments 364 

R5 and R4. It is clear that the simulated changes in precipitation in the northwestern 365 

USUnited States (Fig. 11a10a) are in good agreement with the observed anomalies 366 
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shown in Fig. 31; i.e., the increase in March ASO forces a decrease in April 367 

precipitation in the northwestern US.United States. In addition, the spatial 368 

distributions of simulated zonal wind anomalies (Fig. 11b10b–d) are consistent with 369 

the observations (Fig. 43). Overall, the simulated precipitation and circulation in R4 370 

and R5 are no longer shifted northward and are closer to the observations. 371 

To further emphasize the importance of the joint effects of ASO and ASO-related 372 

SST anomalies on precipitation in the northwestern USUnited States, we investigate 373 

whether the spring Victoria Mode-like SST anomalies alone could force the observed 374 

precipitation anomalies in the northwestern US.United States. Two sets of 375 

experiments are performed here (R6 and R7), in which only April SST anomalies 376 

over the North Pacific have been changed (Fig. 129). Details of the experiments are 377 

given in Table 1. Figure 1311 shows the differences in April precipitation and zonal 378 

wind between experiments R7 and R6. The simulated precipitation anomalies over 379 

the west coast of the USUnited States (Fig. 13a11a) are much weaker than in the 380 

observations (Fig. 3),, and the simulated circulation anomalies (Fig. 13b11b–d) are 381 

quite different from those in Fig. 43. This suggests that the ASO-related North 382 

Pacific SST anomalies alone cannot force the observed precipitation anomalies in the 383 

northwestern USUnited States, but that the combined effect of ASO and ASO-related 384 

North Pacific SST anomalies is required (Fig. 1110). Thus, we have shown that the 385 

relationship between March ASO and April precipitation in the northwestern US in 386 

the observations and the underlying mechanisms can be verified by WACCM4. 387 

5. SummaryDiscussion and conclusionssummary 388 

Many observations and simulations have shown that ASO variations have a 389 

significant impact on Northern Hemisphere tropospheric climate, but few studies have 390 
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focused on regional characteristics. Using observations, reanalysis datasets, and 391 

WACCM4, we have shown that spring ASO changes have a significant effect on April 392 

precipitation in the northwestern USUnited States (mainly in Washington and Oregon 393 

states) with a lead of 1–2 months. When the March ASO is anomalously high (low),, 394 

April precipitation decreases (increases) in the northwestern USUnited States, and 395 

vice versa for low ASO. 396 

During positive ASO events, the zonal wind changes over the North Pacific 397 

exhibit a tripolar mode with a zonal distribution accompanied by geopotential height 398 

anomalies; i.e., enhanced westerlies in the high and low latitudes of the North Pacific, 399 

and weakened westerlies in the mid-latitudes. The anomalous wind can extend 400 

eastward to North America, causing anomalous circulation in western North America. 401 

Such circulation anomalies force an anomalous cyclone in the western USUnited 402 

States in the middle and upper troposphere, which likely enhances cold and dry 403 

airflow from the North American continent to the North Pacific, reducing the water 404 

vapor concentration in the air over the northwestern US.United States. At the same 405 

time, convectiondownwelling in the northwestern US is weakenedenhanced. The two 406 

processes possibly decrease April precipitation in the northwestern US. When the 407 

March ASO is reduceddecreases, the effect is just the opposite. 408 

The WACCM4 model is used to confirm the statistical results of observations 409 

and the reanalysis data. The results of the model simulation in which we only change 410 

the ASO forcing do not reflect the observed precipitation anomalies in the 411 

northwestern USUnited States in April; i.e., the pattern of simulated April 412 

precipitation and circulation anomalies in the western North America is 413 

oppositeshifted a little further to thatthe north than observed. It is found that SST 414 Formatted



 

19 
 

anomalies over North Pacific caused by ASO changes are likely to interact with ASO 415 

changes to jointly influence precipitation in the northwestern US.United States. Thus, 416 

the ASO influences precipitation anomalies over the northwestern USUnited States in 417 

two ways. First, the stratospheric circulation anomalies caused by the ASO change 418 

can propagate downward to the North Pacific troposphere and directly influence 419 

precipitation over the northwestern US.United States. Second, the ASO changes 420 

generate SST anomalies over the North Pacific that act as a bridge, allowing the ASO 421 

changes to affect precipitation in the northwestern USUnited States. 422 

It is well known that the spring ASO variations are related to changes in the 423 

winter Arctic stratospheric vortex (SPV). The strength of the SPV can affect ASO, 424 

and then ASO affects tropospheric teleconnection and precipitation in the 425 

northwestern United States (indirect effect of SPV). The strength of the SPV may also 426 

have a direct leading effect on tropospheric teleconnection (Baldwin and Dunkerton, 427 

2001; Black et al., 2005, 2006, 2009) and precipitation in the northwestern United 428 

States. Figure 12 shows the correlation coefficients between the February SPV 429 

(multiplied by –1) index and April 200 hPa zonal wind and precipitation variations 430 

(Fig. 12a and b), and between March ASO and April 200 hPa zonal wind and 431 

precipitation (Fig. 12c and d). The SPV index is defined as the strength of the 432 

stratospheric polar vortex, following Zhang et al. (2018). Although they are similar, 433 

the ASO variations are much closer than the strength of the stratospheric polar vortex 434 

to the variations in 200 hPa zonal wind and precipitation. That indicates indirect and 435 

direct effects of winter SPV on spring tropospheric climate. Since the coupling 436 

between dynamical and radiative processes in spring is strong, the connection 437 
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between winter SPV and spring tropospheric circulation seems weaker than that 438 

between the spring ASO and tropospheric circulation. In this study, we try to state that 439 

the ASO changes could influence precipitation in the northwestern United States, 440 

emphasizing the influence of stratospheric ozone on tropospheric regional climate. As 441 

for the effect of coupling between dynamical and radiative processes in spring on 442 

precipitation is an interesting question that deserves further investigation. 443 
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Table 1. CESM-WACCM4 experiments with various specified ozone and SST 714 
forcing. 715 

Exp*1 Specified ozone and SST forcing Other forcing 

R1 

 
Time-slice run as the control 
experiment used case 
F_2000_WACCM_SC.  The 
specified ozone forcing is a 
12-month cycle of monthly ozone 
averaged from 1995 to 2005. The 
specified SST forcing is a 12-month 
cycle of monthly SST averaged from 
1995 to 2005. 
 

Fixed solar constant, fixed 
greenhouse gas (GHG) values 
(averages of emissions scenario 
A2 of the Intergovernmental 
Panel on Climate Change 
(WMO, 2003) over the period 
1995–2005), volcanic aerosols 
(from the Stratospheric Processes 
and their Role in Climate 
(SPARC) Chemistry–Climate 
Model Validation (CCMVal) 
REF-B2 scenario 
recommendations), and QBO 
phase signals with a 28-month 
zonal wind fixed cycle. 
 

R2 

 

Same as R1, except that the March 
ozone in the region 30°–90°N at 
300–30 hPa*2 is decreased by 15% 
compared with R1. 
 

Same as R1 

R3 

Same as R1, except that March 
ozone in the region 30°–90°N at 
300–30 hPa is increased by 15% 
compared with R1. 
 

Same as R1 

R4 

Same as R2, except that a SST 
anomalies in the region 0°–70°N and 
120°E–90°W related to negative 
ASO anomalies*3 is added in the SST 
forcing in April. 
 

Same as R1 

R5 

Same as R3, except that a SST 
anomalies in the region 0°–70°N and 
120°E–90°W related to positive ASO 
anomalies*4 is added in the SST 
forcing in April. 
 

Same as R1 

R6 

Same as R1, except that a SST 
anomalies in the region 0°–70°N and 
120°E–90°W related to negative 
ASO anomalies*3 is added in the SST 
forcing in April. 
 

Same as R1 
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R7 

Same as R1, except that a SST 
anomalies in the region 0°–70°N and 
120°E–90°W related to positive ASO 
anomalies*4 is added in the SST 
forcing in April. 

Same as R1 

*1Integration time for time-slice runs is 33 years. 716 
*2To avoid the effect of the boundary of ozone change on the Arctic stratospheric 717 

circulation simulation, the replaced region (30°–90°N, 300–30 hPa) was larger than 718 
the region used to define the ASO index (60°–90°N, 150100–50 hPa). 719 

*3For SST anomalies, see Fig. 12a9a. 720 
*4For SST anomalies, see Fig. 12b9b. 721 
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Table 2. Selected positive and negative years for March ASO anomaly events based 722 

on SWOOSH data for the period 1984–2016. Positive and negative March ASO 723 

anomaly events are defined using a normalized time series of March ASO variations 724 

from 1984 to 2016. Values larger than 1 standard deviation are defined as positive 725 

March ASO anomaly events, and those below –1 standard deviation are defined as 726 

negative March ASO anomaly events.  727 

Positive March ASO anomaly events  Negative March ASO anomaly events  

1998, 1999, 2001, 2004, 2010 1993, 1995, 1996, 2000, 2011 
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728 

     729 

Figure 1. Correlation coefficients between March ASO and April precipitation 730 

variations calculated from SWOOSH (a, b) and GOZCARDS (c, d) ozone, and GPCC 731 

(a, c) and GPCP (b, d) rainfall for the period 1984–2016. Only regions aboveDots 732 

denote significance at the 9095% confidence level are colored, according to Student’s 733 

t-test. The long-term linear trend and seasonal cycle in all variables were removed 734 

before the correlation analysis. 735 
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 737 

Figure 2. (a) Correlation coefficients between March ASO index and precipitation 738 

anomalies in the northwestern US (43°–50°N, 115°–130°W) for each month 739 

calculated from SWOOSH (a, b) and GOZCARDS (c, d) ozone, and GPCC (a, c) and 740 

GPCP (b, d) rainfall for the period 1984–2016. The dashed blacked lines refer to the 741 

correlation coefficient that is significance at 95% confidence level. The long-term 742 

linear trend and seasonal cycle were removed from the original datasets before 743 

calculating the correlation coefficients.  744 
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  745 

Figure 3. Differences in composite April precipitation (mm/day, from GPCP) 746 

anomalies in the US between positive and negative ASO anomaly events (from 747 

SWOOSH data) for 1984–2016. Only regions above the 90% confidence level are 748 

colored. See Table 2 for the definition of positive and negative March ASO anomaly 749 

events for composite analysis. Before performing the composite analysis, the seasonal 750 

cycle and linear trend were removed from the original precipitation dataset. 751 
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 752 
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Figure 4.  753 

Figure 3. Correlation coefficients between March ASO index and April zonal wind 754 

variations (m/s, from NCEP2) from 1984 to 2016 at 200 hPa (a), 500 hPa (cb), and 755 

850 hPa (e). Differences in composite April zonal wind (m/s) anomalies between 756 

positive and negative ASO anomaly events are shown at 200 hPa (b), 500 hPa (d), and 757 

850 hPa (f).c). Dots denote significance at the 9095% confidence level, according to 758 

Student’s t-test. Blue square is the area shown in Fig. 1. Before performing the 759 

analysis, the seasonal cycle and linear trend were removed from the original datasets. 760 

Selected ASO anomalous events are based on Table 2ASO data is from SWOOSH. 761 
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 762 
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  764 

Figure 5. Same as Fig. 4, but for geopotential height (m). 765 
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   766 

Figure 6. Differences in composite April winds (vectors, m/s, from NCEP2) between 767 

positive and negative ASO anomaly events at 200 hPa (a), 500 hPa (b), and 850 hPa 768 

(c) for 1984–2016. Colored regions are statistically significant at the 90% (light 769 

yellow) and 95% (dark yellow) confidence levels. The seasonal cycle and linear trend 770 

were removed from the original dataset. The ASO anomaly events are selected based 771 

on Table 2. 772 
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   773 

 774 

Figure 75. (a) Longitude–latitude cross-section of differences in composite April 775 

vertical velocity anomalies (averaged over 1000–500 hPa) between positive and 776 

negative ASO anomaly events for 1984–2016. (b) Longitude–height cross-section of 777 

differences in composite April vertical velocity anomalies (averaged over 43°–50°N) 778 
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between positive and negative ASO anomaly events from 1984 to 2016. Blue is 779 

upward motion and red is downward motion. Dots denote significance at the 9095% 780 

confidence level. Before performing the analysis, the seasonal cycle and linear trend 781 

were removed from the original dataset. The ASO anomaly events are selected based 782 

on Table 2. The vertical velocity (Pa/s) dataset is from NCEP2. 783 
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   784 

Figure 86. (a) Spatial distribution of April precipitation (mm/day) climatology in the 785 

control experiment (R1). (b) Same as (a), but precipitation from the GPCP for the 786 

period 1995–2005. For details of specific experiments, see Table 1. 787 
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 788 
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 789 

Figure 97. Differences between 790 

experiments R3 and R2 in terms of 791 

April (a) precipitation (mm/day) and 792 

(b–d) zonal wind at 200, 500, and 850 793 

hPa, respectively. Dots denote significance at the 95% confidence level. 794 
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    795 

Figure 108. (a) Correlation coefficients between regional precipitation (43°–50°N, 796 

115°–130°W) and SST variations in April for 1984–2016. (b) Correlation coefficients 797 

between March ASO (× –1) and April SST variations for 1984–2016. Dots denote 798 

significance at the 9095% confidence level, according to Student’s t-test. Before 799 

performing the analysis, the seasonal cycle and linear trend were removed from the 800 

original data. ASO data is from SWOOSH, precipitation from GPCP, and SST from 801 

HadSST.  802 
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 803 

804 

   805 

Figure 11. Same as Fig. 9, but for the difference between experiments R5 and R4.  806 
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   807 

Figure 12. (a) Composite SST anomalies during negative ASO anomaly events. (b) 808 

Composite SST anomalies during positive ASO anomaly events. The ASO anomaly 809 

events are selected based on Table 2. SST data is from CESM SST forcing data. 810 
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 813 

Figure 1310. Same as Fig. 97, but for 814 

the difference between experiments R5 815 

and R4. 816 

 817 
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 818 

Figure 11. Same as Fig. 7, but for the 819 

difference between experiments R7 and 820 

R6. 821 

 822 

 823 

 824 
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 825 

Figure 12. (a) Correlation coefficients between the February –SPV (105 K m2 kg–1 s–1) 826 

index defined by Zhang et al. (2018) and April zonal wind variations at 200 hPa for 827 

1984–2016. (b) Correlation coefficients between February –SPV index and April 828 

precipitation variations. (c) and (d) As for (a) and (b), but between March ASO and 829 

April 200 hPa zonal wind and April precipitation variations. Dots denote significance 830 

at the 95% confidence level, according to Student’s t-test. The long-term linear trend 831 

and seasonal cycle in all variables were removed before the correlation analysis. The 832 

ASO data is from SWOOSH, zonal wind from NCEP2, and precipitation from GPCP. 833 
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