
Response to referee #1 (in RC2)

RC: This paper presents a new method for retrieving the ice particle number concentration
Ni for glaciated clouds, which should be useful for understanding aerosol interactions with ice
clouds and the contribution of homogeneous vs. heterogeneous ice nucleation in cirrus clouds. A
satellite remote sensing scheme for Ni is needed since field campaigns cannot adequately inform
us how Ni varies with latitude and the seasons. The paper is well organized and well written,
and usually cites the relevant literature. The quality of the figures is good. The methods de-
veloped in Sec. 5 for testing the retrieval are especially creative and e↵ective.

AR: We are thankful to the referee for all the useful comments that greatly helped us to improve
the quality and clarify of this study. In particular concerning the influence of the PSD shape
assumptions, the use of 2D-S data and the consistency between the analyses of Ni climatologies
presented in the 2 papers of this study. Detailed responses to each comment are provided below.

RC: A critical limitation of the retrieval algorithm is the use of a normalized universal ice
particle size distribution, or PSD (Delanoë et al., 2005), where it is assumed that all PSD in na-
ture conform to this normalized PSD shape. This normalized PSD is based on a four-parameter
gamma function (Eq. 4) where parameters No and k can be deduced through their link with
other operationally retrieved properties (IWC and N⇤

0) while PSD parameters ↵ and � need to
be fixed as constants. This is of little consequence regarding �, which a↵ects the largest ice
particles having the lowest concentrations. But this is of major consequence regarding ↵, which
strongly influences the smallest ice particles that govern Ni. This is not mentioned in the paper.
The small end of the PSD is sensitive to the rate of ice nucleation which is sensitive to the cloud
updraft w (with higher w making ↵ more negative, and Ni higher), as well as the aggregation
rate that removes smaller ice particles having higher concentration (Herzegh and Hobbs, 1985,
QJRMS; Mitchell, 1991, JAS). Thus, some discussion on this topic is warranted, especially on
the errors that may result from “non-standard” conditions where atypical updrafts are common
(such as over steep orography).

AR: We thank the referee for pointing out the need for further discussion regarding the im-
pact of non-retrieved shape parameters of the size distributions (↵ and �). We completely
agree that this was lacking in the original manuscript.

DARDAR unfortunately does not rigorously account for these uncertainties in its operational
retrievals, as they are only represented by additional fixed errors considered on the lidar and
radar measurements. More rigorous techniques exist to propagate uncertainties on ↵ and �
through the optimal estimation scheme but they would be too time consuming for an operational
algorithm based on active instruments. However, the variability of these two parameters and the
subsequent impact on DARDAR has been thoroughly discussed in Delanoë et al. [2014]. It can
be noted that, as a result of this study, a revised version of the PSD parameterization has been
proposed (notably with a less negative ↵, leading to less small ice crystals and a lower Ni) but
is not yet implemented in the operational product. The referee is therefore absolutely correct in
saying that the fixed ↵ and � parameters constitute a strong limitation to our current method
that should be further highlighted. These points are now discussed in Sec. 3.1 and in Appendix
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A3 of the revised manuscript and are supported by additional figures in the supplementary
materials (see Fig. S3).

The impact of the choice of ↵ and � on the PSD shape is clearly shown in the upper panel of
Fig. S3, and the subsequent impact on Ni because of straying from the selected values (↵ = �3
and � = �1) is quantified in the lower figure. In order to propose a range of realistic shape
parameters, values extracted by Delanoë et al. [2014] from individual in situ campaigns are used
(color code in upper figure and shapes in the lower figure). IWC and N⇤

0 values representative
of 3 temperature bins are selected, although it should be kept in mind that each couple of
coe�cients from the D14 campaigns can realistically applied to only one of these temperature
ranges. In agreement with the referee’s comment, it can be observed that one D14 campaign
displays a more negative ↵, namely the “subvisible” campaign, which corresponds to cirrus
measured at temperatures between -80 to -60�C during CRYSTAL-FACE (Cirrus Regional
Study of Tropical Anvils and Cirrus-Layers-Florida Area Cirrus Experiment). We recognize
that this analysis remains preliminary but it should still allow to provide rough estimates of
the uncertainties on N5µm

i , N25µm
i and N100µm

i to the reader. This overall uncertainty is here
considered to be typically better than about 50% (when considering the variability between all
D14 campaigns). This value is now reported in Sec. 3.1 and A3 of the revised manuscript.

RC: The lead author gave a nice talk about this retrieval at the A-Train Symposium in
2017. Henceforth, Ni refers to Ni for ice particle maximum dimension D > 5µm. Slide 20 of this
presentation, showing global distributions of Ni for 10�C intervals, appears almost identical to
Fig. 9 of this paper for T < -30�C, except that the Ni legends di↵er. The Ni values reported in
the presentation are higher by a factor of about 1.7 relative to the Ni reported in Fig. 9 of this
paper. What is the reason for this di↵erence?

AR: We are grateful that the referee took the time to verify the consistency between this paper
and the results presented during the A-Train Symposium. The figure referred to here (slide
20 of this presentation, available on http://atrain2017.org), corresponded to the Ni integrated
from Dmin= 1µm. This may not have been clearly expressed during the presentation but is
suggested by the absence of mention to the size in the label. The 1µm threshold was initially
used at early stages of our analyses, but was subsequently changed to 5µm as it is impossible
at this point to reasonably evaluate DARDAR-LIM between 1 and 5µm. Also, as discussed
before, uncertainties related to PSD shape assumptions are likely to be even more important if
Dmin = 1µm.

Fig. 1 shown in this response corresponds to the distribution of Ni
1µm based on the dataset

used for this paper. It can be noted that similar values to those shown during the A-Train
Symposium presentation are found, despite small di↵erences in absolute values. These could be
due to an error found in the script that converts Dmin from maximum diameter to an equivalent
melted size prior to the numerical integration of the PSD, which led to slightly underestimated
Dmin and thus to higher concentration. This error was corrected before creating the dataset used
in these papers. To the best of the first author’s knowledge, there should be no other di↵erence
between Fig. 1 of this response and the figure in the A-Train Symposium presentation.

Major Comments
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Figure 1: Spatial distribution of Ni
1µm from 2006 to 2016, averaged in a 2⇥ 2� lat-lon grid and

per 10� C temperature bin from -80 to -30� C.

1. RC: Page 8, line 25: The 2DS photodiode array length is 1280µm, which should be noted.
Evidently the “time dimension” is used to size particles up to 3205µm; please indicate the
particle selection criteria used to size and count particles.

AR: We are very thankful to the referee for this comment that has led us to investigate in
greater detail the various selection criteria for particle size and count that are available for the
2D-S instrument.

In the original manuscript, ATTREX-2014 data was processed with the method M1, or M7

method when available. There are important di↵erences between these methods, in particu-
lar concerning the size selection, which are for instance extensively described and discussed in
Lawson [2011] and Erfani and Mitchell [2016]. The SPARTICUS data was treated with the M1

method only, as M7 isn’t operationally available in the ARM database. Comparing concentra-
tions from these 2 methods should not be an issue as Erfani and Mitchell [2016] showed that
the number concentration in small particle isn’t significantly di↵erent between them.

Nevertheless, after further discussion with the 2D-S data providers at SPEC Inc. (P. Lawson
and S. Woods), it appeared that using a SPARTICUS dataset based on a M4/M1 processing
could be better adapted to the needs of this study. By M4/M1 it is meant that the M4 method
is used for particles sizes less than 365µm and the M1 is used otherwise. A main di↵erences
between these two methods is that M4 resizes out-of-focus particles to equivalent in-focus spheres
[Korolev, 2007]. This becomes problematic when the ice particle shapes become strongly non-
spherical, and this method can therefore only be applied to small particles. Consequently, it
was decided with the SPARTICUS 2D-S data providers that a combined M4/M1 processing
method should be used here.

The di↵erences between the PSDs obtained from M1 alone and M4/M1 are shown in Fig. 2
of this document. The main di↵erence occur for sizes between about 30 to 100-200 µm, with
typically more particles with D < 100µm and less particles larger than this threshold. As a
consequence, the bi-modal structure is less pronounced in M4/M1, but it also is clear from this
figure that the results discussed in the original manuscript are not changed by this transition
from M1 to M4/M1 2D-S data. It can also be mentioned that slightly less flights with M4/M1

treatments were available on the ARM database.

As a response to this comment, Sec. 3.2.1 was edited to explicitly mention the use of the
Mn methods.

Regarding the photodiode specifications, it seems that the 2DS photodiode array length is
(if referring to the actual physical size of the array) of about 7.3mm [Lawson et al., 2006].
However, we fully agree with the referee that, because (i) the equivalent size of each photodiode
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Figure 2: Comparison between the SPARTICUS 2D-S PSDs obtained from the M4/M1 (top;
as in Fig. 1 of the revised manuscript) and the M1 method (bottom; as in Fig. 1 of original
manuscript.)

is about 10µm (considering the laser beam magnification) and (ii) the 2D-S being equipped
with 128 photodiode, this instrument technically measures particules up to 1280µm in size
and so an extension to 3205µm is only possible by using a time dimension (i.e., by using 2
consecutive measurements a of 1280µm particle). This is now mentioned in Sec. 3.2.1 of the
revised manuscript.

2. RC: Figure 5 and Sec. 4.2: For T > -50C, by what factor is Ni (Dmin = 5µm) overestimated,
on average? For T � -50C?

AR: Based on Fig. 5 of the original manuscript, an overestimation of N5µm
i by a factor of

about 2 to 3 can be considered if looking at the distance between the modes of the 2D-S and
DARDAR-LIM distributions. We nevertheless agree that this figure did not provide an easy
way to clearly quantify the bias, and visually comparing the modes does not really provide a
real statistical estimate of the di↵erences between DARDAR-LIM and the 2D-S. This figure has
therefore been edited in order to include the geometric means associated with each histogram
(DARDAR-LIM, D05 and 2D-S) for each temperature bin and instrumental condition. These
should allow for a more quantitative discussion of the biases, included in the revised Sec. 4.2.
For instance, overestimations by about 10 to 30% and 20 to 60% are found in the mean values
of N25µm

i by D05 and DARDAR-LIM, respectively.

Complementarily, a line showing a factor of 3 around to one-to-one line has also been added
to Fig. 4 of the original manuscript, now Fig. S4 of the complementary materials.
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Figure 3: Left: Conditional density of N5µm
i as function of the temperature, obtained from the

insitu data used in this paper (bottom) and the corresponding D05 predictions (top). Plain red
lines indicate the median and dashed lines show the 10th and 90th percentiles. The right panel
directly compares the medians and 10th and 90th percentile lines.

3. RC: Page 21, lines 9-12: The strong temperature dependence of Ni mentioned here appears
at variance with the in situ measurements reported in Krämer et al. (2009). Please mention
this.

AR: We thank the referee for this comment, which has encouraged us to further compare
our Ni products with the insitu findings in several studies by Krämer et al.

It should first be mentioned that it is very di�cult to compare the temperature dependence
of Ni obtained from in situ campaigns to those from global results shown in Sec. 6. In situ
measurements are rather sparse and it is often di�cult to tell what part of the cloud has
been sampled. However, the enormous advantage of the dataset by Krämer et al is indeed
that it consistently merges numerous in situ campaigns and should therefore tend to being
comparable to global satellite data. This dataset is still being improved as airborne campaigns
are continuously being added. The Ni(T) relation reported in Krämer et al. [2009] was based
on a dataset that was not yet very large and contains some flights in mountain wave clouds
that enhanced the frequencies of higher ice concentrations. A new, yet unpublished, dataset
called JULIA does not confirm the (slight) dependence of Ni on T shown in Krämer et al. [2009]
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Figure 4: Same as 3 but for DARDAR-LIM N5µm
i compared to co-incident in situ observations

during SPARTICUS.

(personal communication, M. Krämer).

This comment has motivated us to compare the Ni(T) obtained in this study with the one
from JULIA. Due to the complexity of this task, intermediate steps were taken. First, we
have verified that the issues noted with D05 (notably due to its limited shape assumptions)
does not create clear biases in the Ni(T) relation. This is shown in Fig. 3 attached to this
response, which compares the Ni(T) dependency obtained from the dataset used in this study
to that predicted by D05 based on the in situ data. It can be noted that the consistency of
the relation found from our dataset to the one from JULIA has been verified, although this
cannot be directly demonstrated here due to the latter being unpublished. Fig. 3 clearly shows
that D05 is very well capable of reproducing the relation between N5µm

i and Tc found in the
in situ measurements, and so similar results could be expected from DARDAR. This has been
verified by looking at the same relations based on the co-incident SPARTICUS flights. Fig. 4
in this response shows that DARDAR-LIM reproduces well the Ni(T) relation observed by the
2D-S. We have checked that these results also hold for N25µm

i and that they are not sensitive
to instrumental conditions.

Consequently, it could be expected that Ni(T) obtained from global DARDAR-LIM esti-
mates are reasonable and that the observations from Sec. 6 are not necessarily at variance with
in situ observations. However, the results presented here are preliminary and further analyses
are necessary to confirm them. For instance, it would require to subset similar regions, cloud
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type or distance from cloud top by comparison the in situ data. Rigorously assessing the con-
sistency between Ni(T) observed from DARDAR-LIM and from in situ measurement would be
extremely interesting but unfortunately out of the scope of this paper. These results will be the
focus in a following study.

4. RC: Figure 9 and Sec. 6.1: For T > -50�C, Ni tends to be lower over regions characterized
by extensive marine stratus, like o↵ the west coasts of South America and Africa (from equator
and southwards). Is this result real, or is it an artefact of the retrieval? If the latter is true,
please explain.

AR: We thank the referee for pointing this out. It is correct that Ni (for all integration thresh-
olds) tend to be relatively lower in marine stratocumulus regions. There does not seem to be
any obvious reason to doubt the retrieval method in these regions but it should indeed be kept
in mind that there are relatively less ice clouds in these subsidence regions. The spatial distribu-
tions of retrieval counts have now been added to supplementary materials (see Fig. S8) to help
determining which regions correspond to statistically significant retrievals. Another physical
explanation could be that there are no convective clouds in these regions, which seem to drive
the high N5µm

i and N25µm
i observed in this figure. This is supported by the seasonal variabilities

in Ni maps shown in Fig. 8 of the revised manuscript. Consequently, values observed correspond
to thin cirrus, perhaps remnants of aged anvils or jet stream cirrus, and N5µm

i values below
100L�1 for T > -50�C are thus not surprising, as mentioned in comment #7 of this review. It
also means that N5µm

i in this regions are more comparable to cloud-top values observed in the
part 2 paper. This is now noted in Sec. 6.1 of the revised manuscript.

5. RC: Page 21, lines 14-19: A similar finding was reported in Mitchell et al. (2016, ACPD),
where the highest Ni were associated with mountainous terrain. (Although this paper was
rejected since the editor felt the retrieved Ni values were too high, and therefore could not be
used to infer nucleation modes, no arguments cast doubt on the spatial and temporal relative
di↵erences in Ni, which still appear meaningful.)

AR: We fully agree that further comparisons to existing climatologies would be beneficial
to the analyses in Sec. 6.1. A new paragraph discussing comparisons results by Mitchell et al.
[2016, 2018] is now included.

6. RC: Page 22, lines 7-9: It is more meaningful to compare model results against observations
than vice-versa. Suggest removing this paragraph. For example, in the modeling study by Zhou
et al. (2016, ACP), the sensitivity of homo- and heterogeneous ice nucleation to various model
parameters and updraft schemes were evaluated. Depending on how these are represented, one
can get a broad range of Ni-temperature dependences, including Ni that is relatively insensitive
to temperature (similar to the in situ observations of Krämer et al., 2009, ACP), and that
modeling result would not support these DARDAR-LIM findings.

AR: We agree with this comment, comparisons to modeling would require further analyses
that are not in the scope of this paper. This paragraph is now removed
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7. RC: Figure 10 and Sec. 6.2: Ni (Dmin= 5 um) in the tropics appears contrary to the Ni

results in Fig. 1 and Fig. 5 of Part 2 of this study by Gryspeerdt et al. (submitted). Fig.
1a of Gryspeerdt et al. show Ni near cloud top while their Fig. 5 shows that Ni does not
change appreciably with distance below cloud top (up to 3 km from cloud top) between -50 and
-60�C. Assuming this result extends to other temperatures, the cloud top results in Fig. 1a of
Gryspeerdt et al. should also be approximately valid below cloud top. Regarding Fig. 1a in
Gryspeerdt et al., for T> -65�C, Ni is never higher in the tropics relative to the midlatitudes.
Between -55 and -40�C, where the most optically thick cirrus clouds exist (cirrus defined as
clouds having T< -38�C), Ni in the tropics is substantially lower than Ni in the midlatitudes.
In Fig. 10 of Part 1 (Sourdeval et al.), Ni increases abruptly in the tropics for T< -40�C
(shown by the dashed curve), with Ni here being typically higher than Ni at similar T in the
midlatitudes. This result appears opposite to the findings in Fig. 1a of Gryspeerdt et al. (Part
2). In addition, the CALIPSO Ni retrievals of Mitchell et al. (2016, ACPD) qualitatively
support the findings of Gryspeerdt et al. (in terms of relative di↵erences), and the in situ
measurements from Mühlbauer et al. (2014) show relatively lower “peak Ni” values in anvil
cirrus (vs. frontal, jet stream and ridge-crest cirrus). Finally, several studies (e.g. Jensen et al.,
2013, PNAS; Spichtinger and Krämer, 2013, ACP), show that tropical tropopause layer (TTL)
cirrus tend to have Ni< 30L�1. Since the areal coverage of TTL cirrus exceeds that of anvil
cirrus, and TTL cirrus tend to be higher than anvil cirrus (Gasparini et al., 2017, J. Climate),
the Ni of 200 L�1 in the TTL region in Fig. 10 appears at variance with in situ observations.
Please comment on, and, if possible, reconcile these issues.

AR: We thank the referee for this interesting comment. It has motivated us to further
compare the spatial distributions obtained from cloud-top Ni (Ni(top)) (part 2) vs. the “all
cloud” maps (part 1).

It is first important to point out that this is not straightforward as these two maps are not
necessarily representative of the same cloud types within a given temperature bin. For instance,
the Ni(top) map between -50 and -60�C (in part 2) only shows concentrations for clouds that
have a cloud-top within this temperature bin, whereas the total Ni map (in part 1) also features
values that are within deep convective clouds. It is observed that the high values of N5µm

i and

N25µm
i only appear in convective regions, which is confirmed by the seasonal variabilities showed

in Fig. 8. The sampling di↵erence is also clear when comparing retrieval counts between Ni(top)

and Ni per Tc bin, now showed in Fig. 1 of the revised part 2 paper and in Fig. S8 of the revised
part 1 paper, respectively. Nearly no retrievals are present in the tropic for the Ni(top) map,
whereas convective clouds are present in the Ni map. To support this analysis, it can be noted
that high Ni values found between -50 and -60�C within deep convective clouds is in agreement
with modeling results by Paukert et al. [2017], who also reports Ni(top) lower than Ni for this
cloud type.

It could as well be argued that the CALIPSO Ni retrievals presented in Mitchell et al. [2016,
2018] are also more comparable to the Ni(top) map as the thermal infrared measurements used
in these studies extinguishes within a few optical depth. It is therefore reasonable to expect
that retrievals from these studies would not compare exactly to Ni maps presented in part 1 but
more to the Ni(top) maps presented in part 2, as it is the case (in terms of relative variations of
Ni).

Regarding the absolute values of Ni, we completely agree with the referee that the ones
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presented our maps may not be completely exact. An overestimation by a factor of 2, or even 3,
could be expected on N5µm

i considering all uncertainties on the retrievals (especially concerning

the assumptions on the PSD shape). These uncertainties should be smaller on N25µm
i , as the

impact of the shape is less significant, and the spatial distributions of N25µm
i are now also

included in Fig. 7 of the revised manuscript. The relative variations are similar to those found
for N5µm

i , despite a slightly weaker temperature dependence, possibly due to the less directly

link between particles with D> 25µm and homogeneous freezing processes. Maximum N25µm
i

(found at Tc< -70�C in the tropics) are about 100L�1, which is more consistent with values
found in the studies referred to here by the referee. Exact comparisons between our results
and previous in situ findings would nevertheless require further investigation that are out of the
scope of this study.

Sec. 6.1 has been substantially edited to include all the aforementioned discussions, and
further explanations on the consistency between Ni and Ni(top) maps are now also given in the
revised part 2 manuscript

8. RC: Page 23, lines 1-3 and Fig. 10: Fig. 10 and this text indicate that in the midlatitudes
for T ¡ -40 C, Ni is highest during winter and lowest during summer. This same result was
found in Mitchell et al. (2016). One of the ACP review criteria questions is “Do the authors
give proper credit to related work and clearly indicate their own new/original

AR: We agree that the consistency between our results and those of Mitchell et al. [2016],
especially in the mid-latitude, should have been included. A paragraph is now dedicated to
these comparisons in Sec. 6.1.

Minor comments

RC: 1. Page 15, line 9: much => slightly?
2. Page 19, line 6: follows => follow?
3. Page 22, line 13: at => as?
4. Figure 10 caption: Mention the meaning of the dashed curve.
5. Page 20, line 1: an => a?

AR: We thank the referee for pointing this out, these typos are corrected in the revised
manuscript.
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Response to referee #1 (in RC4)

AR: We thank Referee #1 for taking the time to read comments from other reviews and provide

such insightful comments. This was very helpful to the discussions that have taken place in the

context of this overall review process.

This response by Referee #1 very well illustrates that the uncertainties expected on in situ

measurements of the concentration in small ice crystals are still not completely understood

and require further e↵orts and investigations. It is clear that large uncertainties occur in the

two first size bins of the 2D-S but arguments such as provided here by Referee #1 seem to

indicate that measurements in these bins may not be completely meaningless. This is exactly

what has initially motivated us to provide the total ice particle concentrations integrated from

multiple minimum size thresholds: 5µm, 25µm and 100µm. As discussed in the manuscript, the

absolute values of N
5µm
i are associated with larger uncertainties than those of N

25µm
i . However,

providing that these issues are clearly stated and discussed, it seems reasonable for N
5µm
i to still

be provided to users, who can then make an educated choice on whether or not this quantity is

of interest for their studies. Looking at spatial variations in N
5µm
i , as mentioned here by Referee

#1, are a perfect example of analyses that doesn’t require the absolute value to be correct but

only the relative changes to be physically meaningful. The results shown in the two parts of this

study seem to provide good confidence in the latter point. This comment by Referee #1 has

therefore further convinced us that N
5µm
i should not be completely removed from the revised

version of the manuscript.

Finally, it is important to emphasize that satellite products of Ni are still at an early stage.

They have too rarely been attempted and, most importantly, rigorously evaluated before. It

is worth noting that, for this reason, “estimates” has been preferred to “retrievals” to describe

Ni in this manuscript. The results presented here, together with the recent studies by Mitchell

et al. [2016, 2018], constitute first encourageing steps towards providing more accurate and

well understood datasets of Ni to the community. It is evident that DARDAR-LIM can still

largely benefit from further improvements - the evaluation presented in this paper has identified

several of them and work is in progress in that direction - but this two-part study also presents

evidence that realistic and useful Ni values can already be reached. The conclusions drawn here

hopefully will serve as motivations for further developments of Ni retrievals from remote sensing

measurements.
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Response to referee #2 (in RC3)

RC: This paper describes an ice concentration retrieval based on the DARDAR Cloud-
Sat/CALIPSO combined lidar-radar retrieval. The extension of DARDAR to retrieve ice con-
centrations, evaluation by comparison with in situ aircraft measurements, and global distribu-
tions are discussed. Although the ice concentration retrieval seems reasonable and potentially
useful, I have significant concerns with the paper in its current version. In particular, I think
the validity of the retrieval in regions without both lidar extinction and radar reflectivity needs
much more discussion and evaluation. Also, the use of 2D-S measurements for determining
concentrations of small ice crystals is suspect at best. These issues (and others) are discussed
in detail below.

AR: We are thankful to the referee for the insightful comments listed in this review. We
fully agree with these two major concerns regarding the behaviour of DARDAR-LIM under
single-instrument conditions and the uncertainties related to small ice concentrations by the
2D-S. The manuscript has been substantially edited, with the support of supplementary ma-
terials and an appendix, to provide further clarifications and discussions on these two points.
Detailed answers to each of the referee’s comments are provided below.

RC: 1. The discussion of the retrieval algorithm in section 2 implicitly assumes that both
extinction from the lidar and radar reflectivity are available. The authors should make clear
early in the paper that the ice concentration retrieval is dubious in cirrus that are not detected
by both radar and lidar (either too optically thin for detection by the CloudSat radar or below
optically thick layers where the CALIOP lidar is blocked). When only lidar backscatter or
radar reflectivity are available, the ice concentration is entirely dependent on the assumed size
distribution. Mean PSDs are shown in the paper, but aircraft data shows that enormous PSD
temporal and spatial variability is typically prevalent in cirrus. With only lidar or radar data
available, this variability cannot be captured by the retrieval.

AR: The referee is absolutely correct in that DARDAR-LIM can by impacted by the absence of
either lidar or radar reflectivity (i.e., referred to as radar- and lidar-only retrievals) and that this
issue should explicitly be discussed in the manuscript. Following this comment, the behaviour
of the algorithm under such conditions is now discussed in Sec. 3.1 as well as in Appendix A1.
These sections clarify that two aspects are important to consider:

– First, it is correct that optimal retrievals should be expected in lidar-radar conditions due
to having two pieces of information available to constrain both scaling parameters of the
normalized size distribution (Dm and N⇤

0). When only one instrument is available, DAR-
DAR must rely on a priori assumptions, and in particular a relation between N⇤

0 ↵ext and
the temperature. Nevertheless, DARDAR also propagates, through its optimal estimation
scheme, information vertically by using lidar-radar retrievals within the same column to
further constrain this relation. The quality of lidar-only and radar-only Ni estimates is
therefore di�cult to predict. A propagation of the operational retrieval uncertainties is
now proposed in the revised manuscript (see Sec. A2 and figure S2 of the supplementary
materials). Figure S2 in particular shows that errors are indeed minimum in lidar-radar
conditions, about 25% against 50% in lidar- and radar-only conditions, at their respective
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maximum of occurence. These numbers should nevertheless be carefully accounted for be-
cause DARDAR was not designed to retrieve Ni and importance quantities, like the shape
of the PSD through the ↵ and � parameters, are not rigorously represented.

– However, it should also be pointed out that, despite instrumental sensitivity, it can be
reasonable to expect that lidar-only Ni estimates can in certain conditions be more accurate
than lidar-radar retrievals. Indeed, lidar-only regions are often met at cloud top where the
ice clouds are optically thin. Such conditions are likely to be met by small ice crystals that
have not yet aggregated, and therefore display a rather monomodal size distribution that
is easier to accurately be reproduced by D05. We recall that D05 assumes a monomodal
shape and our study has already shown that this is a major limitation of the current
method. Under lidar-radar conditions, i.e. deeper in a thick cloud structures, the PSDs
are likely to become more complex and the monomodal-shape approximation followed by
D05 will not hold anymore, which leads to more uncertain retrievals. In order to clarify this
point, a new figure (Fig. 3) has been added to the revised manuscript. This figure explicitly
compares the in situ PSDs measured by the 2D-S (coincident with A-Train overpasses, in
black) to the PSD predicted by D05 using Dm and N⇤

0 from the 2D-S (i.e. the “optimal
retrievals”; in red) and the PSD actually retrieved by DARDAR-LIM (i.e. using Dm and
N⇤

0 from DARDAR; in blue). It is clear that in many cases the DARDAR-LIM PSD is
close to the D05 PSD, indicating enough sensitivity to properly constrain Dm and N⇤

0 in
all instrumental conditions. It is also interesting to note that good agreements to the 2D-S
PSDs are obtained in lidar-only conditions due to their tendencies to be monomodal with
less large crystals.

Therefore, deciding on the accuracy of DARDAR-LIM Ni estimates in lidar-only conditions
is not trivial, as it depends on the instrumental sensitivity as well as the PSD shape that are
met in a given cloud parcel. The manuscript has been revised to make this more clear to the
reader.

RC: 2. Page 6, lines 24-28: It would be helpful if some formal estimate of the uncertainties in
Ni retrievals associated with measurement uncertainties could be provided.

AR: We agree that a formal estimates of the uncertainties on Ni due to instrumental error
and non-retrieved parameters of the forward model in DARDAR could be useful to the reader.
These were not provided in the original manuscript because, as mentioned in the previous point,
DARDAR was not designed to estimate Ni and so some non-retrieved parameters in the retrieval
algorithm that are important to Ni (such as the PSD small mode shape) have not clearly been
considered and included for error calculation. We now propagated the Gaussian uncertainties
attached to IWC and N⇤

0 in order to provide quantitative uncertainties on N5µm
i , N25µm

i and

N100µm
i , which could be considered as lower error bounds. This is now discussed in Sec. 3.1, A2

and Fig. S2 of the supplements. Complementarily, the impact of the shape parameters on Ni is
also discussed in this section and in Fig. S3.

RC: 3. Page 6, lines 26-27: Further discussion of the the uncertainty in Ni retrieval associated
with PSD shape assumption should be included. Perhaps examples could be provided as a
guide.
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AR: We thank the referee for this comment, we fully agree that more discussion on the impact
of the PSD shape should be included. This is now discussed in Sec. 3.1, A3 and in Fig. S3 of
the supplements. In this figure, several examples of PSD shapes are considered. Values of N⇤

0

and Dm representative of 3 temperature bins, based on the in situ campaigns used in this study,
are considered as well as examples of 9 couples of ↵ and � parameters extracted from several
in situ campaigns by Delanoë et al. [2014]. It clearly appears in the top figure of S3 that these
parameters indeed greatly influence the assumed PSD shape. Consequences on N5µm

i , N25µm
i

and N100µm
i are shown below. Considering the typical values reported by Delanoë et al. [2014],

an overestimation of about 50% can reasonably be expected on N5µm
i , with the exception of

one sub-visible (thin cirrus) case representative of a much higher concentration in small crystals
than D05. Lower uncertainties due to the PSD shape are expected on N25µm

i due to a lesser
influence of the ↵ parameter.

RC: 4. As noted in the manuscript, only 2D-S data was available from SPARTICUS. The 2D-S
ice concentrations are overwhelmingly dominated by the 1st size bin (5-15µm). Artifacts and
uncertainties render the first bin or two of 2D-S measurements relatively useless. Most 2D-S
data users do not use concentrations in the first two bins in their analyses because of the large
uncertainties. I would recommend excluding the first two bins in the PSD comparisons shown
in Figure 1 for temperature bins for which little or no ATTREX data is available. Also, I think
it is inappropriate to use N5µm

i data from the SPARTICUS 2D-S-only dataset for evaluation of

the satellite retrievals. The MACPEX 2D-S data should only be used for N25µm
i and N100µm

i .

AR: We agree with the referee concerning the high degree of uncertainties of the ice concen-
trations measured in the 2D-S first bin (5-15µm). Despite that this matter is still actively
discussed, as the response to this review provided by Referee #1 (RC4) illustrates very well, it
is important to be careful when dealing with this data. That is why several Dmin thresholds
were used in this study, including a Dmin=25µm that allowed for excluding the first two size
bins of the 2D-S. The reader can then decide on the degree of trust they put on the 2D-S
data and, subsequently, on the DARDAR-LIM evaluation. It should be noted that all three
thresholds investigated here (Dmin=5 25 and 100µm) are part of the product that will soon be
made publicly available. After careful consideration, we have decided to not completely remove
N5µm

i analyses from the manuscript but the discussions were instead largely edited throughout

the manuscript to remind that N25µm
i is a more trustworthy reference when it comes to 2D-S

data. Further discussions on issues with 2D-S measurements in its first 2 bins have also been
included in Sec. 3.2 and 3.3. Finally, all analyses (including for the case study and geographic
distributions) are now extended to N25µm

i . The conclusion was also edited to stress the need for

more evaluation of the DARDAR-LIM N5µm
i because of these issues. We hope that this should

provide enough information to the reader to make an educated choice regarding its use of the
Ni dataset that will be provided co-jointly with these papers.

However, it should be noted that N5µm
i predictions by D05 agree fairly well with the FCDP

and NIXE-CAPS measurements (with a possible overestimation by less than a factor of 2 but a
good correlation). This gives in further confidence in that N5µm

i by DARDAR-LIM are useful
and contain physical meaning, even if further investigation based on coincident flights will be
required to assess the accuracy of their absolute value.
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Following the referee’s advice Fig. 1 was edited to exclude the two first bins of 2D-S where
little SPARTICUS data is available by comparison to ATTREX (i.e., for Tc<-60�C). However,
the MACPEX 2D-S data has not been added to this study as it would not add much more
information by comparison to the dataset already used, especially considering the uncertainties
on the 2D-S.

Finally, it should be mentioned that, following a comment in by Referee #1 (in RC2), the
SPARTICUS dataset has been updated. The new dataset is now based on 2D-S data treated
with a di↵erent processing method for D< 365µm (see response to RC2 or edits in Sec. 3.2.1
of the revised manuscript). This does not change in any way the conclusions of this study but
slights di↵erences in the figures will be noted.

RC: 5. Figure 1: Indicate in figure or caption which temperature ranges correspond to AT-
TREX data (mostly <-70 � C) and SPARTICUS data (warmer temperature ranges).

AR: We agree that this would be a useful information to the readers. In order to avoid including
too much information in Fig. 1, an histogram showing the temperature distribution for all
included campaigns is added in the supplements (Fig. S1) and is referred to in the caption of
Fig. 1.

RC: 6. Figure 2: The authors should note and discuss the D05 overestimate (by factor of 2-3)
for small (D <10µm) particles in -80 to -70�C bin compared to ATTREX measurements.

AR: Thank you for noting this important point. It is true that D05 seems to overestimate
the concentration in small ice crystals (smaller than about 15 to 25µm) due to a too steep
representation of the PSD small mode (too negative ↵ coe�cient). This is now noted and
discussed in the analysis of this figure (now Fig. 1 in revised manuscript) and the now Fig. 2
of the revised manuscript, which indicates a subsequent overestimation by a factor less than 2
on N5µm

i . This point is also now mentioned in the conclusion as it is an aspect that should be
improved in future parameterizations used for Ni retrievals. It can be mentioned that the PSD
parameterization planned for the next versions of DARDAR possesses a less steep representation
of the concentration in small particles (i.e., a less negative ↵, as can be noted in Fig. S3, the
new parameterization being “all (DARDAR)”). Improvements are therefore expected in future
DARDAR-LIM versions, but discussing them at this stage is out of the scope of this paper.

RC: 7. Figure 3: The small sample volume of the FCDP instrument results in discretization
of the ice number concentration in steps of about 12 conc.bin�1. In other words, the FCDP
instrument cannot e↵ectively measure ice concentrations smaller than about 10-20 L�1 if the
data is used at 1 Hz (as in this study). The CAS data has a similar sample volume issue. Since
ice concentrations are often dominated by the small crystals sampled by FCDP and CAS, I
would recommend not showing the in situ vs D05 comparisons for concentrations less than 10
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L�1. In some of the temperature bins, the data extends to ice concentrations greater than 1000
L�1. Extending the upper limit on the Figure 3 axes would be helpful to show how well the
retrieval compares with in situ measurements at higher ice concentrations.

AR: We completely agree with the referee that the FCDP and CAS instruments are not optimal
for measuring small concentrations less than about 15 L�1. However, it can be argued that in
the occurence of such small Ni, the overall concentration is likely to be dominated by large
particles that are not measured by these two instruments. Additionally, a minimum detection
limit is used in the treatment of the CAS and FCDP data so that concentration smaller than
that threshold leads to no signal. Therefore, concentrations less than 15 L�1 only originate
from ice crystals larger than 25µm in the 1-Hz dataset. This is not necessarily the case in
our dataset as 10 1-Hz PSDs are here merged to create PSDs representative of a 10-s sampling
(comparable to the CloudSat overpass, as discussed in Sec. 3.2.2). We therefore kept 1 L�1 as
the lowest value for these analyses.

Nevertheless, following this comment, the concentrations axes in Fig. 3 (now Fig. 2 of the revised
manuscript) have been extended to 5000 L�1 to encompass all measured concentrations.

RC: 8. Figure 3: The authors should note that discrepancies up to factors of 2-3 occur but are
di�cult to see with the log-log axis scales.

AR: We thank the referee for pointing this out. Additional lines have been added to this figure
in order to explicitly show a factor of 2 and 3 around the one-to-one line.

RC: 9. Will the Ni data be made publicly available? If so, data quality flags should be included
to indicate when both radar and lidar signals are available as well as when the retrieval is
questionable based on in situ comparisons?

AR: Yes, we think that it is extremely important that this dataset is made publicly available
as soon as possible, hopefully together with these papers. A procedure has been initiated to
distribute this Ni dataset via the ICARE data center (http://www.icare.univ-lille1.fr), next to
the operational DARDAR product. Level-2 (orbital retrievals) as well as Level-3 (daily/monthly
gridded means) are currently being produced and we hope to be able to announce a DOI together
with the final version of the manuscript. A choice was made to wait for the end of the reviews
in case of significant changes to the methodology were requested.

The L2 dataset will include N5µm
i , N25µm

i , N100µm
i , as well as numerous flags that will allows

to filter for instrumental conditions, cloud types and iteration numbers. It is di�cult to create
an additional quantitative flag that will reflect the conclusions of the in situ comparison made
in this paper but the temperature (from ECMWF reanalyses) is included in the L2 dataset to
provide some flexibility to the users in that direction. A filtering following what has been done
for Sec. 6 of this study will be applied for the L3 climatologies.
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RC: 10. Page 14, lines 1-6: I do not understand what the authors are saying here. I was
under the impression that Figures 2 and 3 simply showed statistical comparisons between the
in-situ-measured and retrieved PSDs and ice concentrations. The first paragraph of section 4.2
suggests the comparisons in section 4.1 were ideal cases. Perhaps this idealization should be
explained and emphasized at the beginning of section 4.1.

AR: We thank the referee for noting that this point was not very clear. As indicated in the
introduction and the beginning of Sec. 3.2, two main questions are investigated in this in situ
evaluation. First it is determined if D05, which predicts PSDs on the basis of IWC and N⇤

0,
is capable of accurately predicting the concentration in small particle and therefore N5µm

i and

N25µm
i . Second, it is checked that enough sensitivity is available in lidar and radar measurements

to properly constrain these two input parameters. Fig. 1-3 of the original manuscript responded
to the first question by comparing in situ measurements of PSDs and Ni to equivalent predictions
by D05 (obtained on the basis of IWC and N⇤

0 extracted from the same in situ data). In
other terms, these correspond to optimal Ni estimates from DARDAR-LIM since we assume
that IWC and N⇤

0 perfectly fit the in situ measurements, as if they were perfectly retrieved by
DARDAR. This allows to disentangle the errors originating from PSD shape assumptions, which
are tested here, from errors related with a lack of sensitivity in lidar-radar measurements, which
are investigated later using co-incident flights. Therefore, these comparisons allow to clearly
conclude on the limitations of the D05 parameterization and what needs to be improved (e.g.
a better representation of the bi-modality) to obtain better Ni estimates.

This point was clarified by editing the first paragraphs of Sec. 4.1 and 4.2 in the revised
manuscript.

RC: 11. Section 4.2: I am not convinced that the near-coincident in situ/satellite retrieval
comparisons are useful given the enormous spatial/temporal variability in cloud properties and
the corresponding need for very close time and space coincidences for meaningful comparisons.
Not surprisingly, the scatter in the comparisons shown in Figure 4 is very large, spanning 1-2
orders of magnitude.

AR: We completely acknowledge that it is extremely di�cult to colocate and compare aircraft
and satellite measurements. Such attempts are still common to evaluated satellite products,
including DARDAR [Deng et al., 2012], and always show a strong scatter in direct comparisons.
However, even if 2D-S and DARDAR-LIM and not comparable one-to-one, the constraints taken
here on the time and space collocation (i.e., 5 km and 30min) should at least allows them to be
statistically representative of similar cloud samples.

Fig. 4 of the original manuscript did not provide very good quantitative comparisons and so
it is now moved to the supplementary materials (see Fig. S4 and S5). It can still be noted that
the average agreement (around the center of the 1-� isoline in dashed white) agrees well with
the one-to-one line for N100µm

i and shows an expected overestimation by a factor of about 2 to

3 for N25µm
i and N5µm

i . This overestimation is consistent with expectations from the limited
representation of the PSD shape by D05, as can be observed by comparing Fig. S4 and S5.

Instead, comparisons of the PSDs measured by the 2D-S, predicted by D05 based on 2D-S
data, and retrieved by DARDAR-LIM are shown in the new Fig. 3 of the revised manuscript.
This figure shows that DARDAR-LIM PSDs are very consistent with the D05 predictions,
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meaning that the cloud volumes sampled by the 2D-S and CloudSat/CALIPSO are statistically
comparable most each temperature bins and instrumental conditions. The comparisons in terms
of histograms, shown in Fig. 4 of the revised manuscript, now also include mean Ni values to
allow for a more quantitative statistical comparisons.

Section 4.2 has therefore been substantially edited to include and adapt to these new anal-
yses, which should provide more convincing evidence of the statistical comparability of 2D-S
and coincident DARDAR-LIM products.

RC: 12. Page 15, line 9-10: In contrast to the statement here, the DARDAR-LIM retrieval
overestimates ND>5µm and ND>25µm compared to SPARTICUS data even in the -60 to -50� C
temperature bins.

AR: We thank the referee for pointing this out. The corresponding sentence has now been re-
moved from the revised manuscript because this section has been substantially edited, following
the response to the previous point. As a response to this comment, lines have been added in
Fig. 4 of the original manuscript (now Fig. S4) in order to explicitly show a factor of 3 around
the one-to-one line and identify more clearly these overestimations.

RC: 13. Figure 5: The comparisons shown here are very di�cult to see, particularly those for
lidar-only and radar-only retrievals. The relative agreement between lidar-radar, radar-only,
and lidar-only retrievals should be shown in a separate figure, particularly since the lidar-only
and radar-only retrievals are suspect. Also, as discussed above, the SPARTICUS 2D-S-only
ice concentrations for D>5 µm are dominated by the first size bin, with enormous associated
uncertainties. The comparisons with SPARTICUS 2D-S-only ice concentrations including the
first bin are of little value, possibly misleading, and should be removed.

AR: We acknowledge that Fig. 5 of the original manuscript (now also Fig. 5) did not provide
clear quantitative messages regarding the di↵erences between 2D-S, D05 and DARDAR-LIM.
These were even more di�cult to observe for lidar-only and radar-only conditions as often less
retrievals are available. We have responded to this issue by included the values of geometric
means of N5µm

i , N25µm
i and N100µm

i for 2D-S, D05 and DARDAR-LIM. The overall mean values
are shown, as well as the values corresponding to Ni estimates obtained in lidar-, radar-only
and lidar-radar conditions. Also, as advised by the referee, individual histograms for each of
these conditions are shown in Fig. S6 to provide a more clear idea concerning the influence of
di↵erent instrumental conditions on the retrievals.

Regarding the evaluation of N5µm
i , we have chosen to keep the corresponding plots in this

analyses for the reasons discussed in the response to point 4. However, we fully agree with
the referee that great care should be taken when presenting results using concentration from
the first size bin of the 2D-S. Sec. 4.2 has therefore been edited so that its analyses are more
centered on N25µm

i and to contain an explicit warning to the reader that N25µm
i constitutes the

better reference concentration for the 2D-S. The revised conclusion also repeats this message
as a reminded that more evaluation of N5µm

i remains necessary.
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RC: 14. Page 19, lines 8-10: the lack of clear transitions in retrieved properties between the
lidar-only, lidar-radar, and radar-only regions does not necessarily mean the lidar- only and
radar-only Ni retrievals are credible.

AR: We agree with this comment, a lack of transition between lidar/radar-only and lidar-
radar regions does not necessarily prove the quality of Ni estimates obtained in single-instrument
conditions. This sentence was more meant as an observation rather than a definite proof, and
has therefore been toned down in the revised manuscript. This sentence is also more justified
now that the quality of lidar- and radar-only Ni estimates is further discussed in the revised
Sec. 4.2. Nevertheless, this lack of transition is still worth commenting on as it represents a very
impressive feature of the DARDAR algorithm, which allows for a real multispectral consistency
between it’s lidar and radar retrievals. It also shows that some information is used to constrain
the Ni estimates as there do not seem to jump back to some a priori value.

RC: 15. Figure 8: Scatter plots of ND>5µm and ND>100µm versus N2D�S would provide much
clearer comparisons between the retrievals and measurements. Further, the points could be color
coded to indicate whether they are in the lidar-only, lidar-radar, and radar-only regions. In the
discussion of Figure 8, the authors claim good agreement between the in situ and retrieved ice
concentrations, and they dismiss glaring discrepancies as being caused by the imperfect time
coincidence. This argument seems unjustified. The flight track segment has been chosen for
good time/space coincidence.

AR: We thank the referee for this comment, it has allowed us to realize that the in situ
analyses included in the case study was perhaps not clearly explained. Because of this, and fol-
lowing a comment in RC1 this figure has been moved to supplementary materials (see Fig. S7)
and is now only briefly mentioned. This is also justified since this figure mainly supported the
previous conclusions, with redundant results. We however think that this figure can in this
format still provide good insights on the quality of DARDAR-LIM as it shows that the satellite
estimates are to some extent well capable of reproducing the spatial variability in N5µm

i , N25µm
i

and N100µm
i measured by the 2D-S. This is why scatterplots are not proposed for this figure,

especially since scatterplots have already been widely examined before. The added-value of
figure is to show a consistency in the spatial distribution along the aircraft fight.

We nevertheless agree with the referee’s comments and have added information on the instru-
mental conditions met in DARDAR-LIM in the new figure (see color background in Fig. S7).
The N25µm

i is also included in this study, as it now represents the new reference for small ice
concentration from the 2D-S. Finally, the part of the flight leg that was further away from the
satellite overpass (more than 10 km) has been removed and the coordinates have been changed
so that the reader can easy grasp the temporal and spacial distance between the aircraft track
and the satellite overpass.

We agree that discrepancies appear, in particular in the N25µm
i comparisons and during

the descending leg, which we attributed to the distance (about 10 km) from the track. The
hypothesis of di↵erent cloud sampling between the satellite and the aircraft appears reasonable
especially since di↵erent N100µm

i values are noted during this descending leg. We recall that no

serious issues are expected in the DARDAR-LIM N100µm
i estimates based on the previous in

situ evaluations and note that similar increases of N100µm
i can be observed in Fig. 6(h) (of the
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revised manuscript) right next to the descending part of the track. It is therefore reasonable to
attribute issues in N100µm

i to the sampling di↵erent cloud volumes, which means that di↵erences

in N5µm
i and N25µm

i could as well be expected in this area.

RC: 16. Section 5.3: The authors describe a cloud formation scenario with air parcels ascend-
ing across the -40�C isoline, which suggests that freezing of liquid drops could be the main ice
formation mechanism. Yet they attribute the di↵erences between the high and low ice con-
centration regions to di↵erences in vertical wind speed and cite the strong sensitivity of Ni to
w (citing Krämer et al. 2016; papers showing this sensitivity decades earlier should be cited).
However, the strong sensitivity to w occurs primarily when aqueous aerosols freeze, not so much
when liquid droplets freeze. Either the description is not clear, or the physical argument made
does not make sense.

AR: We are thankful to the reviewer for pointing this out. It appears that the explanation
proposed in the original manuscript was misleading. We indeed meant that the relation between
Ni and w, which we show via the analysis of back-trajectories, is the result of homogeneous
freezing events of aqueous aerosols. These events are however likely to occur on top of existing
ice crystals formed from liquid droplets, as it is clear that supercooled layers appear close to
the region of high N5µm

i and N25µm
i (seen in the �ext profile). We have edited this paragraph

and added references and comparisons to studies that analysed these processes [e.g. Kärcher
and Ström, 2003, Kärcher et al., 2006].

RC: 17. Figures 9 and 10: The discrepancy between ND>5µm and ATTREX FCDP ice concen-
trations noted above is apparent in the coldest temperature bins and the TTL. Typical values of
ND>5µm are 200-300 L�1, whereas ATTREX in situ measurements indicate ice concentrations
of about 100L�1 (Jensen et al., 2016). It is also interesting that the ice concentrations are
higher over continental and convective regions even in the coldest temperature bins (near the
tropical tropopause) where the vast majority of clouds form in situ. Additionally, it might be
worth noting that the statistics must be poor in the coldest temperature bin poleward of about
30� latitude since such cold temperatures rarely occur there.

AR: We are grateful to the referee for pointing this out and relating these analyses to the
observed N5µm

i discrepancies between D05 and the FCDP at very low temperatures. The section
has been edited to note these, as well as the disagreements between concentrations observed
in these figures and the findings of Jensen et al. [2013, 2016] for TTL cirrus. These could
indeed be caused by a misrepresentation of the small ice concentration in D05, which seems to
overestimate the steepness of the concentration towards small particles at low temperatures and
therefore overestimates of N5µm

i (by a factor less than 2). Interestingly, the spatial distributions

of N25µm
i (less impacted by shape assumptions), now added to Fig. 7 of the revised manuscript,

indicates concentrations of about 100L�1 in TTL regions. It can also be noted that N5µm
i in

the same regions and during winter months (see Fig. 8 of revised manuscript), i.e. when in
situ clouds should be even more dominant, are about 50% lower. It therefore appears di�cult
to strongly conclude on disagreements by comparison to in situ observations without an exact
knowledge of what cloud type is present in each lat-lon-Tc bin, and further analyses will be

9



needed to fully assess this disagreement with Jensen et al. [2013, 2016]. This discussion has now
been summarized in Sec. 6.1 of the revised manuscript.

We also agree that additional information on the statistical significance of the results pro-
vided here would be useful. Fig. S8 and S9 of the supplementary material now indicate the
pixel counts corresponding to the spatial and zonal distributions analysed in Sec. 6.

RC: 18. Page 22, line 7: Simply stating that the spatial distributions agree with the global
model predictions is no doubt too strong. A quick examination shows there are some regions
of agreement and some glaring discrepancies. I would either omit this statement or qualify it.
Perhaps the comparison really shouldn’t be discussed without providing much more detail.

AR: We thank the referee for this comment and fully agree with it. Further comparisons
to modeling is beyond the scope of this study and this sentence has been deleted from the
manuscript.

RC: 19. Section 6.2: Most of the speculations about the physical causes of the zonal-height
distributions in this section are either not justified or would require much more detail to ade-
quately discuss. It does not look to me like there is a particularly sharp transition at -40�C, nor
would one be expected given the importance of sedimentation in cirrus. The retrieval probably
doesn’t work well in the antarctic wintertime stratosphere since PSCs are typically mixtures of
ice crystals, NAT particles, and ternary aerosols.

AR: We agree with this point, Sec. 6.2 contained some analyses that remained too hypothetical,
such as the attribution of some Ni patterns to PSCs. After further investigation, it appears that
DARDAR retrievals in these regions are highly uncertain due to potential failures in the cloud
mask and wrong categorizations of cloud pixels. This does not mean that DARDAR retrievals
are always wrong in these regions but further investigation based on the new version of the
DARDAR mask should be performed and are out of the scope of this study. It is now clearly
stated in the manuscript that this feature in Ni should not be trusted. Regarding the vertical
transition at -40�C, it could still be argued that N5µm

i and N25µm
i values quickly change around

this temperature, especially in the tropics. N25µm
i for instance increases from about 50L�1 to

above 100L�1. We nevertheless agree that this transition cannot be considered sharp and have
toned down this analysis.

Following this comment, Sec. 6.2 has been edited to provide further discussion and remove
analyses that seemed too far-fetched. The analysis of seasonal variations of Ni are now also
supported by Fig. 8 of the revised manscript, which shows seasonal variability in spatial distri-
butions. It should also be noted that this section also comes as a natural transition between
part 1 and part 2, which further investigates some of the observations made in Sec. 6.2. This is
now also reminded.
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Response to referee #3 (in RC1)

RC: The article presents a method to be used as an operational retrieval to derive ice crystal
number concentrations of pure ice clouds, Ni, (T < -30� C) from combined spaceborne lidar-
radar measurements (CALIPSO-CloudSat) and a thorough evaluation using in situ data from
five airborne campaigns. An example of application is shown via a case study, including La-
grangian transport modelling. An interesting result is that regions with stronger updraughts
show peaks in Ni with particle sizes > 5micron in contrast to regions of mature cloud, as one
would expect. At the end, geographical maps and zonal profiles of 10 years of Ni are presented
and discussed for particles with sizes > 5micron and > 100micron. A follow-up paper will
use these data in the framework of aerosol-cloud interactions. Ni is an essential microphysical
parameter, which is recently used as a prognostic variable in climate models, and therefore it is
important to have global observational constraints. The variable is also important for process
studies. The combination of lidar and radar measurements, being part of the A-Train, allows
to determine the vertical structure of clouds such as top and base of the clouds, cloud layering,
as well as ice water content and e↵ective ice crystal diameter. The attempt to derive ice crystal
number concentration is relatively recent, as its determination depends on several assumptions
(in particular a gamma-modified particle size distribution (PSD) and a specific ice crystal mass-
maximal diameter relationship). The presented method is based on a direct constraint of the
shape of normalized particle size distributions using lidar extinction and radar reflectivity from
the operational liDAR-raDAR (DARDAR) products. 40000 in situ PSD’s are used for an eval-
uation, investigating results separately for ice crystal sizes > 5, 25 and 100 micron, first for the
prediction of PSD from N0* and Dm and then for retrieved Ni. The article is generally well
structured and well written. I strongly recommend the publication of this article, after minor
revisions.

AR: We thank the referee for all the insightful comments that have greatly helped us to improve
the quality of the manuscript. Detailed responses to each of them are provided below.

Minor Comments

1. RC: 1) The methodology section 2 gains in clarity by integrating the content of section 2.1
into sections 2.3 and section 3.1, in particular as DARDAR products are data and the retrieved
variables such as beta-ext, Ze and beta-ext are not defined. In that way the section on the
representation of the size distribution gets section 2.1, in which the advantage of using scaled
PSD’s is described as well as the necessity to assume a certain m-D relationship and a certain
shape of PSD. The new section 2.2 (Extracting Ni from DARDAR products) goes then further
into detail how to extract Ni from the DARDAR products N⇤

0 and IWC. It should be clearly
stated in the beginning that from N⇤

0 and IWC from DARDAR one deduces Dm and finally Ni.
New Section 2.1: Be careful of replacing DARDAR by ‘DARDAR retrieval (see section 3.1)’.
Then a short description of the DARDAR products (like in initial sect 2.1) should be integrated
into section 3.1. P4,l17-18 define beta-ext as (lidar) extinction and Ze as (radar) reflectivity

AR: We are grateful for these suggestions and fully agree with them, sections 2 and 3 have been
edited accordingly. Sec. 2 now only focuses on describing the methodology and the DARDAR
algorithm is described in Sec. 3.1. It can be noted that further technical details on DARDAR
are now also provided in Appendix A.
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Figure 1: (a) Spatial distribution of the rejection rate associated with the niter < 2 filtering for
pure ice clouds with Tc< -30�C. These results correspond to one year of DARDAR retrievals
(2008). (b-c) show the corresponding ice water path (IWP) and average number of ice cloud
pixels in the vertical column (we recall that the height of a pixel is 60m). (d) represents the
relative di↵erence on N5µm

i between -60 and -50�C that would be expected if the niter filtering
was not applied.)

2. RC: 2) p 6, l22 it is stated that DARDAR retrievals of pure ice clouds for which the iterative
retrieval converged too quickly are ignored. How many of these retrievals are these and can you
explain which category of cases these are?

AR: We thank the referee for this comment as we had not yet looked into the distributions of
rejection rates associated with the filtering based on iteration number. We agree that useful
information could be contained there. It is reminded that this filtering is used to avoid pixels
associated with a too quick convergence of the forward model with the observations, which
could indicate a lack of information and therefore a strong reliance on a priori considerations.
This is now further discussed in Appendix A of the revised manuscript.

The spatial distribution of this rejection rate for ice clouds with Tc< -30�C is shown in
Fig. 1 of this response. A strong latitudinal dependence of the rejection rate is noted, with
less than 10% in the mid-latitudes and about 10 to 20% in the tropics. Rejection rates up
to 40% are even seen in the north of oceanic subsidence regions of the South hemisphere. A
high rejection rate in DARDAR retrievals in the tropics is not surprising as thick clouds with
a complex microphysics are likely to be encountered there. However, Fig. 1(b-c) show that the
highest rejection rates occur in regions where thin ice clouds with low IWPs are found, most
likely retrieved from lidar-only conditions. It could therefore be that, for these thin clouds, a
single iteration is su�cient for proper retrievals and we may be over-constraining the dataset
filtering. This has never been investigated from DARDAR and would require further analyses
to be verified and fully understood. We have nevertheless verified that this filtering actually has
a small impact on the overall climatologies. Fig. 1(d) for instance shows the spatial distribution
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Figure 2: Similar to Fig. 4 of the revised manuscript. The PSDs have here been subsetted
following the classification proposed for SPARTICUS by Jackson et al. [2015]. PSDs for synoptic
and convective clouds are shown on the left and right panels, respectively.

of relative di↵erences in N5µm
i (in the -60 to -50�C bin) between 1-year climatologies obtained

without and with applying the niter filtering. Di↵erences smaller than 10% are typically found
in regions where the rejection rate is the most significant. The bias is positive, which seems
to indicate that thin cirrus higher N5µm

i are ignored because of this filtering. It should be
noted when comparing these results to Fig. 7(a-c) of the revised manuscript that relatively
very low N5µm

i values are found in regions where this bias is maximum. The niter filtering
therefore does not have any significant influence on the results shown in this study. After
careful consideration, we have chosen to keep the filtering as but we will keep in mind these
analyses and results when producing future versions of the dataset (based on the next version of
DARDAR cloud and mask products, which should soon be available). It can also be mentioned
that all these filtering options will be provided together with the Ni dataset, which will hopefully
be distributed co-jointly with the publication of this two-part study.

3. RC: 3) The evaluation of the prediction of PSD’s and Ni (using all field campaigns) and later
for retrieved Ni (using coincident SPARTICUS measurements) is shown separately for di↵erent
temperature intervals, which is important as ice crystal particles shapes di↵er with temperature.
It would be very interesting to separate also anvils and synoptic cirrus, as m-D relations might
be di↵erent. Is there enough statistics of the collocated SPARTICUS campaign measurements
to compare Ni distributions of Fig. 5 for anvils and synoptic cirrus?

AR: We thank the referee for this interesting comment. It is a very good point that m-D relations
might be di↵erent from di↵erent cloud types and this could subsequently a↵ect the quality of
our evaluation. As mentioned in Sec. 4.1.1, di↵erentiating between di↵erent cloud types has
not been attempted in this study for reasons of brevity and also because DARDAR does not
make any distinction when assuming its PSD shape and m-D relation. It would nevertheless
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be interesting, following the referee’s comment, to indeed verify if any specific issue occur when
applying a basic di↵erentiation, such as convective vs. synoptic clouds.

To do this, we have associated a cloud type to each PSD from the SPARTICUS dataset
used in this study, based on the cloud classifications by Muhlbauer et al. [2014] and Jackson
et al. [2015]. Fig. 2 of this response shows comparisons between the histograms of collocated
SPARTICUS measurements (Fig. 5 in the original manuscript, Fig. 4 in the revised version)
when distinguishing between the “convective” and “synoptic” classification by Jackson et al.
[2015]. This classification is chosen here as it is more straightforward. Muhlbauer et al. [2014]
o↵er numerous specific cloud classes, which for this application leads to subsets with a lower
statistical significance. It can first be observed in Fig. 2 that convective clouds have higher Ni

means, but are also much less occurrent than synoptic clouds during SPARTICUS. With respect
to the quality of DARDAR-LIM retrievals no obvious bias or other issue can be noted in either
cloud class. Di↵erences are noted but it remains di�cult to estimate if these are within the
noise, considering the small number of statistics. Testing the impact of m-D relations would
also require to disentangle the impact of a possible misrepresentation of the PSD shape in either
of these two cloud classes. Finally, it should be kept in mind that these cloud classification are
often very di�cult to obtain and can be associated with large uncertainties as well.

For these reasons, and to avoid substantial additional descriptions and discussions in the
manuscript, we have still kept analyses based on cloud types out of the revised manuscript. But
we recognize the importance of this point and the strong interest to di↵erentiate between cloud
types to test the impact of the m-D relation but also the assumptions made on the PSD shape.
This will be done in a future study that will focus on improving the PSD representation used
for lidar-radar Ni retrievals.

4. RC: 4) section 3.2.2: One specific ice crystal mass-maximum diameter (m-D) relationship is
used to determine IWC from the PSD. Indeed, Delanoeë et al. 2014 show that the uncertainty
to the m-D relationship for the normalized PSD is less important when minimizing using lidar
extinction and radar reflectivity. The uncertainty seems to increase if only the lidar extinction
is used for the minimization (Fig. 9). As both measurements are complementary, there are
clouds for which only the first (thin cirrus) or the latter (towards the base of thick cirrus) are
available. We also know that the shape of crystals changes with temperature and Heymsfield et
al. 2010 showed that the m-D relation for anvil ice clouds yield masses about a factor of 2 larger
than for synoptic ice clouds. Erfani and Mitchell 2016 cite this result in their paper and write
that their results showing a similarity in m-D expressions between these two cloud types might
be an artefact if the ice particle masses for a given projected area are quite di↵erent between
these types. The L16 m-D relationship was developed for midlatitude cirrus. So for tropical
anvils the computed IWC might be biased. Did you test the IWC computed with the L16 m-D
relationship with the measured IWC for tropical anvils (using SPARTICUS and ATTREX) ?

AR: We again thank the referee for this very good point. It is absolutely correct that, as shown
by Delanoë et al. [2014] and mentioned by the referee here, uncertainties related to the m-D
relation used on the normalized PSD are minimum when both lidar and radar are available.
This should lead to smaller uncertainties on lidar-radar Ni estimates, as now discussed in the
appendix of the revised manuscript.

The consequences on Ni could also be evaluated using the histograms for coincident flights
shown in Fig. 2. However, it can be argued that the statistics are for the moment not su�cient
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Figure 3: SPARTICUS IWC obtained from Nevzerov (first row) and 2D-S (second row) mea-
surements, as function of L16 predictions based on the 2D-S PSD. The column indicate the cloud
category based on Jackson et al. [2015]. A factor of 3 around the one-to-one line is indicated
by a dashed line.

to draw any strong conclusions. The impact of m-D assumption will also need to be disentangle
from the impact of the PSD shape assumptions, which largely dominate the observed di↵erences.
We nevertheless hope to extend this type of evaluation using additional flights coincident with
the A-Train, in order to further dig into these issues in the future.

Regarding the use of L16, we have not performed comparison to SPARTICUS or ATTREX
measurements in the context of this study, but evaluations of this m-D relation have been
made in other studies. Afchine et al. [2018] has for instance shown that this relation should
be applicable to tropical clouds, and that the influence of di↵erent m-D relations on IWC is
small in the temperature range of cirrus. This is now further detailed in Sec. 3.2.2. To provide
a more complete response to this comment, we have now analysed the consistency between
L16 and SPARTICUS measurements. The classification by Jackson et al. [2015], discussed in
the previous response, is used to di↵erentiate between synoptic and convective clouds. IWCs
are operationally provided from the 2D-S [based on an assumed area-mass relation; Baker and
Lawson, 2006] as well as from bulk measurements from a Nevzerov probe. These comparisons
are shown in Fig. 3. It appears that L16 overestimates by a factor of about 2 the IWC measured
by the Nevzerov probe. This overestimation seems consistent between synoptic and convective
clouds. The 2D-S IWC are in better agreement with L16, for either the synoptic of convective
clouds. These results based on SPARTICUS are therefore in agreement with the conclusions
by Afchine et al. [2018]. Unfortunately, the ATTREX IWC was not available in the version of
the data used for this study and the same analysis could not be repeated. However, it can be
noted that Thornberry et al. [2017] showed similarly good agreements between the 2D-S-based
IWC and bulk measurements.

5



5. RC: 5) Figs. 6 c and d of the case study present the trajectories as function of UTC. The
relevant variable is the time di↵erence which you show in brackets, and then the position on
the map in Fig. 6a. If it is not too complicated, it might be clearer to present instead of UTC
longitude.

AR: We thank the referee for this comment, adding the spatial coordinates would indeed add
clarity to compare Fig. 6(c-d) to Fig. 6a (Fig. 5 in the revised manuscript). We have changed
these figures so that the time di↵erence is now used as the reference variable and the corre-
sponding lat-lon coordinates for trajectories A and B are indicated in brakets.

6. RC: 6) concerning Fig. 5, is it possible to get also De from DARDAR for this cloud ?

AR: This is a good point, DARDAR re↵ retrievals are now added in Fig. 6(d) of the revised
manuscript and are briefly described in Sec. 5.2.

7. RC: 7) The long descriptive text of the case study is sometimes di�cult to follow. I suggest
for example to move the analysis of the collocated air track comparison (Fig. 8) to a supplement.

AR: We fully agree with this comment, especially considering that the paper already is long
and that thorough in situ analyses have extensively been discussed in the previous section. This
figure aimed at comforting these results and show that DARDAR-LIM is capable of reproducing
the spatial variability of Ni observed by the 2D-S. Following this comment, it has been moved
to supplementary materials (see Fig. S7) and the discussion in Sec. 5.2 has been shortened
accordingly.

8. RC: 8) I would rename section 6 ‘Presentation of global Ni climatologies’ and 6.1 ‘Geograph-
ical distributions’. P21l5: ‘considered with caution’ instead of ‘cautiously considered’

AR: We thank the referee for this comment, Sec. 6 has been edited accordingly.

6
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J. Delanoë, A. J. Heymsfield, A. Protat, A. Bansemer, and R. J. Hogan. Normalized particle
size distribution for remote sensing application. J. Geophys. Res, 119(7):4204–4227, 2014. doi:
10.1002/2013JD020700.

R. C. Jackson, G. M. McFarquhar, A. M. Fridlind, and R. Atlas. The dependence of cirrus gamma size
distributions expressed as volumes in n0-�-µ phase space and bulk cloud properties on environmental
conditions: Results from the small ice particles in cirrus experiment (sparticus). Journal of Geophysical
Research: Atmospheres, 120(19):10,351–10,377, 2015. doi: 10.1002/2015JD023492.

A. Muhlbauer, T. P. Ackerman, J. M. Comstock, G. S. Diskin, S. M. Evans, R. P. Lawson, and R. T.
Marchand. Impact of large-scale dynamics on the microphysical properties of midlatitude cirrus.
Journal of Geophysical Research: Atmospheres, 119(7):3976–3996, 2014. doi: 10.1002/2013JD020035.

T. D. Thornberry, A. W. Rollins, M. A. Avery, S. Woods, R. P. Lawson, T. V. Bui, and R.-S.
Gao. Ice water content-extinction relationships and e↵ective diameter for ttl cirrus derived from
in situ measurements during attrex 2014. J. Geophys. Res. Atmos., 122(8):4494–4507, 2017. doi:
10.1002/2016JD025948.

7



Ice crystal number concentration estimates from lidar-radar
satellite remote sensing. Part 1: Method and evaluation
Odran Sourdeval1, Edward Gryspeerdt2, Martina Krämer3, Tom Goren1, Julien Delanoë4, Armin Afchine3,
Friederike Hemmer5, and Johannes Quaas1

1Institute for Meteorology, Universität Leipzig, Leipzig, Germany
2Space and Atmospheric Physics Group, Imperial College London, London, UK
3Forschungszentrum Jülich, Institut für Energie und Klimaforschung (IEK-7), Jülich, Germany
4LATMOS/UVSQ/IPSL/CNRS, Guyancourt, France
5Laboratoire d’Optique Atmosphérique, Université Lille1, Villeneuve d’Ascq, France

Correspondence: Odran Sourdeval (odran.sourdeval@uni-leipzig.de)

Abstract. The number concentration of cloud particles is
a key quantity for understanding aerosol-cloud interactions
and describing clouds in climate and numerical weather pre-
diction models. In contrast with recent advances for liquid
clouds, few observational constraints exist on the ice crys-5

tal number concentration (Ni). This study investigates how
combined lidar-radar measurements can be used to provide
satellite estimates of Ni, using a methodology that constrains
moments of a parameterized particle size distribution (PSD).
The operational liDAR-raDAR (DARDAR) product serves as10

an existing base for this method, which focuses on ice clouds
with temperatures Tc < -30°C.

Theoretical considerations demonstrate the capability for
accurate retrievals of Ni, apart from a possible bias in the
concentration in small crystals when Tc & -50°C, due to15

the assumption of a monomodal PSD shape in the current
method. This is verified by comparing satellite estimates to
co-incident in situ measurements, which additionally demon-
strates the sufficient sensitivity of lidar-radar observations to
Ni. Following these results, satellite estimates of Ni are eval-20

uated in the context of a case study and a preliminary cli-
matological analysis based on 10 years of global data. De-
spite of a lack of other large-scale references, this evaluation
shows a reasonable physical consistency in Ni spatial distri-
bution patterns. Notably, increases in Ni are found towards25

cold temperatures and, more significantly, in the presence of
strong updraughts, such as those related to convective or oro-
graphic uplifts. Further evaluation and improvements of this
method are necessary but these results already constitute a
first encouraging step towards large-scale observational con-30

straints for Ni. Part two of this series uses this new dataset to
examine the controls on Ni.

1 Introduction

Clouds play a major role in the climate system and are essen-
tial components of the Earth-atmosphere radiation balance 35

(Stephens, 2005). A precise understanding of their proper-
ties and processes therefore is necessary to properly address
current uncertainties of climate change estimates (Boucher
et al., 2013). In particular, the impact of ice clouds on the
Earth’s radiation budget is recognized as being substantial 40

(e.g. Liou, 1986; Stephens et al., 1990) but still remains diffi-
cult to quantify due to the large variability and complexity of
their radiative, macro- and micro-physical properties (Zhang
et al., 1999; Baran, 2009).

Because of their high spatial and temporal coverage, satel- 45

lite observations are excellent tools to answer these ques-
tions (Lohmann et al., 2007). The A-Train satellite constel-
lation offers a unique synergy between a wide range of ac-
tive and passive instruments (Stephens et al., 2002), such
that numerous methods now exist to provide spaceborne re- 50

trievals of ice cloud properties. For instance, bi-spectral ap-
proaches based passive visible (Nakajima and King, 1990)
or thermal infrared (Inoue, 1985) measurements are often
used to directly infer the cloud optical depth (⌧c) and ice
crystal effective radius (re↵ ) (e.g. King et al., 1998; Sourde- 55

val et al., 2013). Direct retrievals of the vertically integrated
ice water content (IWC) - the ice water path (IWP) - can
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also be obtained from these channels (Sourdeval et al., 2015)
:::::::::::::::::::::::::::::::::::::
(Guignard et al., 2012; Sourdeval et al., 2015), passive mi-
crowave sensors (Gong and Wu, 2014), or a synergy of both
(Holl et al., 2014). Vertical profiles of the cloud visible ex-
tinction (↵ext), IWC and ice crystal re↵ are commonly pro-5

vided using lidar and/or radar measurements (e.g. Vaughan
et al., 2009; Austin et al., 2009; Delanoë and Hogan, 2010).
However, only few developments have to date focused on the
ice crystal number concentration (Ni).

A lack of Ni retrievals from satellite contrasts with the im-10

portance of this quantity for understanding and describing
ice cloud processes (Comstock et al., 2008). Along with the
mass concentration, the number concentration is often used
as a prognostic variable in two-moment bulk microphysics
schemes that predict the evolution of clouds in recent climate15

and numerical weather prediction models (Khain et al., 2000;
Seifert and Beheng, 2006). An absence of global observa-
tional constraints therefore limits the evaluation of model
predictions to sparser in situ measurements (e.g. Jensen et al.,
1994; Zhang et al., 2013; Farrington et al., 2016). More-20

over, Ni appears as a particularly useful metric to quantify
aerosol-cloud interactions due its potentially close link with
the aerosol concentration (Kärcher and Ström, 2003; Kay and
Wood, 2008; Hendricks et al., 2011). Consequently, while
numerous studies have for these reasons used satellite es-25

timates of the cloud droplet number concentration (Nd) to
evaluate the indirect aerosol radiative forcing (Boers et al.,
2006; Quaas et al., 2006, 2008; Gryspeerdt et al., 2016), the
contribution of ice clouds to this effect remains largely un-
known (Heyn et al., 2017).30

One reason for this absence of a global Ni dataset lies in
the difficulty to directly link this quantity to other commonly
retrieved cloud properties. For liquid clouds, Nd can for
instance be inferred through relationships between satellite
retrievals of ⌧c and the droplet re↵ (Brenguier et al., 2000)35

::::::::::::::::::::::::::::::::
(Han et al., 1998; Brenguier et al., 2000). These relation-
ships rely on strong assumptions that have shortcomings
(Grosvenor et al., 2018) but nonetheless provide Nd values
that compare well against in situ observations (Painemal and
Zuidema, 2011) and can be used to establish climatologies40

(Bennartz and Rausch, 2017)
:::
and

::::::
study

::::::::::::
aerosol-cloud

:::::::::
interactions

::::::::::::::::::::::::::::::::
(Han et al., 2002; Quaas et al., 2008). Such

relationships are less trivial for ice clouds due to the high
complexity and variability of ice nucleation processes
(Kärcher and Lohmann, 2002, 2003; Ickes et al., 2015). Re-45

cent attempts have been made, e.g. by Mitchell et al. (2016)
::::::::::::::::::::::
Mitchell et al. (2016, 2018) who linked (providing addi-
tional lidar information) the absorption ⌧c and ice crystal re↵
to Ni for thin single-layer ice clouds, but rigorous validation
remains necessary.50

An alternative approach to estimate Ni has arisen with the
emergence of retrieval methods aiming at directly constrain-
ing parameters of particle size distributions (PSDs) from re-
mote sensing observations. Indeed, provided that a PSD is
properly estimated, the corresponding number concentration55

(the zeroth moment of the PSD, or M0) can be extracted.
Important developments on applying these methods to satel-
lite observations can be attributed to Austin and Stephens
(2001) who, through an elaborate variational scheme, used
the sensitivity of radar reflectivity (Ze) and ⌧c to other mo- 60

ments, namely M6 and M2, respectively, to constrain PSD
shape parameters. This method, initially dedicated to liquid
clouds, allowed retrieving profiles of droplet geometric mean
radius and a vertically homogeneous Nd. This work was later
extended to ice clouds by Benedetti et al. (2003) and fur- 65

ther improved by Austin et al. (2009) to perform retrievals of
Ni profiles using better a priori assumptions. These develop-
ments are now implemented in the operational CloudSat 2B-
CWC-RO product, which has extensively been used to study
the IWC (e.g. Wu et al., 2009; Waliser et al., 2009; Elias- 70

son et al., 2011) but its Ni product remains to be thoroughly
evaluated. Notably, Protat et al. (2010) highlighted through
comparisons to ground-based lidar-radar cloud products the
need to improve these Ni retrievals prior to quantitative use.
The authors argued that radar-only methods lack sensitivity 75

to Ni profiles due to the dominant contribution of small ice
particles to the total number concentration, whereas the com-
bined use of a lidar extinction backscatter coefficient (�ext)
would help to further constrain the amount of small parti-
cles. However, no operational estimation of Ni from satellite 80

lidar-radar observations has to date been attempted.
Based on these early developments, this study aims at in-

vestigating the capabilities of lidar-radar methods to estimate
Ni by producing and evaluating a new dataset based on the
operational liDAR-raDAR (DARDAR, Delanoë and Hogan, 85

2010) product. DARDAR retrieves profiles of ice cloud prop-
erties by combining measurements from the CloudSat Cloud
Profiling Radar (CPR) and the Cloud-Aerosol Lidar with Or-
thogonal Polarization (CALIOP). Although DARDAR does
not operationally provide Ni, and has not been tested for 90

this purpose, its retrieval framework that aims at constrain-
ing parameters of a PSD parameterization (Delanoë et al.,
2005, hereinafter D05) makes it an

:
a suitable candidate to

estimate this quantity. Nevertheless, a careful evaluation re-
mains necessary to determine if the D05 parameterization is 95

theoretically capable of predicting Ni and if lidar-radar
:::
lidar

:::::
and/or

:::::
radar

:
measurements can provide sufficient informa-

tion to properly constrain it. Therefore, a threefold evaluation
is performed here to investigate the quality of these lidar-
radar Ni estimates based on comparisons to in situ observa- 100

tions, a case study and a brief climatological analysis.
The paper is structured as follow: Section 2 presents the

methodology used here to estimate Ni from current DAR-
DAR products. Sec. 3 describes the data utilized in this study.
The ability of DARDAR to retrieve in situ measurements of 105

Ni is investigated in Sec. 4. Then, Sec. 5 discusses the vertical
structure of Ni estimates along a short orbit and Sec. 6 pro-
poses a brief analysis of Ni climatologies. Finally, Sec. 7 con-
cludes this study.

::::::::::
Algorithmic

:::::::::
limitations

:::
and

:::::::::::
uncertainties

::
are

:::::::::
discussed

::
in

::
an

:::::::::
Appendix.

:
The second part of this series 110
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(Gryspeerdt et al., 2018b) will use this new dataset to inves-
tigate the processes controlling Ni.

2 Methodology

2.1 The DARDAR product

For brevity reasons, this section only provides an5

introduction to the DARDAR product; the reader is
invited to refer to Delanoë and Hogan (2008, 2010) for a
thorough description of the retrieval method.

DARDAR (currently v2.1.1) uses a variational framework
to merge information from and Ze profiles in order to10

retrieve vertical structures of ice cloud and of a parameter
noted N⇤

0. These two parameters, which are closely linked
to a PSD parameterization (see Sec. 2.1), are subsequently
combined to infer profiles of IWC and ice crystal re↵ . The
lidar and radar measurements are provided by CALIOP15

and CPR, respectively, which implies that DARDAR
retrieves cloud properties with a vertical resolution of 60 m
along the CloudSat footprint (about 1.7 km of horizontal
resolution). It is worth noting that the simultaneous use
of lidar and radar information allows this method to be20

sensitive to thick and thin ice clouds, with IWPs spanning
from about 0.01 g.m�2 to 5 kg.m�2 (Sourdeval et al., 2016)
. The position and thermodynamic phase of cloud layers
(DARDAR mask, v1.1.4; e.g. Ceccaldi et al., 2013) are
determined, prior to the retrieval process, using these25

measurements and reanalyses from the European Centre for
Medium-Range Weather Forecasts (ECMWF).

DARDAR has already been extensively used for
improving our understanding of clouds and precipitation
(e.g. Battaglia and Delanoë, 2013; Protat et al., 2014; Feofilov et al., 2015; Massie et al., 2016)30

. Its operational retrievals have also been evaluated
against products from a similar lidar-radar method
(CloudSat 2C-ICE; Deng et al., 2010) and in situ
observations. Deng et al. (2012) found good agreements
between the retrievals of the IWC, re↵ and ↵v from both35

methods, which also compared well against co-incident in
situ observations, despite a small overestimation noted for
IWCs retrieved by DARDAR in lidar-only conditions.

2.1 Representation of the size distribution

Ni can be expressed as the integral of a given ice particle size40

distribution N(D),

Ni =M0 =

1Z

0

N(D)dD, (1)

with D the particle dimension (hereinafter the maximum di-
ameter). Hence, Ni corresponds to the moment zero of the
PSD, noted M0. Other moments also relate to various cloud45

properties (e.g. to the IWC, through mass-dimension rela-

tions, or to De↵ =M3/M2) and to remote sensing measure-
ments (e.g. �ext relates to M2 and Ze to M6), demonstrating
that PSDs act as crucial links between physical parameters
and observations. However, although

::
the

::::
lidar

:::::::::
extinction �ext 50

and
::
the

:::::
radar

:::::::::
reflectivity

:
Ze are sensitive to particle sizes,

they each provide information on a single moment of the
PSD . Therefore

:::
and

::
so, assuming a pair of single-wavelength

measurements, their combination is not sufficient to fully
constrain every aspect of a complex PSD; simplifications are 55

necessary.
Parameterizing PSDs is a challenging task due to the large

variability of their shapes on a global scale or even within a
cloud layer (e.g. Mitchell et al., 2011; Krämer et al., 2016).
Nevertheless, D05 and Field et al. (2005) showed that two- 60

moment normalization methods can be used to reasonably
approximate a wide range of measured size distributions to a
single shape function, noted F , referred to as a “universal” or
“normalized” PSD. By normalization it is meant that the di-
mension and concentration axes are carefully scaled in order 65

to make F independent of parameters that strongly influence
the shape of the original PSD.

In the framework by
::::
This

:::::
study

::::
will

:::::
focus

:::
on

:::
the

:
D05

:::::::::::::
parameterization, which is implemented in DARDAR

:::
used

::
in

::::::::
DARDAR

::::
(see

::::
Sec.

::::
3.1)

::
to

:::::
relate

:::::::::
lidar/radar

::::::::::::
measurements 70

::
to

::
ice

:::::
cloud

:::::::::
properties.

:::
In

::::
D05, a normalization factor noted

N⇤
0 and the ice crystal mean volume-weighted diameter Dm

(defined as the ratio of M4 to
:
/ M3) serve as scaling param-

eters to the concentration and dimension axes, respectively.
The normalization process can thus

:::
then

:
be summarized as 75

F (Deq/Dm) =N(Deq)/N
⇤
0, (2)

where Dm and N⇤
0 are in D05 specifically set to make F in-

dependent of the IWC and Dm of the original PSD (i.e. they
become constant after normalization). The ice crystal size is
represented by the equivalent-melted diameter, Deq, which 80

relates to D through

Deq =


6m(D)

⇡⇢w

� 1
3

, (3)

where ⇢w = 1000 kg m�3 is the density of liquid water and
m(D) is a given mass-dimension (m-D) relationship. In
DARDAR , the latter follows empirical

::::::::
DARDAR

::::
uses

:::
the 85

::::::::
empirical

::::
m-D formulas by Brown and Francis (1995) when

D > 300µm and by Mitchell (1996) otherwise. D05 demon-
strated with in situ measurements that this approach allows
the accurate prediction of M2 and M6. Inversely, �ext and
Ze can be used to constrain these moments, infer the associ- 90

ated scaling parameters and reproduce the original PSD using
Eq. (2). Regarding the shape of N(Deq),

D05
:::::
further

:
concluded that a four-parameter gamma-

modified distribution,

N(Deq) =N0D
↵
eq exp{�kD�

eq}, (4) 95
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allows the parameterization to properly fit in situ measure-
ments from mid-latitude and tropical regions.

::
In

:::::::::
DARDAR,

↵ and � are two fixed parameters that were adjusted
:::::
chosen

to best fit these measurements (↵=�1 and � = 3). On the
contrary,

:
,
:::::::
whereas N0 and k vary

::
are

:::::::::
iteratively

:::::::
adjusted dur-5

ing the retrieval process , where they are iteratively adjusted
to fit observational constraints through their relations to the
scaling parameters, as shown in Sec. 2.2.

2.2 Extracting Ni from DARDAR

Considering the gamma-modified function of
::
in Eq. (4) to10

describe the shape of N(D) in Eq. (1), and because the total
number of particles is independent of the choice of a dimen-
sional variable, Ni in DARDAR corresponds to

Ni =

+1Z

0

N0D
↵
eq exp{�kD�

eq}dDeq. (5)

Because ↵ and � are fixed, Ni can be obtained
::::::::
computed15

given a knowledge of N0 and k. These two parameters
are not part of the operational products but can be de-
duced from their link to other retrieved properties. This
section shows how Ni:It::

is
::::
here

:::::::::::
demonstrated

::::
how

::::::::
retrievals

::
of

::::
IWC

::::
and

:::
N⇤

0 can be inferred from IWC and N⇤
0, which20

are both operationally provided. It should be kept in mind
that a

::::
used

:::
to

:::::::::
determine

:::::
Dm,

:::::::
deduce

:::
N0::::

and
:::
k,

::::
and

::::::::::
subsequently

::::::::
estimate

:::
Ni.::

A strict consistency with the cur-
rent version of the algorithm must be

:::::::::
DARDAR

::
is

:
re-

spected to ensure that Ni estimates are meaningful; possible25

improvements, such as proposed by Delanoë et al. (2014)
:::::::::::::::::::::::::::::::
Delanoë et al. (2014, hereinafter D14) for future DARDAR
versions, are not included at this stage.

As mentioned in Sec. 2.1, the scaling parameters N⇤
0 and

Dm are defined so that N(Deq) becomes independent of30

IWC and Dm after normalization. Using the definition of
N(Deq) from Eq. (2) to rewrite Dm =M4 /M3, the latter
condition leads to MF

4 =MF
3 , with MF

n the nth moment of
the normalized PSD F (Deq/Dm). Subsequently, MF

3 and
MF

4 must be equal to an arbitrary constant, which was set35

by D05 to �(4)/44. By inserting Eq. (4) into Eq. (2), and
after simplification of the definite integral, MF

n becomes

MF
n =

1

�
�

✓
↵+n+1

�

◆
N0

N⇤
0

D�(n+1)
m k�

↵+n+1
� . (6)

Based on this equation, the conditions MF
4 =MF

3 and
MF

3 = �(4)/44 lead to two unique relationships be-40

tween the PSD parameters k and N0 and the scaling
parameters

:::::::
variables

:::
N⇤

0 :::
and

::::
Dm:

k =

2

4 1

Dm

�
⇣

↵+5
�

⌘

�
⇣

↵+4
�

⌘

3

5

�

(7)

and

N0 =N⇤
0D

�↵
m

�(4)

44
�
�
⇣

↵+5
�

⌘↵+4

�
⇣

↵+4
�

⌘↵+5 ,. (8) 45

respectively. Hence, providing N⇤
0 and Dm, Eq. (7) and (8)

can be inserted into Eq. (5) to compute Ni.
The scaling parameter N⇤

0 is provided in DARDAR,
whereas Dm can be deduced from other cloud proper-
ties. The IWC, which by definition equals

::
For

::::::::
instance, 50

:::::::::
considering

:::::
that

:::::
IWC

::
=
:

⇡⇢w

6 M3 for equivalent-melted
spheres, can be related to N⇤

0 and Dm. By
:::
and

:::
by

using Eq. (2) to demonstrated
::::::::::
demonstrate

:
that M3 =

N⇤
0D

4
mMF

3 and, because MF
3 = �(4)/44, Dm can be

inferred from
:::::
relates

::
to
:
IWC and N⇤

0 following 55

Dm = 4


1

⇡⇢w

IWC

N⇤
0

� 1
4

. (9)

3 Data description

3.1 Satellite retrievals

DARDAR
::::::
Global

:::::::::
DARDAR

:::::::::
retrievals

:::
of

:
IWC and N⇤

0

retrievals from 2006
:::
are

:::::
used

:
to 2016 are used here 60

to compute a 10-year Ni dataset based on
:::::::
compute

::
Ni,::::::::::

following
:

the methodology described in Sec. 2.
It

::::
This

:::::::
section

::::::
only

::::::::
provides

:::
a
::::::

brief
:::::::::::

introduction
::
to

::::
this

::::::::::
algorithm;

::::
the

:::::::
reader

:::
is

:::::::
invited

:::
to

:::::
refer

:::
to

:::::::::::::::::::::::::::
Delanoë and Hogan (2008, 2010)

:::
for

:::::
further

:::::::
details. 65

::::::::
DARDAR

:::::::::
(currently

::::::
v2.1.1)

:::
uses

::
a
:::::::::
variational

::::::
method

:::
that

::::::
merges

::::::::::::
measurements

::::
from

::::::::
CALIOP

:
(�ext:):::

and
:::::
CPR

:::
(Ze)

::
to

:::::::
constrain

::::
the

::::::
scaling

::::::::::
parameters

::
of

::::
D05

::::
and

:::::
infer

::::::
profiles

::
of

::::::
various

:::
ice

:::::
cloud

:::::::::
properties

::::
such

:::
as ↵ext,:::::

IWC
::::
and

:::
re↵ .

::::::::
DARDAR

::::::::
retrievals

:::
are

::::::::
provided

::::
with

::
a
:::::::
vertical

::::::::
resolution 70

::
of

:::::
60 m

:::::
along

::::
the

:::::::::
CloudSat

::::::::
footprint

::::::
(about

:::::::
1.7 km

::
of

::::::::
horizontal

::::::::::
resolution),

:::
i.e.

::::::::
globally

::::
with

:::::::
equator

::::::::
crossings

::::::
around

::::
1:30

::::::
am/pm

::::
local

:::::
time.

:::
The

::::::::
position

:::::
and

::::::::::::::
thermodynamic

:::::::
phase

:::
of

::::::
cloud

:::::
layers

::::
are

:::::::::::
determined

:::::
prior

:::
to

::::
the

:::::::::
retrieval

:::::::
process 75

::::::::::::::::::
(Ceccaldi et al., 2013)

::
by

:::::::
merging

:::::::
satellite

::::::::::
observations

::::
with

::::::::
reanalyses

:::::
from

::::
the

::::::::
European

:::::::
Centre

:::
for

:::::::::::::
Medium-Range

:::::::
Weather

::::::::
Forecasts

:::::::::::
(ECMWF).

:::
To

:::::
avoid

::::::::
possibly

::::::
strong

::::::::::
uncertainties

:::
in

:::::::::
retrievals

::::
of

::::
the

::::::
cloud

::::::
phase

::::::
and/or

::::::::
properties,

:::::
only

:::::
purely

:::
ice

::::::
clouds

:::
that

:::
are

:::
not

:::::::
situated

:::::
below 80

::::::::::
supercooled

::
or

:::::
liquid

:::::
layers

:::
are

:::::::::
considered

:::
in

:::
this

:::::
study

:::
(i.e.

:::::
layers

::::::::
identified

::
as

::::::::::
supercooled

::
or

:::::::::::
mixed-phase

:::
are

:::::::
ignored).

::::::::
DARDAR

::::
has

:::::::::::
extensively

:::::
been

:::::
used

::::
for

:::::::::
improving

:::
our

::::::::::::::
understanding

::::
of

::::::::
clouds

::::::
and

:::::::::::::
precipitations 85

::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::
(e.g. Battaglia and Delanoë, 2013; Protat et al., 2014; Feofilov et al., 2015; Massie et al., 2016)
:
.
::
It
::::

has
:::::

also
:::::
been

:::::::::
evaluated

:::::::
against

::::::::
products

:::::
from

::
a

::::::
similar

::::::::::
lidar-radar

::::::::
method

::::::::::::::::::
(Deng et al., 2010)

:::
and

:::
in

:::
situ

::::::::::::
observations.

:::::::
Notably,

:::::::::::::::::
Deng et al. (2012)

::::
found

:::::
good
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:::::::::
agreements

:::::::
between

:::
the

::::::::
retrievals

::
of

:::::
IWC,

:::
re↵ :::

and ↵ext::::
from

::::
both

:::::::
methods,

::::::
which

:::
also

:::::::::
compared

::::
well

::::::
against

:::::::::
co-incident

::
in

:::
situ

:::::::::::
observations,

::::::
despite

:
a
:::::
small

:::::::::::::
overestimation

:::::
noted

::
for

:::::
IWCs

:::::::
retrieved

:::
by

::::::::
DARDAR

:::
in

::::::::
lidar-only

:::::::::
conditions.

:

::::::::
DARDAR

::::::::
retrievals

:::::
from

:::::
2006

::
to

:::::
2016

:::
are

::::
here

::::
used

::
to5

::::::
produce

::
a
:::::::
10-year

::
Ni:::::::

dataset.
::
It can be noted that the DAR-

DAR products are not continuously available throughout this
period due to gaps in the CloudSat measurementsbut such
discontinuities should

:
.
::::
Such

::::::::::::
discontinuities

::::::
should

:::::::
however

not affect the following conclusions as precise analyses of10

Ni patterns (e.g. trends or diurnal cycles) are not intended in
this study. To avoid possible confusion with the operational
product, the research-level Ni dataset obtained here will be
referred to as DARDAR-LIM (DARDAR - Leipzig Institute
for Meteorology).15

In order to limit erroneous retrievals, two filters were
applied to DARDAR-LIM. First, Ni is only computed for
purely ice clouds that are not situated below supercooled
or liquid layers (i.e. layers identified as supercooled or
mixed-phase by the DARDAR mask are ignored). This20

condition is required to avoid possibly strong uncertainties in
retrievals of the cloud phase and/or properties. Then, pixels
where DARDAR converged too quickly, i.e. with a number
of iterations niter 6 2, are ignored in order to limit any strong
influence of

:
It
::::

can
::
be

:::::
noted

:::::
that,

::
as

:::
any

:::::::
retrieval

:::::::::
algorithm,25

::::::::
DARDAR

::::::::
depends

::
on

:::::::::::
assumptions

:::::
made

:::
on

:::::::::::
non-retrieved

:::::::::
parameters

::::
used

::
in
:::

its
:::::::
forward

::::::
model

::
to

:::::::
simulate

:::::
lidar

:::
and

::::
radar

:::::::::::::
measurements.

:::::::::::
Furthermore,

::::::::
additional

:::::::::
hypotheses

:::
are

::::::
needed

::
in

:::
the

:::::::
absence

::
of

:::::::::::
information

::::
from

::::
one

:::::::::
instrument,

::
as

::::::::
discussed

:::
in

::::
Sec.

::::
A1.

::::::
Thanks

:::
to

::
its

::::
use

::
of

::
a
::::::::
statistical30

::::::::
approach,

:::::::::
DARDAR

:
is
::::
able

::
to

:::::::::
rigorously

::::::::
propagate

:::::::
assumed

:::::
errors

:::
on

:::::::::::
non-retrieved

:::::::
forward

::::::
model

::::::::::
parameters

:::
or

:::
any

::::
other

:
a priori assumptions on the retrieved cloud properties.

It should be mentioned that DARDAR provides
uncertainties associated with its retrievals, obtained by35

the propagation of errors related to the measurements and
non-retrieved forward model parameters

::
its

:::::::::
retrievals.

::
A

::::::::::
propagation

::
of

:::
the

::::::
errors

:::::::
attached

:::
to

:::::
IWC

:::
and

::::
N⇤

0 :::
on

::
Ni

:::::
shows

:::::::
relative

:::::::::::
uncertainties

::::
from

:::::
about

:::
20

:::
to

::::
50%

:::
on

:::
this

::::::::
parameter

::::
(see

:::::
Sec.

::::
A2).

:::::::::::
Expectedly,

:::::
these

:::::::::::
uncertainties40

::
are

::::
the

::::::
lowest

::::::
when

:::::
lidar

::::
and

:::::
radar

:::::::::::::
measurements

:::
are

:::::::
together

:::::::
available. However, no transcriptions into errors on

::::
these

::::::::
numbers

::
do

::::
not

::::::
provide

::
a
::::::::
complete

:::::::::
estimation

::
of

:::
the

:::::::
accuracy

::
of

:
Ni are shown in this study as they are unlikely

to be meaningful for this quantity. Indeed, no uncertainty is45

associated with
::
as

:::::::::
DARDAR

:::::
does

:::
not

:::::::::
rigorously

:::::::
account

::
for

:::::::::::
uncertainties

::::::
related

:::
to

::::::::::
assumptions

:::
on

:
the PSD shape,

whose representation of the small ice crystal distribution
is crucial to Ni. Instead, an estimation of

:
.
::
A

::::::::::
preliminary

::::::::
sensitivity

::::::
study

:::::::
showed

::::
that

::::::
strong

:::::::::
deviations

:::::
from

:::
the50

:::::::
assumed

::
↵

:::
and

::
�

:::::::::
parameters

:::::
could

:::::::::
reasonably

::::
lead

::
to

:::::
errors

::
up

::
to

::::
50%

:::
on

::
Ni::::

(see
::::
Sec.

::::
A3).

::::
The

::::::
overall

:::::::::::
uncertainties

::
on

::
Ni::::

due
::
to

::::::::::
instrumental

:::::::::
sensitivity

::::
and

:::::::
physical

::::::::::
assumptions

:
is
::::::::
therefore

:::::::
difficult

::
to

:::::::
quantify

:::::
based

::
on

:::::::::
DARDAR

:::::::
products

:::::
alone.

::::
This

:::::
study

:::::::
instead

::::
aims

::
at
:::::::::

evaluating
:

the quality of55

the DARDAR-LIM dataset will be reached
::::
these

:::::::
satellite

::
Ni

:::::::
estimates

:
through comparisons to in situ measurements.

3.2 In situ measurements

In situ PSD measurements from mid-latitude and tropical ice
clouds are required to evaluate the satellite estimates of Ni. 60

This evaluation must determine if (i) the PSD parameteri-
zation used in DARDAR (i.e. D05) is capable of predicting
M0, and (ii) there is enough sensitivity in lidar-radar mea-
surements to properly constrain Ni. A few conditions are thus
set for this evaluation. To answer (i), it is preferable that the 65

measurements used in this evaluation are independent of the
ones utilized by D05 to build the PSD parameterization. An-
swering (ii) additionally requires measurements from flights
that are coincident with the CloudSat overpass. Finally, (i)
and (ii) require usable measurements of the concentration in 70

small ice crystals (i.e. D < 100µm), which highly contribute
to Ni. This implies that possible phenomena of ice crystal
shattering on the probe tips and inlets (Korolev et al., 2011,
2013) must be accounted for to a reasonable extent, through
combined specific instrumental design and post-processing 75

(Field et al., 2006; Korolev and Field, 2015).

3.2.1 Airborne instruments and campaigns

Measurements from five recent airborne campaigns are
used during this evaluation process. Three campaigns are
described in the ‘Cirrus Guide Part I’ by Krämer et al. 80

(2016), namely COALESC 2011 (Combined Observation of
the Atmospheric boundary Layer to study the Evolution of
Strato-Cumulus; Osborne et al., 2014), ML-CIRRUS 2014
(Mid-Latitude CIRRUS; Voigt et al., 2016) ACRIDICON-
CHUVA 2014 (Aerosol, Cloud, Precipitation, and Radiation 85

Interactions and Dynamics of Convective Cloud Sys-
tems; Wendisch et al., 2016). Another two campaigns
took place over the US and tropical Pacific: SPARTI-
CUS 2010 (Small PARticle In CirrUS; Mace et al., 2009)
:::::::::::::::::::::::::::::::::::::::
(Small PARTicles In CirrUS; Mace et al., 2009) and AT- 90

TREX 2014 (Airborne Tropical TRopopause EXperiment-
2014; Jensen et al., 2015). A detailed description of these
field campaigns and of their involved instrumentation can be
found in the above-mentioned references and is therefore not
repeated here. However, a brief summary of the information 95

relevant to this evaluation is provided below and in Table 1.
The COALESC campaign involved 16 flights performed

by the BAe-146 aircraft of the Facility for Airborne Atmo-
spheric Measurements over the South-East coast of England
and Wales, during February and March 2011. Despite that 100

the main objectives of COALESC focused on stratocumulus
clouds, numerous flights also involved direct measurements
of PSDs within mixed-phase and cirrus clouds. The instru-
mentation for cloud particle measurements notably involved
the NIXE-CAPS (Novel Ice Experiment - Cloud-Aerosol 105

Spectrometer) (Meyer, 2012; Luebke et al., 2016), which
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Table 1. Description of the in situ campaigns. The numbers correspond to PSDs averaged into
:::
over

:
10-s periods and for ice clouds with

Tc < -30°C.

Campaign Instrument(s) TAS #PSDs / Eq. sampling time

COALESC 2011 NIXE-CAPS 168 m.s�1 3459 / 9.6 h
ML-CIRRUS 2014 NIXE-CAPS 207 m.s�1 5954 / 16.5 h
ACRIDICON-CHUVA 2014 NIXE-CAPS 209 m.s�1 4166 / 11.6 h
SPARTICUS 2010 2D-S 174 m.s�1 15090

::::
13121

:
/ 41.9

:::
36.4 h

ATTREX 2014 FCDP / 2D-S 157 m.s�1 11465 / 31.8 h

provides distributions of the number concentration of parti-
cles with sizes from 0.6 to 937µm. This instrument consists
of a combination of the CAS-DPol probe for particles smaller
than 50µm and the Cloud Imaging Probe (CIPg) for particles
larger than 15µm. The in-cloud PSDs are combined from5

CAS-Dpol (3.0 to 20µm) and CIPg (> 20µm). It should
be noted that the NIXE-CAPS inlets have been designed to
limit the occurrence of shattering effects, which are further
reduced through the use of post-processing by inter-arrival
time algorithms. Flight details and additional information re-10

garding the NIXE-CAPS instrument and its uncertainties are
provided in Costa et al. (2017) and Meyer (2012), respec-
tively.

ML-CIRRUS took place in March and April 2014 over
Europe and the North Atlantic. This campaign aimed at in-15

vestigating nucleation and life cycle processes in cirrus, as
well as their impact on climate. The High Altitude and LOng
range (HALO) aircraft flew a total of 16 flights, including
40 h dedicated to the remote sensing or in situ measurement
of cirrus. Similar to COALESC, cloud particle measurements20

were performed by the NIXE-CAPS probe. The reader can
refer to Luebke et al. (2016) for further details on these mea-
surements during ML-CIRRUS.

ACRIDICON-CHUVA took place in September 2014 over
the Amazonian forest with the primary goal to study the role25

of anthropogenic aerosols on the life cycle of deep convective
clouds and precipitation. This campaign involved the HALO
aircraft, which performed 13 research flights for a total of
96 h. The cloud particle measurements were performed by
the NIXE-CAPS probe. The algorithms to remove shattered30

ice fragments were not automatically applied to avoid possi-
ble erroneous removal of small droplets in warm and mixed-
phase clouds. However, applying the inter-arrival time algo-
rithms generally only negligibly change the cirrus ice particle
concentrations, since in cold cirrus the crystals in most cases35

does not grow to sizes that are subject to shattering. Fur-
ther details on the use of NIXE-CAPS during ACRIDICON-
CHUVA can be found in Costa et al. (2017).

The ATTREX-2014 mission took place between Febru-
ary and March 2014 over the West tropical Pacific. Six40

flights were performed by the NASA Global Hawk air-
craft, for a total of 34 h of measurements inside cirrus

within the tropical tropopause layer (TTL, i.e. from an
altitude of about 14 to 19 km). During this campaign,
PSD measurements were obtained from

::::::::::::
Concentrations

::
in 45

:::::
small-

:::
to

::::::::::::
moderate-size

::::::::
particles

:::::
were

::::::::
measured

:::
by

::::
two

::::::::::
instruments: a Two-Dimension Stereo (2D-S) probe (Lawson
et al., 2006) for particle sizes between 5 and 3205

::::
1280µm

(
:::::::
extended

::
to
:::::::::

3205µm
:::::
using

:::
the

:::::
time

::::::::::
dimension)

:
with a

maximal bin resolution of 10µm) and by ,
::::

and
:

a Fast 50

Cloud Droplet Probe (FCDP) for sizes from 1 to 50µm.
:::::::
Different

::::::::::
processing

::::::::
methods,

:::::
noted

::::
Mi,::::

are
::::::::
available

::
to

::::::::
determine

:::::::
particle

::::::::::::
concentrations

::::
and

:::::
sizes

::::
from

:::
the

:::::
2D-S

:::::::::::::
(Lawson, 2011).

:::::
PSDs

:::::
used

::::
here

::::
have

:::::
been

::::::::
processed

::::
with

:::
M1 :::

or
::::

M7::::::
when

:::::::::
available.

:::::::::::::::::::::::
Erfani and Mitchell (2016) 55

::::
have

::::::
shown

::
no

::::::::::
significant

:::::::::
differences

::
in
::::

the
:::::::::::
concentration

::
of

:::::
small

:::::::::
particles

:::::
from

:::::
these

:::::
two

::::::::
methods.

::
The 2D-

S was specifically developed to limit ice shattering
through probe inlet design and is combined with a
post-processing treatment based on an inter-arrival time 60

algorithm (Lawson, 2011).
::::::::
However,

:
it
::::::
should

:::
be

:::::
noted

:::
that

::::::::::::
concentrations

::::::::
measured

::
in

:::
its

:::
first

::
2
::::
bins

::::
(i.e.,

:::
for

:::::::
particles

::::::
smaller

::::
than

:::::::
25µm)

:::::
may

:::::
suffer

:::::
from

:::::
large

:::::::::::
uncertainties

:::::::::::::::::::::::::::::::::::::::::
(Jensen et al., 2013b; Gurganus and Lawson, 2018)

:
,
::::::

which
::::
must

::
be

::::::::::
considered

::::
when

::::::::
selecting

::
a

:::::::
minimal

:::
size

::::::::
threshold 65

::
for

::::::::::
computing

:::
Ni ::::

(see
::::
Sec.

:::::
3.3).

:
The FCDP also is con-

sidered to be efficient at removing shattered particles
(McFarquhar et al., 2007). These two instruments are
therefore combined here to improve the description of
small particles in PSD measurements. The FCDP is used 70

to provide the concentration of particles from 3 to 24µm
(i.e. 10 bins) and the 2D-S is used from 25 (i.e. its 3rd bin)
to 3205µm. The 1µm gap is accounted for by scaling the
concentration of the last FCDP bin. More information on
2DS and FCDP measurements during ATTREX-2014 can be 75

found in Thornberry et al. (2017).
SPARTICUS was operated as part of the Atmospheric

Measurement and Radiation (ARM) aerial program (Schmid
et al., 2013) to reach a better understanding of small ice parti-
cles in clouds. This mission took place between January and 80

June 2010 over Central USA and involved a Learjet-25 air-
craft that performed 200 h of scientific flights in synoptic and
convective ice clouds. Its instrumentation involved the 2D-
S probe for particle size measurement. A Forward Scatter-
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ing Spectrometer Probe (FSSP) was also available during the
campaign but its measurements are not included here due to
likely contamination by shattering (Field et al., 2003; McFar-
quhar et al., 2007; Jackson et al., 2015).

:::
The

:::::::::::
SPARTICUS

:::
data

:::::
used

::::
here

::::
was

::::::
treated

:::::
with

:
a
:::::::::::

combination
:::
of

:::
the

:::
M15

::::::
method

:::
for

::
D

::
>
:::::::
365µm

:::
and

::::
M4 ::::::::

otherwise
:::::::::::::
(Lawson, 2011)

:
,
:::::
which

::::::
allows

::
for

::
a
:::::
more

:::::::
accurate

::::::::
treatment

::
of

::::::::::
out-of-focus

:::::::
particles

:::::::::::::
(Korolev, 2007)

:
. An advantage of SPARTICUS for

this study is that it contains numerous coincident flights with
the A-Train, as detailed in Deng et al. (2012).10

3.2.2 Data processing

In order to ensure an optimal consistency between the PSD
measurements from each airborne campaign, an identical
post-processing procedure has been followed to treat 1-Hz
measurements from the 2DS, FCDP-2DS and NIXE-CAPS.15

This section discusses the most important details regarding
the treatment of these measurements.

First, the 1-Hz measurements have been averaged into
:::
over

10-s period
::::::
periods

:
to improve the statistical reliability of

cloud sampling by in situ probes. This averaging also al-20

lows for a better comparability with cloud volumes sampled
by CloudSat (and therefore DARDAR products), which has
an along- and across-track horizontal resolution of 1.7 and
1.4 km, respectively. Considering the average true air speeds
(TAS) for each campaign (see Table 1), 10-s PSDs are repre-25

sentative of flight legs from about 1.6 to 2.1 km.
Furthermore, to avoid possible ambiguities and uncertain-

ties related to satellite retrievals and in situ measurements in
mixed-phase clouds, this study focuses purely ice clouds, i.e.
with a temperature Tc < -40°C. However, to allow for addi-30

tional flexibility in the evaluation, all in situ measurements
obtained when Tc < -30°C are considered. Possible contami-
nation by liquid drops are expected to be negligible at these
temperatures (Costa et al., 2017).

Finally, the IWC corresponding to each in situ PSD is35

required to obtain predictions by D05. Bulk measurements
are available for SPARTICUS and ATTREX but the bulk
IWC was not measured for ACRIDICON-CHUVA, COA-
LESC and ML-CIRRUS. Alternatively, and consistently with
Krämer et al. (2016), the m-D relation by Luebke et al.40

(2016), noted mL16(D), can instead be utilized to estimate
IWCs from the NIXE-CAPS PSD measurements. mL16(D)
is based on a m-D relation by Mitchell et al. (2010), which
was slightly modified to improve the representativeness of
the mass concentration for small ice crystals. The validity of45

this type of approach, and of mL16(D) in particular, was re-
cently consolidated by Erfani and Mitchell (2016) and Af-
chine et al. (2018), who demonstrated their accuracy and
generalizability for all types of ice clouds from Tc < -20°C.
Because

:::::::::::::::::
Afchine et al. (2018)

::
has

:::
in

::::::::
particular

::::::
shown

::::
that50

:::
this

:::::::
relation

:::::
should

:::
be

:::::::::
applicable

::
to

:::::::
tropical

:::::
clouds

::::
and

:::
that

::
the

:::::::::
influence

::
of

::::::::
different

::::
m-D

::::::::
relations

:::
on

:::::
IWC

::
is
:::::

small
::
in

:::
the

::::::::::
temperature

::::::
range

::
of

::::::
cirrus.

:::::::::::
Considering

:::::
this,

:::
and

::::::
because

:
Mitchell et al. (2010) and Erfani and Mitchell (2016)

developed and tested their m-D relation using 2D-S mea- 55

surements from tropical and mid-latitude campaigns (includ-
ing SPARTICUS), mL16(D) should as well be applicable to
SPARTICUS and ATTREX2014. Therefore, for

::
For

:
the sake

of consistency, mL16(D) is here utilized to estimate the IWC
for all campaigns. The uncertainties arising from using a m- 60

D relation are discussed in Erfani and Mitchell (2016) and
appear reasonable in the context of this evaluation due to the
relatively small sensitivity of D05 predictions to IWC, as dis-
cussed in Sec. 4.1.

Overall, more than
::::
about

:
40 000

:::
10-s

:
PSDs, or 110

:::
106 h 65

of equivalent cloud sampling, are used for the evaluation
presented in this study. These numbers are summarized in
Table 1 .

:::
and

:::
the

:::::::::
distribution

:::
of

::::::::::
temperatures

::::::::
sampled

:::::
during

::::
each

::::::::
campaign

::
is

::::::::
indicated

::
in

:::::::
Fig. S1

::
of

:::
the

::::::::::::
supplementary

::::::::
materials. 70

3.3 Discussion on the
::::::
Choice

::
of

:
a
:::::::::
minimum

:
integration

threshold
:::
size

To ensure a consistency with DARDAR when inferring Ni

from Eq. (5), the PSD parameters ↵ and � are set to -1 and 75

3, respectively. However, ↵=�1 implies a discontinuity in
N(Deq) when the diameter equals zero. An analytic solution
for Ni can therefore only be obtained by considering a min-
imum diameter, Dmin, for the integral. This threshold must
here be chosen within the validity range of the in situ mea- 80

surements used for the evaluation.
As mentioned in Sec. 3.2.1, the 2DS, FCDP and NIXE-

CAPS have a different sensitivity to small particles. The
former instrument measures ice crystals with sizes down to
about 5µm, whereas the two latter can detect particles down 85

to 1µm. For consistency reasons, and to avoid possible con-
tamination by aerosols, only ice crystal

::::::
crystals

:
larger than

5µm will here be considered when computing Ni from each
probe. The same threshold is thus applied when computing
Ni from DARDAR . 90

The
:::
and

:::
the following results will therefore mostly focus

on the concentration
:::::
focus

:::
on

:::::::::::::
concentrations

:
in crystals

larger than Dmin = 5µm, noted N5µm
i . Nevertheless, the

concentration in
::
In

::::
situ

::::::::::::
measurements

:::
of

:::::
N5µm

i ::::
can

::::
still

:::
be

:::::::::
associated 95

::::
with

:::::
large

:::::::::::
uncertainties

::::
that

::::
are

:::::::
difficult

:::
to

::::::::
quantify.

::
In

::::::::
particular,

::::::::::::
measurements

:::::
from

:::
the

::::
first

:::
two

::::
size

::::
bins

::
of

:::
the

::::
2D-S

:::
(5

::
to

:::::::
25µm)

:::
are

::::::
known

::
to

::::::
suffer

::::
from

:::::::::::
uncertainties

:::
due

::
to
::::

the
:::::::::::
instrumental

::::::::
response

::::
time

::::
and

::::::::::::
depth-of-field

:::::::::::::::::::::::::::::::::::::::::
(Jensen et al., 2013b; Gurganus and Lawson, 2018)

:
.
::::::

Also, 100

::::::
despite

:::::
being

:::::::::
minimized,

::
a
::::::::::::
contamination

:::
by

:::
ice

::::::::
shattering

:::::
events

:::::::
cannot

:::
be

:::::::::
excluded.

::::::
These

::::::
effects

::::
are

::::::::
typically

::::::::
associated

:::::
with

:::
an

:::::::::::::
overestimation

:::
of

:::::::
N5µm

i .
:::::::::
Therefore,

::
the

::::::::::::
concentration

:::
of

:
particles larger than 25 and 100µm,

respectively noted
::

(N25µm
i and N100µm

i ,
::::::::::
respectively) 105
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Figure 1.
:::
Left:

:::::
Mean

:::::
PSDs

:::::::
measured

::::::
(black

::::
lines)

::::::
during

:::::::
ATTREX

::::
and

::::::::::
SPARTICUS,

:::::::
averaged

:::
per

:::::
10°C

:::::::::
temperature

::::
bins

:::::
(from

:::
-90

:
to
::::::

-30°C).
:::::

Black
:::::::
contours

::::::
indicate

::::
one

::::::
standard

::::::::
deviation

:::::
around

:::
the

:::::
mean.

:::
The

:::::
mean

:::
and

::::::
spread

::
of

::::::::
one-to-one

:::::::::
predictions

::
by

:::
the

::::
D05

::::::::::::
parameterization

:::
are

:::::::
similarly

::::::::
indicated

::
in

:::
red.

::::
The

::::
total

::::::
amount

::
of
:::::

PSDs
::

in
::::

each
:::

Tc:::
bin

::
is
::::::::

indicated
::
in

:::
the

:::::
legend

::::
and

:::
the

::::::
relative

:::::::::
contributions

::::
from

::::
each

:::::::
campaign

:::
can

:::
be

::::::
deduced

::::
from

:::
Fig.

:::
S1.

::::::
Vertical

::::
plain,

::::::
dashed

:::
and

:::::
dotted

::::
green

::::
lines

::::::
indicate

:::::
D= 5,

::
25

:::
and

:::::::
100µm,

:::::::::
respectively.

:::
The

::::::::::
SPARTICUS

::::
data

:::
with

:::
Tc :

<
:::::
-60°C

::
is

:::
here

::::::
ignored

::
to

::::
avoid

:::::::::::
contaminating

:::::
FCDP

:::::::::::
measurements

::::
with

:::::::::
uncertainties

::::::
arising

:::
from

:::
the

:::
first

::::
first

:::
size

:::
bins

::
of
:::::
2D-S.

:::::
Right:

::::::
Similar,

:::
for

::
the

::::::::::::::::::
ACRIDICON-CHUVA,

::::::::::
ML-CIRRUS

:::
and

:::::::::
COALESC

::::::::
campaigns.

will also be used during this evaluation. The
:::::
Dmin= 25µm

threshold corresponds to
:::::
allows

:::
to

::::::::
represent

:
ice crystals

of moderate sizes for which in situ measurements can be
considered of higher confidence(e. g. the first two 2D-S bins
are removed). The .

::::
The

::::::
Dmin= 100µm threshold typically5

involves measurements where no shattering is expected but
also corresponds to sizes for which the

:::::::::::
concentrations

:::
for

:::::
which

::
in

::::
situ

::::::::::::
measurements

:::
are

:::
the

:::::
most

::::::::
accurate

:::
and

:::
the

D05 parameterization is expected to perform well.
It is worth mentioning that different physical processes are10

likely to influence Ni depending on the threshold choice. For
instance, small particles that are nucleated through homoge-
neous freezing should dominate N5µm

i , whereas large parti-
cles resulting from aggregation processes are likely to influ-
ence N100µm

i .15

4 In situ evaluation

4.1 Theoretical capability to predict
::::::::
Optimal

::::::::::::
predictability

::
of Ni:::

by
::::
D05

Mean PSDs measured during ATTREX and SPARTICUS
(black lines), averaged per 10°C temperature bins (from -9020

to -30°C). Black contours indicate one standard deviation
around the mean. The mean and spread of one-to-one
predictions by the D05 parameterization are similarly
indicated by red lines and contours, respectively. The total

amount of PSDs in each temperature bin is indicated in the 25

legend.
This section investigates the ability of the PSD

parameterization by
:::
The

::::::
ability

::
of

:
D05 to predict Ni. PSD

predictions are
::
is

::::
now

::::::::::
investigated.

::
It
::
is

::::::::
reminded

::::
that

:::
this

:::::::::::::
parameterization

:::
is

::::::::
designed

::
to

::::::
predict

:::::
M2 :::

and
:::::
M6 :::

and 30

::
so

:::
its

::::::::::::
representation

::
of

::::
the

::::::::::
distribution

::
in
::::::

small
:::::::
particles

::::::
remains

:::
to

::
be

::::::
tested.

:::::
PSDs

::::
and

:::
Ni :::::::::

predictions
:::

by
::::
D05

:::
are

:::
here

:
computed on the basis of IWC and N⇤

0 corresponding to
:::::
values

:::::
from each of the 40 000 PSDs composing the dataset

described in Sec. 3.2. Comparing these predictions to the 35

::::
back

::
to

:::
the

::::::
original

:
in situ PSDs

::
and

:::
Ni::::::::::::

measurements should
provide insights on the accuracy of subsequent

::::::
abilities

:::
and

:::::::::
limitations

::
of

::::
D05

::
to

::::::
predict

:
Ni values to be expected from

D05 in case of optimal retrievals (i.e. when
::::::::
assuming

:::
that

IWC and N⇤
0 are perfectly constrained

:::
(i.e.

::
if
:::::::::

DARDAR 40

:::::::
retrievals

:::
of

::::
these

:::::::::
parameters

:::::
were

::::::
optimal).

4.1.1 Reproducibility of
:::
the PSDsby D05

As indicated in Sec. 2.1, the D05 parameterization predicts
PSDs based on the assumption of a “universal” size distri-
bution shape and the knowledge of two scaling parameters. 45

Following this formalism, a PSD prediction by D05 can be
obtained given the Dm and N⇤

0 values corresponding to each
measured PSD. Dm can directly be extracted from in situ
PSDs, as it corresponds to the ratio of M4 to M3. N⇤

0 can be
indirectly estimated from Dm and the IWC, using Eq. (9). 50

It can be noted that N⇤
0 is proportional to IWC⇥Dm

�4,
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which means that predictions by D05 are much more sen-
sitive to Dm than to the IWC. This point makes the use
of mL16(D) to estimate IWC a reasonable approximation
for the purposes of this evaluation. The size dimension of
PSDs predicted by D05 has been converted from Deq to D5

to improve the clarity of the following comparisons. Similar
to Fig. ??, for the ACRIDICON-CHUVA, ML-CIRRUS
and COALESC campaigns. Density scatterplot showing Ni

theoretically estimated by D05 as function of corresponding
in situ measurements (from white to black indicates high10

to low frequency of occurrence). Color isolines indicate the
68% (one standard deviation) confidence interval for each
campaign. Density and confidence intervals are provided
per 10°C temperature bins from -80 to -30°C (first to fifth
column) and lower integration threshold for Ni (5, 25 and15

100µm in the first, second and third row, respectively).
Comparisons between the PSD measurements obtained

during ATTREX2014 and SPARTICUS and corresponding
predictions by D05 are shown in Fig. ??

:
1
::::
(left

::::::
panels). The

black and red lines respectively indicate the mean measured20

and predicted PSDs within 10°C temperature bins. The use
of measurements from mid-latitude (SPARTICUS) and TTL
ice clouds (ATTREX2014) allows a high statistical signifi-
cance to be reached (over 3000 PSDs) in each Tc bin from
-90 to -30°C. The colored contours indicate one standard25

deviation around that mean. It can be noted that the mea-
sured and predicted concentrations in the FCDP bins have
been averaged within each of the two first 2D-S bins in or-
der to conveniently display the means in Fig. ??

:
1. This fig-

ure clearly shows a very good overall agreement between30

D05 predictions and the in situ measurements. The mean as
well as the spread of the 2D-S and FCDP measurements are
well represented by D05. The agreement is especially good
for -90°C < Tc < -50°C, where the in situ distribution tends
to be mono-modal with very few large particles. However,35

an overestimation of the
:
A

:::::
small

:::::::::::::
overestimation

:::
by

::::
D05

::
of

:::
the

::::::::::::
concentration

::
of

:::::::
crystals

::::::
smaller

:::::
than

::::::
25µm

::
is

:::
still

::::
noted

::::::
when

::::::::::
Tc < -70°C.

:::
An

:::::::::::::
overestimation

::
of

:::
the

:
number

of particles with D < 100µm is
::::
also

:
noted for D05 from

Tc > -50°C, where a second mode appears for large aggre-40

gated particles. Such features and temperature dependency
of PSD shapes have already been widely reported in the lit-
erature (e.g. Mitchell et al., 2011; Mishra et al., 2014; Lue-
bke et al., 2016). In the occurrence of a bi-modal shape in in
situ measurements, the D05 parameterization naturally tends45

to reproduce the concentration in
::
of

:
large particles due to

their strong weight on Dm and IWC. Because a monomodal
shape is assumed to describe the PSD in D05, an erro-
neous extrapolation of the concentration in

:
of

:
small particles

leads to the observed overestimation when Tc > -50°C. How-50

ever, this overestimation appears to mainly concern particles
from 25 to 100µm, as the concentration in

::
of

:
ice particles

smaller than about 15µm seems accurately predicted
::::
when

::
Tc::

>
::::::
-70°C (keeping in mind that measurements for such

small particles can be highly uncertain).55

These results are supported by the evaluation of
the D05 predictions of NIXE-CAPS measurements dur-
ing ACRIDICON-CHUVA, COALESC and ML-CIRRUS,
which are similarly shown in

::
on

::::
the

:::::::::
right-hand

:::::
side

::
of

Fig. ??
:
1. Despite much fewer measurements of ice clouds 60

with Tc < -70°C, very good agreements are found in the mean
and the spread predicted by D05 for -50 < Tc < -70°C. A
slight

::::
small

:
overestimation of the concentration of small ice

crystals is found between -80 and -70°C, as the concentration
keeps increasing in D05 towards small diameters but not for 65

the
::::::::::
(D < 25µm)

:
is
::::::
found

::
for

:::::::::
Tc < -60°,

:::::
where

::::::::::::
concentrations

::::::::
measured

::
by

::::
the

:
NIXE-CAPS

:::
only

:::::::
slightly

::::::::
increase. This

feature should nevertheless be carefully accounted for due
to the lack of measurements in this temperature bin.

::
the

::::::
coldest

::::::::::
temperature

:::
bin,

:::
but

:::::
could

:::::
again

:::::::
indicate

::
a

:::
too

::::
steep 70

:::::::
increase

::
of

:::
Ni:::::::

towards
:::::
small

::::::::
particles

::
in
:::::

D05
::::
(i.e.,

::
a
:::
too

:::::::
negative

::
↵)

:::
at

::::
very

::::
low

:::::::::::
temperatures.

:
Consistent with the

previous results, the D05 predictions are less accurate to-
wards higher temperatures as bi-modal structures tend to ap-
pear in the in situ measurements above -50°C. Moreover, 75

comparing Fig. ?? with Fig. ??
::
all

:::::::::
campaigns

:
shows a very

good overall agreement between the NIXE-CAPS and 2D-
S/FCDP measurements, which points towards the generaliza-
tion of these conclusions. It should be mentioned that these
analyses are not repeated by explicitly discriminating be- 80

tween cloud types (e.g. synoptic cirrus/anvil or liquid/ice ori-
gin) for reasons of brevity. The overall agreements observed
in Fig. ?? and Fig. ??

:
1
:::
for

::::
each

:
are considered satisfactory

in this evaluation, especially since DARDAR does not dis-
criminate between cloud types and the normalized size dis- 85

tribution used in D05 is expected to perform equally for all
cloud types. Similar to Fig. 2, scatterplots of Ni retrieved
by DARDAR-LIM as function of the co-incident in situ
SPARTICUS measurements.

4.1.2 Consequences on Ni predictions 90

Ni obtained from direct integrations of the measured and pre-
dicted PSDs are now compared. Fig. 2 shows a density scat-
terplot of one-to-one comparisons between the in situ mea-
surements (x-axis) and corresponding D05 predictions (y-
axis), obtained by integrating the corresponding PSDs from 95

Dmin = 5, 25 and 100µm (first to third row, respectively). The
background color indicates the overall density and isolines
are provided to show the 68% confidence levels (i.e. from
which all values inside fall within one standard deviation �
from the mean) for each campaign. These results are shown 100

per 10°C temperature bins from -80°C to -30 °C (first to fifth
column, respectively).

Fig. 2(c,a-e) show that the prediction of Ni for ice parti-
cles larger than 100µm is very consistent with the in situ
truth

:::::::
reference, with an agreement close to the one-to-one line 105

for all campaigns and temperatures. N100µm
i values rang-

ing between about 1 and 100 L�1 are observed. This good
agreement was expected from Sec. 4.1.1, and because D05
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Figure 2.
:::::
Density

::::::::
scatterplot

:::::::
showing

::
Ni::::::::::

theoretically
::::::::
estimated

::
by

::::
D05

::
as

::::::
function

::
of
:::::::::::

corresponding
::

in
::::

situ
::::::::::
measurements

:::::
(from

:::::
white

:
to
:::::

black
:::::::
indicates

::::
high

::
to

:::
low

::::::::
frequency

::
of

:::::::::
occurrence).

:::::
Color

::::::
isolines

::::::
indicate

:::
the

::::
68%

::::
(one

:::::::
standard

::::::::
deviation)

::::::::
confidence

::::::
interval

:::
for

:::
each

::::::::
campaign.

::::::
Density

:::
and

:::::::::
confidence

::::::
intervals

:::
are

:::::::
provided

::
per

:::::
10°C

:::::::::
temperature

:::
bins

::::
from

:::
-80

::
to

:::::
-30°C

:::
(first

::
to
::::
fifth

::::::
column)

:::
and

:::::
lower

::::::::
integration

:::::::
threshold

::
for

:::
Ni ::

(5,
::
25

:::
and

::::::
100µm

::
in

::
the

::::
first,

:::::
second

:::
and

::::
third

::::
row,

::::::::::
respectively).

:::
The

::::::
identity

:::
line

:::
and

:
a
:::::
factor

::
of

:
2
:::
and

:
3
::::::
around

:
it
:::
are

:::::::
indicated

::
by

::::
grey

::::
plain,

::::::
dashed

:::
and

:::::
dotted

::::
lines,

:::::::::
respectively.

should in principle perform best at reproducing the concen-
tration in large particles. Fig. 2(b,a-e) also indicates an accu-
rate prediction of N25µm

i ,
::::
well

::::::
within

:
a
::::::

factor
::
of

::
2

::::::
(dashed

:::::
lines),

:
from -80 to -50°C. However, at

::
At higher tempera-

tures, N25µm
i predictions by D05 are

:::
can

::
be

:
overestimated5

by a factor of 2 to 3
:::::
(dotted

:::::
lines)

:
for most field campaigns.

These results also hold for N5µm
i , as indicated in Fig. 2(a,a-

e), despite a larger spread within and between the campaigns
in this case. It can be noted that the overestimation is partic-
ularly strong for SPARTICUS (red isolines) but is less clear10

for other campaigns. The overestimation is
::::
also not as clear

as for N25µm
i , as the concentration of

:
in particles smaller than

25µm appears more properly predicted by D05 , as shown in
:::
(see

:
Fig. ?? and Fig. ??.

::
1). At Tc < -50°C, the D05 predic-

tions are
::::
more

:
consistent with the in situ measurements, with15

maximal N5µm
i values of about 300 L�1 but that can also

reach up to 1000 L�1 for several field campaigns.
:
A
:::::

small
::::::::::::
overestimation,

:::
by

::
a

:::::
factor

::::
less

::::
than

::
2,

:::
can

:::::::::::
nevertheless

::
be

:::::::
observed

::
in

:::::
N5µm

i ::::::::::
predictions

::
by

::::
D05

:::::
when

:::::::::
Tc < -60°C.

::::
This

:
is
:::::::::
consistent

::::
with

::
its

:::::::
steeper

:::::::
increase

::
of

:::
the

:::::::::::
concentration

::
in20

::::
small

:::
ice

:::::::
crystals,

:::::
noted

::
in

::::
Fig.

::
1.

4.2 Satellite estimates vs. co-incident measurements

The theoretical
::::::
Section

:::
4.1

:::::::::::
demonstrated

:::
the ability of the D05 parameter-

ization to predict Ni measurements from numerous airborne 25

campaignswas demonstrated in Sec. 4.1. .
:
However, these

conclusions only reflect ideal cases , where the input param-
eters of this parameterization are perfectly known. In other
words, they correspond to the expectations for retrievals
where the lidar and /or radar information are capable of 30

perfectly constraining these parameters
::::
D05

:::
are

::::::::
perfectly

::::::::::
constrained,

:::::
since

::::
IWC

::::
and

:::
N⇤

0 ::::
were

::::::::
extracted

:::::
from

:::
the

::
in

:::
situ

::::
data. It is now necessary to investigate if enough in-

formation is contained in these measurements to constrain
Dm and N⇤

0 so that Ni is well estimated.
::::
lidar

:::
and

:::::
radar 35

:::::::::::
measurements

:::
to

:::::::::
sufficiently

::::::::
constrain

:::::
these

:::
two

:::::::::
parameters

:::
and

:::::::
estimate

:::
Ni.:

This question is investigated by comparing the DARDAR-
LIM Ni to measurements from co-incident flights. These
flights are selected under the condition that they are within 40

a maximum distance of 5 km and a 30-min time period
from the CloudSat/CALIPSO overpass. Among the cam-
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Figure 3.
:::::
Similar

::
to

:::
Fig.

::
1
:::
but

::
for

::::::::::
SPARTICUS

:::::
flights

:::::::::
co-incident

::::
with

:::
the

::::::
A-Train

:::::::
overpass.

:::::
PSDs

:::::::
estimated

:::
on

::
the

:::::
basis

::
of

::::::::
DARDAR

:::
IWC

::::
and

::
N⇤

0:::::::
retrievals

:::
(i.e.

:::::::::::
corresponding

::
to

:::
the

:::::::::::
DARDAR-LIM

:::
Ni)::

is
:::::
shown

::
in

::::
blue.

:::
All

::::
PSDs

:::
are

::::::
averaged

:::
per

:::::::::
temperature

:::
bin

::::::::
(columns)

:::
and

:::::::::
instrumental

::::::::
conditions

:::
met

:::::
during

::::::::
DARDAR

:::::::
retrievals

::::::
(rows).

paigns described in Sec. 3.2.1, co-incident flights with the
A-Train track were intended during ACRIDICON-CHUVA,
ML-CIRRUS and SPARTICUS. Unfortunately, none of the
3 co-incident flights during ACRIDICON-CHUVA could be
selected here, due to the absence of CALIOP measurements5

(12 Sept. 2014) or flights that do not fulfill the above condi-
tions (about 3 h late or 350 km West from the overpass track
on 21 and 23 Sept. 2014, respectively). Also, technical is-
sues occurred during the ML-CIRRUS co-incident flights (04
April 2014), making PSD measurements uncertain and not10

usable for this evaluation. However, numerous flights suc-
cessfully achieved a close spatial and temporal co-incidence
with the A-Train during SPARTICUS. A list and description
of all these flights can be found in Deng et al. (2012). Over-
all, about 2150

::::
1750

:
PSDs were here found to match the15

above conditions and are considered in this evaluation. The
co-incident DARDAR-LIM Ni are obtained by selecting the
closest pixel (based on a great-circle distance) at the altitude
of the airplane.

Figure ?? shows
:
3

:::::::::
compares, similarly to Fig. 2,20

scatterplots of the DARDAR-LIM Ni as function of
co-incident

:
1,

:::::
PSDs

::::::::
measured

:::
by

:::
the 2D-S measurement for

the three considered Dmin:::::
along

:::::::
A-Train

:::::::::
overpasses

::::::
(black)

::
to

::::::::::::
corresponding

:::::::::
predictions

:::
by

::::
D05

:::::
(red).

:::::
PSDs

::::::::
predicted

::
by

::::
D05

:::
on

::::
the

:::::
basis

::
of

::::::::::
co-incident

::::::::::
DARDAR

:::::
IWC

:::
and25

::
N⇤

0 thresholds and four Tc :::::::
retrievals

:::
are

::::::::::
additionally

::::::
shown

::
in

::::
blue.

::::::
These

::::::::::
correspond

::
to

:::
the

::::::
PSDs

:::
that

::::
are

::::::::
integrated

::
to

::::::::
compute

:::
Ni bins from -70 to -30

:
in

::::::::::::::
DARDAR-LIM.

:::
All

:::::
PSDs

:::
are

::::::::
averaged

::::
per

::
10°C. It can first be observed

that these comparisons are rather widely scattered, as 30

could be expected due to the difficulty of performing
one-to-one comparisons between satellite and airborne
measurements. Nevertheless, the N100µm

i :
C
::::

bins
:::::::::

(columns)
:::
and

::
by

:::::::::::
instrumental

:::::::::
conditions

::::
met

:::
for

::::::::
DARDAR

::::::::
retrievals

::::::
(rows).

:::
In

:::::::::
agreement

:::::
with

::::::
results

:::::
from

:::::
Sec.

::::::
4.1.1,

:::
the 35

::::::::
theoretical

:::::::::::
predictions

:::
by

:::::
D05

:::
are

:::
in

::::::
better

:::::::::
agreement

::::
with

::::
2D-S

:::::::::::
observations

:::::
when

:::
the

:::::
latter

::::::
display

::::::::::
monomodal

::::::
shapes.

::::
This

::
is
:::::::

mainly
::::::::
observed

:::::::
towards

:::
low

:::::::::::
temperatures

:::
but

:::
also

:::::
when

::::::::
retrievals

:::
are

:::::::
obtained

::
in
:::::::::
lidar-only

::::::::
condition,

::
i.e.

::::
for

:::
thin

::::::
cirrus

::
or

:::
in

::::::
regions

::::
near

:::::::::
cloud-top.

::::
The

:::::
2D-S 40

::::
PSDs

:::::::
feature

::
a
::::::::

stronger
:::::::::::

bi-modality
:::

in
:::::::::
lidar-radar

::::
and

::::::::
radar-only

::::::::
regions,

::::::
where

::::::
larger

:::::::
crystals

::::::::
resulting

:::::
from

:::::::::
aggregation

:::
or

:::::::
complex

::::::::::::
heterogeneous

:::::::::
nucleation

::::::::
processes

::
are

::::::
likely

:::
to

:::::::
appear.

::::
D05

:::
is

:::
by

:::::::::::
construction

:::::::
unable

::
to

::::::::
reproduce

::::
this

:::::::::
behaviour

::::
but,

::::::
despite

:::::::::::::
disagreements

::::
with 45

::
the

::::::
2D-S,

::::::
PSDs

::::::::
retrieved

:::
by

:::::::::::::
DARDAR-LIM

::::::
agree

::::
well

::::
with

::::
D05

:::::::::
predictions

::::::
based

::
on

:::
in

:::
situ

:::::::::::::
measurements.

::::
This

:::::::
indicates

::::
that

:::
N⇤

0 is in good overall agreement . In spite
of the large scatter, the isoline representative a 1-� spread
(dashed red) is centered around the one-to-one line. However, 50

a clear tendency towards an overestimation of
::
and

:::::
IWC

::
are

::::::::::
sufficiently

::::::::
retrieved

::::
and

:::
that

::::::
errors

::
on

:
Ni when Tc::

are
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Figure 4.
::::::::
Histograms

::
of

::
Ni::::::::

measured
:::::
during

::::::::::
SPARTICUS

::::::
(black),

::::::::::
theoretically

:::::::
estimated

:::
by

:::
D05

::::
(red)

::::
and

::::::
retrieved

:::
by

::::::::::::
DARDAR-LIM

:::::
(blue).

:::::
Plain,

:::::
dotted

:::
and

::::::
dashed

::::
lines

:::::::
indicate

:::
that

::::::::
DARDAR

::::::::
retrievals

::::
were

:::::::
obtained

::::
using

:::
the

::::::::
lidar-only,

:::::::::
radar-only

:::
and

:::::::::
lidar-radar,

:::::::::
respectively.

:::::
Panels

:::::::
indicate

:::
the

:::::::::
temperature

:::
and

:::::::::
integration

:::::::
threshold,

::::::::
similarly

::
to

:::
Fig.

::
2.
::::::::
Geometric

::::::
means

::
of

::
Ni:::

(in
:::::
L�1)

::
are

::::::
shown

:
in
::::
each

::::
panel

:::
for

:::::
2D-S,

:::::::::::
DARDAR-LIM

:::
and

::::
D05.

:::
The

::::::
overall

::::
mean

::
is

:::
first

:::::::
indicated,

:::::::
followed

::
in

::::::
brackets

:::
by

::::
values

:::
for

:::
the

:::::::
lidar-only

::::::
(italic),

:::::::
radar-only

:::::
(bold)

:::
and

::::::::
lidar-radar

:::::::::
(bold-italic)

:::::::
subsets.

:::::
likely

::
to

:::
be

:::::::::
dominated

::
by

:::::::::::
assumptions

:::
on

:::
the

:::::
PSD

:::::
shape.

::::
That

::
is

::::::::
especially

::::
true

:::
in

:::::::::
lidar-radar

:::::::::
conditions

:::::
where

:
�ext

:::
and

:::
Ze::::

both
:::::::

provide
:::::::::::

information
:::
on

:::
the

::::::::::::
concentration

::
of

::::
small

::::
and

:::::
large

:::::::::
particles,

:::::::::::
respectively.

:::
As

:::::::::
expected,

:::
the

::::::::::::
concentrations

::
in

::::::::
particles

:::::
with

::
D&

:
> -50°C is observed5

for N5µm
i ::::::

100µm and N25µm
i . For colder temperatures, the

DARDAR-LIM Ni ::
are

::::
not

::::
well

:::::::::::
constrained

::
in
:::::::::

lidar-only
:::::::::
conditions.

::::::::
Inversely,

:::::::::
radar-only

::::::::
retrievals

::::::
poorly

::::::::
constrain

::::::::::::
concentrations

::
in

::::::::
particles

::::::
smaller

:::::
than

:::::::
100µm.

::::::::
However,

:::
Fig.

::
3
:::::
shows

:::::
that,

::::::
despite

:::::
fewer

::::::::
available

:::::::::
constraints

:::::
under10

::::::::
lidar-only

::::::::::
conditions,

::::::::::
reasonable

:::::
N5µm

i estimates are in
much better agreement with the SPARTICUS measurements.
Despite the larger scatter, these results are consistent with
expectations from Sec. 4.1.2. Histograms of Ni measured
during SPARTICUS (black), theoretically estimated by15

D05 (red) and retrieved by DARDAR-LIM (blue). Plain,
dotted and dashed lines indicate that DARDAR retrievals
were obtained using the lidar-radar, lidar-only, radar-only,
respectively. Panels indicate the temperature and integration

threshold, similarly to Fig. 2.
:::
and

::::::
N25µm

i :::::::::
estimates

:::
are 20

:::::::
obtained

:::
due

::
to

:::::::
simpler

::::
PSD

::::::
shapes.

:

In order to avoid problems related with one-to-one com-
parisons of satellite and airplane measurements, a statistical
comparisons

:::::::::
comparison

:
is presented in Fig. 4. This figure

shows histograms of Ni distributions for the 2D-S (black) and 25

DARDAR-LIM (blue) per temperature bin and Dmin thresh-
old. Additionally, the theoretical prediction

:::::::::
Theoretical

:::::::::
predictions

:
by D05 (obtained using the in situ Dm and N⇤

0)
also is

::
are

:
indicated in red to provide an idea of the optimal

expectations from D05
:::
for

:::::::::::::
DARDAR-LIM. Plain, dotted and 30

dashed lines indicate satellite estimates that were obtained
using the

:::::::::
correspond

::
to

:
lidar-radar, lidar-only, radar-only

measurements
:::::::::
conditions, respectively.

:::::
These

:::::::::
histograms

:::
are

::::::::::
individually

::::::
shown

:::
in

:
Fig. 4(c,a-d) show a very good

agreement
::
S6

:::
for

:
a
::::::

better
::::::
clarity.

:::::
Mean

::
Ni::::::

values
:::
for

:::::
2D-S, 35

:::::::::::::
DARDAR-LIM

:::
and

::::
D05

::::
are

::::::::
indicated

::
in

::::
each

::::::
panel.

::::
Very

::::
good

::::::::::
agreements

:::
are

::::
seen

:
between the satellite N100µm

i in
comparison to the in situ observations

:::::::
estimates

::::
and

::
in

:::
situ
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::::::::::
observations

:::
of

:::::::
N100µm

i :
at all temperature ranges . This

agreement appears to be equally good for retrievals obtained
in lidar-only,

:::::
above

::::::
-60°C.

:::::
The

:::::::::::
distributions

::::
and

:::::
mean

:::::
values

::
of

:::::::
N100µm

i ::::::::
estimated

:::
by

:::::::::::::
DARDAR-LIM

:::
are

:::::::
perfectly

::::::::
consistent

:::::
with

:::
the

:::::
2D-S

::::
for

:::
all

:::::::::::
instrumental

:::::::::
conditions.5

::::::::
Deviation

::
of

:
radar-only or lidar-radar conditions.

:::::
values

::
in

::
the

::::
-60

::
to

:::::
-50°C

::::
bin

:
(Fig. 4(a,a-c)shows that the estimation

of N5µm
i ::::

c,b))
:::
can

:::
be

:::::::::
discarded

::
as

::::
only

::::::::::::
representative

:::
of

:
1

::::
PSD.

::::
The

::::::
satellite

::::::::
estimates

::
of

::::::
N25µm

i is relatively consistent
:::
also

:::::
agree

:
with the 2D-Sobservations for Tc < -50°C. The10

expected overestimation for higher temperatures tends is
observed, as the

:
,
:::::::
however

::::
with

:::
the

::::::::
expected

::::::::::::
overestimation

::
of

::::::
N25µm

i :::
in

::::
D05

::::
and

:
DARDAR-LIM histograms appear

nearly shifted by a factor of about 2 to 3. It should
nevertheless be kept in mind that SPARTICUS featured the15

strongest biases at these temperature range by comparison
to other campaigns, as seen in

:::
due

::
to

::::::
limited

:::::
PSD

:::::
shape

::::::::::
assumptions.

:::::::::::::::
Overestimations

:::
by

:::::
about

::::
10

::
to
:::::

30%
::::

and

::
20

:::
to

::::
60%

::::
are

:::::
found

:::
in

::::
the

:::::
mean

::::::
values

:::
of

::::::
N25µm

i :::
by

:::
D05

::::
and

::::::::::::::
DARDAR-LIM,

:::::::::::
respectively.

::::
This

::::::::::::
overestimation20

:
is
:::::

less
:::

in
:::::::::

lidar-only
::::::::::

conditions,
:::::::::::

consistently
:::::

with
::::

the

::::::
weaker

::::::::::
bi-modality

::
of

::::::
PSDs

::::
(see Fig. 2. N5µm

i ::
3).

::::::
Similar

::::::::::
observations

:::
can

:::
be

:::::
made

:::
for

::::::
N5µm

i ,
::::
with

:
a
:::::::
slightly

::::::
smaller

::::::::::::
overestimation

::
of

:::
the

:::::
mean

:::::
values

:::
by

:::::::::::::
DARDAR-LIM

:::
due

::
to

::::
good

::::::::::
agreements

:::::::
between

::::::::::::::
DARDAR-LIM

:::
and

:::::
2D-S

:::
for

::
D25

::
<

:::::
15µm estimates obtained from lidar-only and lidar-radar

measurements are all in good agreement, which indicates
that reliable

::::
noted

::
in
::::

Fig.
:::

3.
::::::::
However,

::
it
::
is
:::::::::

reminded
:::
that

::::::::::
uncertainties

::
in
:::
the

::
2
::::
first

::::
bins

::
of

:::
the

:::::
2D-S

:::
can

::::::::::
contaminate

::
its

::::::::::
estimations

::
of

::::::
N5µm

i ::::
and

::
so

:::::::
N25µm

i :::::::::
represents

:
a
:::::

more30

:::::::::
trustworthy

::::::::
estimate

::
of

:
Ni estimates can be obtained from

any of these combinations. The statistical sampling of
retrievals obtained in radar-only condition is too poor to
draw any strong conclusions.

::::
from

::::
this

::::::::::
instrument. Finally,

it clearly appears from Fig. 4 that, even when the distribu-35

tions from DARDAR-LIM and the 2D-S do not perfectly
agree, the satellite estimates very often remain close to the
D05 predictions. Because the latter represent ideal retrievals,
this again proves that sufficient information is contained in
lidar-radar measurements to successfully constrain the

:::
This40

::::
again

::::::::
indicates

:::
that

:::::
errors

::
in
:::
Ni::::::::

estimates
::
by

:::::::::::::
DARDAR-LIM

::
are

:::::::::
dominated

:::
by

::::::::::
assumptions

:::::
made

::
on

:::
the

::::
PSD

:::::
shape

:::::
rather

:::
than

:::
by

:
a
::::
lack

::
of

:::::::::::
instrumental

:::::::::
sensitivity.

:::::
Figues

::
3
:::
and

::
4

:::::::
therefore

:::::::::::
demonstrate

:::
that

:::::::::::::
DARDAR-LIM

:
is
:::::::

capable
:::

of
::::::::::
statistically

::::::::::
reproducing

:::::
2D-S

::::::::::::
measurements45

::
of

:::::::
N100µm

i ,
:::::::

N25µm
i ::::

and
::::::
N5µm

i ,
::::
with

:::
an

:::::::::::::
overestimation

::
up

::
to

:::::
about

::
a
:::::
factor

:::
of

::
2
::::
that

:::
can

:::
be

::::::::
expected

:::
in

:::
the

:::::
mean

::::::
N25µm

i :::
and

::::::
N5µm

i :::::
values

::::
due

::
to

::
a
:::::::::::::::
misrepresentation

::
of

:::
the

::::
PSD

:::::
shape

:::
by

:
D05 input parameters and estimate Ni.:at

:::::
warm

:::::::::::
temperatures.

:::
An

:::::::
analysis

::
of

::::::::::
one-to-one

::::::::::
comparisons50

:::::::
between

:::::::::::::::::
DARDAR-LIM/D05

:::
and

:::::
2D-S

::::
(see

:::
Fig.

:::
S4

:::
and

:::
S5)

:::
also

:::::::
support

::::
these

:::::::::::
conclusions.

5 Case study

A first examination of Ni profiles by DARDAR-LIM is per-
formed here in the context of a case study corresponding to 55

a frontal ice cloud structure observed on 03 February 2010
around 20:00 UTC over South Central USA. This case is of
particular interest as it contains a leg of high spatial and tem-
poral coincidence between the A-Train and the Learjet-25
aircraft involved during SPARTICUS. 60

5.1 Overall context

The cloud structure analyzed here is part of a mature cyclonic
system that has reached an occluded stage, as featured by
the brightness temperature snapshot shown in Fig. 5(a). Fur-
ther analyses of the weather conditions (not shown here for 65

brevity reasons) indicated that this system originated from a
mid-tropospheric wave pattern that crossed the US and sup-
ported a surface low pressure area over North Central Mex-
ico. The storm then moved northwesterly, eventually reach-
ing Northeastern USA on 05 February as a major blizzard. 70

The CloudSat track crossed the cyclone from south to
north around 19:55 UTC (dashed green line). The section of
interest for this case study (plain green line) captures a frontal
cloud associated with the ascending southern moist warm
air flow atop cold continental air mass. The corresponding 75

CloudSat Ze and CALIOP �ext profiles, shown in Fig. 6(a-
b), typically hint to high water contents and precipitation to-
ward the center of the cyclone and to thin ice clouds as the
A-Train moves northwards toward its periphery.

The Learjet-25 performed in situ measurements in a cirrus 80

at the edge of the cyclone. The flight track is shown by black
lines in Fig. 5(a-b) and Fig. 6. These figures indicate that
the aircraft approached from the west at an altitude of about
10.7 km (near cloud top) and descended to about 8 km (near
cloud base) before reaching the overpass. The aircraft then 85

closely followed the A-Train while ascending to cloud top
and finally descended back to cloud base in a spiral. Optimal
comparisons between the A-Train and Learjet-25 measure-
ments are thus expected within the ascending leg from about
39.5 to 40.7°N, where the time and space coincidences are 90

well within 15 min and 10 km, respectively.

5.2 Vertical structure along the overpass

Profiles of
:::
re↵ ,

:
IWC, N5µm

i :
,
::::::
N25µm

i and N100µm
i along

the selected A-Train overpass are respectively shown in
Fig. 6(d-f

:::
d-h). As expected, high IWC values are retrieved 95

between altitudes of 2.5 and 7.5 km along the southern half
of the track (31.2-35.4°N), i.e. towards the center of the cy-
clone.

::::::::
Retrievals

:::
of

:::
re↵ :::::::

indicate
::::
small

:::::::
crystals

::::::
(about

:::::
30µm

::
or

::::
less)

:::::
above

:::
the

::::
40°C

::::::
isoline

:::::::
(dashed

:::
red

::::
line)

:::
and

:::::::
particles

:::::
larger

::::
than

::::::
100µm

::::::
below

:::::
8 km. The clear cut below 2.5 km, 100

associated with high Ze, corresponds to pixels classified as
rain by the DARDAR mask. Fig. 6(e

:
f) shows that large

:::
high
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Figure 5. (a): Map summarizing the observations during the case study. The shaded blue background corresponds to MODIS/Aqua 11µm
brightness temperature measurements around the A-Train overpass. The CloudSat track is shown by a dotted green line and a plain green line
highlights the region of interest. The Learjet-25 flight track is shown in black. Dashed and plain purple lines represent HYSPLIT trajectories
computed for 2 air parcels of high (A) and low (B) N5µm

i , respectively, at 11 km along the overpass. (b): Similar to (a) but zoomed in around
the flight area. The aircraft UTC times and altitudes are indicated in black. (c-d): Vertical cross sections of w (background color) and IWC
(grey contours) predicted by NARR along the B and A trajectories, respectively. The positions of the corresponding air parcel are indicated
in purple. A dashed red line shows the -40 °C isotherm. The overpass time is highlighted by a vertical green line.

N5µm
i values are found towards cloud top, with values rang-

ing from 250 to more than 1000 L�1. N5µm
i strongly in-

creases above the -40°C isoline(dashed red line), consis-
tently with the probable occurrence of homogeneous nu-
cleation below that temperature threshold. However, the in-5

crease in N5µm
i when Tc < -40°C is not spatially homoge-

neous. Indeed, very high values (reaching 1000 L�1) are
observed between 33.3 and 36.5°N, where the cloud-base
heights starts increasing in relation with the frontal sys-
tem. However, lower N5µm

i with values, typically between10

250 and 500 L�1, are observed above -40°C toward the cy-
clone periphery (36.5 to 41.5°N). This distribution of N5µm

i
is

:::::
could

:::
be

:
consistent with expectations of stronger up-

draughts and vertical transport of moisture closer to
:::
near

the center of the cyclone, resulting in higher homogeneous15

nucleation rates by comparison to a more mature stage of
the cloud (Krämer et al., 2016).

:
.
::::
This

:::::
could

:::::
result

::::
from

::::
high

:::::::::::
homogeneous

:::::::
freezing

:::::
rates

::
of

:::::::
aqueous

::::::::
aerosols

:::
that

:::::
occur

::
on

:::
top

::
of

:::::::
existing

:::
ice

:::::::
crystals

::::::::::::::
heterogeneously

::::::
formed

::::
from

:::::
liquid

:::::::
droplets

:::
(the

::::
area

::
of

::::
high

:::::::::
backscatter

::::::
around

::::::
33.3°N

::
in 20

:::
Fig.

::::
6(b)

::::::::
indicates

::
the

::::::::
presence

::
of

::::::::::
supercooled

:::::
liquid

::::::
water).

This hypothesis will further be discussed in Sec. 5.3.
Vertical profiles of N100µm

i :::
The

:::::::
vertical

:::::::::::
distribution

::
of

::::::
N25µm

i are
::
in

::::
Fig.

:::::
6(g)

::::::
shows

:::::::
patterns

::::
that

::::
are

::::::
similar

::
to

::::::
N5µm

i ,
::::
with

::::::::
absolute

::::::
values

:::
that

::::
are

:::::
about

:::::
50%

:::::
lower. 25

::::::
Profiles

:::
of

:::::::
N100µm

i :
shown in Fig. 6(f) . It is observed

:
h)

::::::
indicate

:
that areas of high N100µm

i are located deeper in the
cloud than where high N5µm

i :::
and

::::::
N25µm

i are found. N100µm
i

tends to increase below regions of high N5µm
i , which is co-

herent with possible aggregation processes, and remains con- 30

stant or decreases slightly towards cloud base before precip-
itating from the lowermost layers. Very high N100µm

i val-
ues appear around 33.0°N, coincident with high IWC val-
ues. However, Fig. 6(b) shows the presence of a supercooled
cloud layer in this area , typically below an area of high 35

backscatter coefficient at high altitude,
:::
this

::::
area

::
is

::::::
subject
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Figure 6. Vertical profiles of the (a) CloudSat reflectivity factor, (b) CALIOP backscatter coefficient, (c) DARDAR instrument flag, (d)
DARDAR

:::
re↵ ,

::
(e)

:
IWC, (e-f

::
f-h) DARDAR-LIM N5µm

i ,
::::::

N25µm
i and N100µm

i , respectively, along the selected A-Train overpass (plain green
line in Fig. 5). Dark-grey shaded areas in (e-f

:::
f-h) indicate a rejection of the retrievals (insufficient niter or the below a supercooled layer; see

Sec. 3.1). The -40°C isotherm is in dashed red, the location of the A and B air parcels are indicated in purple, and the Learjet-25 track is
shown in black.

::
to

::::::::::
supercooled

::::::
layers, where retrievals are highly uncertain.

It is worth noting that the N100µm
i distribution does not nec-

essarily follows that of the IWC.
Furthermore,

::::::
Finally,

::
it

:::
can

::
be

:::::
noted

:::::
when

:
comparing the

Ni profiles in Fig. 6(e-f
::
f-h) with the corresponding instru-5

mental flags shown in Fig. 6(c) indicates that no clear bias
is observed within transition areas between the cloud proper-
ties obtained in lidar-only, radar-only and lidar-radar condi-
tions, confirming the conclusions from Fig. 4

::::::::
consistent

::::
with

:::::::::
conclusions

:::::
from

::::
Sec.

:::
4.2.10

Finally, comparisons between DARDAR-LIM and
coincident

:
A

::::::::
detailed

::::::::
analysis

:::
of

:
2D-S measurements

are presented in Fig. ??. The method for co-locating and
comparing aircraft and satellite observations is identical
to that used in Sec. 4.2, except that no filters based on the15

coincidence distance and time are applied here. Overall,
this figure shows very similar N5µm

i and N100µm
i patterns

between the satellite estimates and the in situ measurements,
with especially good agreements along the ascending
leg corresponding to the optimal coincidence region20

(39.5-40.7°N). Few discrepancies are nevertheless observed

outside this region. For instance, DARDAR-LIM does not
capture well the sporadic strong increases of N5µm

i observed
above 10 km, which however corresponds to measurements
where the aircraft largely deviated from the A-Train track 25

(western leg in
:::::
along

:::
the

:::::::::
co-incident

:::::
flight

:::
leg

::::
(see Fig. 5(b)

), and slightly overestimates N5µm
i along the descending

leg around 40.75°N. Also, the increase in N100µm
i observed

by the 2D-S along the descending leg around 39.4°C is
well not captured by the satellite, possibly because of a 30

movement of the cloud layer or a slight difference in the
co-location (Fig. 6(f) indicates N100µm

i values between 25
and 50 L�1 next to the aircraft track). However, accounting
for the difficulties to directly compare aircraft and satellite
observations, it can be concluded here that

:::
S7)

:::::::
showed 35

::::
good

::::::
overal

::::::::::
agreements

:::::
with

:
DARDAR-LIM reproduces

reasonably well the average values and variations of the
N5µm

i :::::::
estimates

:::
of

::::::
N5µm

i ,
:::::::

N25µm
i within this cloud layer,

thus supporting the conclusions drawn from Sec. 4.2.
:::
and

:::::::
N100µm

i .
:::::::
Despite

::::
few

::::::::::::
discrepancies,

:::
the

:::::::
overall

::::::::
variations 40

::
of

::
Ni::::::

appear
::::
well

::::::::
captured

::
by

::::::::::::::
DARDAR-LIM,

::
in

::::::::
particular
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::::
along

::::
the

:::::::::
ascending

::::
leg,

:::::
which

::::
has

:::
the

:::::::
highest

:::::
time

:::
and

::::
space

::::::::::
coincidence

:::::
with

::
the

:::::::
satellite

::::::::
overpass.

:

5.3 Trajectory analysis of N5µm
i patterns

(a,a-b) N5µm
i measured by the 2-DS and retrieved by

DARDAR-LIM, respectively, along a projection of the5

Learjet-25 track on the A-Train overpass. (b,a-b) Similar to
previous but for N100µm

i .
Thorough investigations of nucleation processes based on

DARDAR-LIM are not in the scope of this paper and will
further be discussed in the part two of this series. Neverthe-10

less, a qualitative analysis is here presented to provide further
explanation to the N5µm

i patterns observed in this case study.
To achieve this, back- and forward-trajectories were com-

puted from the points A and B indicated in Fig. 6, us-
ing the Hybrid Single Particle Lagrangian Integrated Tra-15

jectory Model (HYSPLIT; Stein et al., 2015) coupled with
the North American Regional Reanalysis (NARR; Mesinger
et al., 2006) model. A and B correspond to air parcels associ-
ated with high and low N5µm

i , respectively, when Tc < -40°C.
Their trajectories (from -12 to +4 h starting at the overpass20

time) are shown as dashed and plain purple lines, respec-
tively, in Fig. 5(a). The corresponding altitudes are similarly
indicated as function of time in Fig. 5(c-d). Complementar-
ily, the vertical cross-sections of vertical wind velocities (w)
predicted by NARR along the trajectories are indicated by a25

color background in Fig. 5(c-d). Contours of the NARR IWC
are shown in grey to serve as rough indicators of the presence
of ice cloud layers in the model. It can be noted that NARR
provides reanalyses with an horizontal resolution of 32 km,
29 vertical levels and with 3-hourly outputs; the closest out-30

put times and grid-points were therefore selected.
It is observed that, in agreement with expectations, both

air parcels originated from warm moist air over the Pacific
and slowly ascended atop the cold continental air following
northwesterly trajectories associated with slow vertical mo-35

tions (light brown colours
::::
colors). Parcel B ascended from

about 8 km at 08:00 UTC to 11 km at the overpass time
(20:00 UTC) and then remained at a constant altitude. The
-40°C isoline (dashed red line) is crossed around 14:00 UTC
and this parcel then appears to belong to an anvil-like matur-40

ing cloud layer from 19:00 UTC, supported by small w
:::
(less

:::
than

::
1
:::::::
cm.s�1)

:
observed around the overpass time. On the

contrary, parcel A, which also started ascending from an al-
titude around 7.5 km, met strong convective events

::::::
stronger

:::::
uplifts

:
later during the day, around 16:00 UTC. Consistently,45

the -40°C isoline is also crossed about 2 h later than for parcel
B. This parcel keeps ascending upon meeting with the over-
pass, where strong updraughts are still indicated

:::::::::
updraughts

:::::::
stronger

:::
than

::
5
::::::
cm.s�1

:::
are

:::::
found.

These observations are in agreement with the high N5µm
i50

values observed at A, thus likely to be caused by strong
and recent updraughtsthat carry moisture above the -40°C

isotherm and allow for high homogeneous nucleation
rates. This is consistent with a very strong sensitivity
of Ni :

.
::::
The

:::::
high

:::::::::
sensitivity

:
to w (Krämer et al., 2016) 55

::::
could

:::::::
indeed

:::::
relate

::
to
:::::

high
::
in

::::
situ

::::::::::::
homogeneous

:::::::
freezing

::::
event

:::
of

:::::::
aqueous

::::::::
aerosols,

::::::::
occurring

:::
on

:::
top

::
of
::::

ice
::::::
crystals

::::::
formed,

:::::::::
probably

::::::::::::::
heterogeneously,

::::::
from

::::::
liquid

:::::::
droplets

:::::::::::::::::::::::::::::::::::::::::::::::::::::::
(Kärcher and Ström, 2003; Kärcher et al., 2006; Krämer et al., 2016)
. On the contrary, B corresponds to an air parcel within a 60

mature cloud, where w is too small to cause further ice
nucleation and small ice crystals have already started to
sublimate or aggregate.

::
It

::
is

:::::
worth

::::::::::
mentioning

::::
that

:::::
these

::::::::
variations

::
of

:::
Ni ::::

with
::
w

:::
are

::
in

::::
good

:::::::::
agreement

::::
with

:::::::
findings

::
by

::::::::::::::::::
Kärcher et al. (2006)

:::::
based

:::
on

::
a
:::::::::::::::

physically-based
:::

ice 65

::::::::
nucleation

::::::::
scheme.

::::
An

::::::
exact

:::::::::::
comparison

:::
of

::::::::
absolute

:::::::
numbers

:::
is

::::::::
however

::::::::
difficult

::::
as

::::::::::::::::::
Kärcher et al. (2006)

:::
also

:::::::
shows

::
a
:::::::::::

dependence
::::

on
:::::::::::

background
::::

ice
::::::

nuclei
::::::::::::
concentrations,

::::::
which

::
are

::::::::
unknown

:::
for

::::
this

::::
case

:::::
study.

Keeping in mind possible uncertainties associated with the 70

NARR reanalyses and HYSPLIT trajectories, this analysis
still provides comforting arguments as to physical meaning-
fulness of N5µm

i :::
and

::::::
N25µm

i patterns in DARDAR-LIM.

6 Preliminary evaluation of
::::::
Global

:
Ni climatologies

Spatial distributions of N5µm
i ,

:::::::
N25µm

i :
and N100µm

i corre- 75

sponding to 10 years of DARDAR-LIM products are now
analysed. A thorough evaluation of these distributions re-
mains difficult due to a lack of other reference for such clima-
tological data; preliminary results are thus discussed here to
assess the overall coherence of the observed Ni patterns with 80

general expectationsbut should be cautiously considered. The
interpretation of these distributions in terms of evidence of
controls on Ni are here only briefly addressed as they will be
the focus of part two.

6.1 Global spatial
::::::::::::
Geographical distributions 85

Figures 7(a,a-e) show the spatial distribution of N5µm
i av-

eraged in a 2⇥2° lat-lon grid and subset into 10°C bins
from -80 to -30°C.

:::::::::::
Corresponding

:::::
pixel

::::::
counts

:::
are

:::::
shown

::
in

:::
Fig.

:::
S8.

:
The N5µm

i shows a strong temperature dependence,
with higher N5µm

i values being observed at colder Tc glob- 90

ally (Fig. 7(a,a-e)). This Tc dependence is particularly strong
::::::::
important over tropical land regions and in regions experi-
encing strong convection (the tropical warm pool, intertropi-
cal convergence zone). This is consistent with the strong up-
draughts in convective regions producing high supersatura- 95

tions and so higher nucleation rates, causing these increased
N5µm

i values (Kärcher and Lohmann, 2002; Krämer et al.,
2016).

::::
Low

::::::
N5µm

i ,
:::::
below

::::::::
100 L�1,

::::
are

:::::::
observed

:::
in

:::::::::
subsidence

::::::
regions,

::::::
where

::::
thin

:::::
cirrus

::::
are

:::::::
typically

:::::
met.

:::::::::::
Nevertheless, 100

:
it
::::::
should

:::
be

::::
kept

:::
in

:::::
mind

::::
that

:::::
these

::::::
regions

:::::::
contain

::::
only

:::
few

:::
ice

:::::::
clouds,

:::::
most

::::::
likely

::::::::
remnants

:::
of

::::
jets

:::::::
stream

::
or
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Figure 7. Spatial distribution of N5µm
i (a,a-e),

::::::
N25µm

i :::::
(b,a-e)

:
and N100µm

i (bc,a-e) from 2006 to 2016, averaged in a 2⇥ 2° lat-lon grid and
per 10°C temperature bin from -80 to -30°C.

::::::
tropical

::::::
anvils

::::
(see.

::::
Fig.

:::::
S8).

:::
On

:::
the

::::::::
contrary,

:::::::::
maximum

::::
mean

::::::
N5µm

i ::::::
values,

:::::::
between

:::
200

:::
and

::::::::
300 L�1,

::::::
appear

:
at
::::
very

:::
low

:::::::::::
temperatures

::::
and

::
in

::::
deep

:::::::::
convective

:::::::
regions.

::
It
::::

can
::
be

::::
noted

::::
that

:::::
these

::::::::
numbers

:::
are

:::::
about

::::
2-3

:::::
times

::::::
higher

::::
than

::
the

:::::::::::::
concentrations

::::::::
reported

:::
by

::::::::::::::::::::::
Jensen et al. (2013a, 2016)5

::
for

:::::
TTL

:::::
cirrus,

::::::
which

:::
are

::::
more

:::::::::
consistent

::::
with

:::
the

:::::::
100 L�1

:::
that

:::
are

::::
here

::::::
found

::
in

::::::::::
subsidence

:::::::
regions.

::::
This

:::::
could

::::
hint

:
at
:::

an
:::::::::::::
overestimation

::
of

::::::
N5µm

i :::
by

:::::::::::::
DARDAR-LIM

::
at
:::::

these
:::::::::::
temperatures,

:::::::
possibly

:::::::
related

::
to

:::
the

::::
too

:::::
steep

:::::::
increase

::
of

::
the

::::::::::::
concentration

:::::::
towards

:::::
small

:::
ice

:::::::
crystals

:::::
noted

:::
for

::::
D0510

::
in

:::
Fig.

::
1
::::
and

::
2.

::::::::
However,

::
it
::

is
:::::::

difficult
::::::

based
::
on

::::
Fig.

::
7
::
to

:::::::::
disentangle

:::
the

::::::::::::
contributions

::::
from

::::::::
different

:::::
cloud

:::::
types

::
or

::::::::::::
meteorological

:::::::::
conditions

::
to

:::
Ni,:::::

which
::::::
would

::
be

:::::::
required

::
to

:::::::
properly

:::::::
compare

:::::
these

:::
Ni:::::::::::

climatologies
:::

to
::::::
specific

:::
in

:::
situ

::::::::::::
measurements.

::::
This

:::::
point

::::
will

:::
be

::::::
further

::::::::
discussed

:::
in

:::
part15

:::
two.

:

There is also a strong Tc relationship in orographic re-
gions, but it is prominent at warmer temperatures, with a
large increase in N5µm

i being observed in the Himalayas,
the Rockies, Southern Andes and the Antarctic Peninsula,20

as well as the edge of the East Antarctic icesheet
::
ice

::::
sheet

:
(Fig. 7(a,d)). These higher N5µm

i values are typically
found in the mid-latitudes, where higher windspeeds provide
stronger orographic uplifts (Gryspeerdt et al., 2018a). Conse-
quently, such features are less likely in the tropics, where the25

atmosphere is barotropic. This is for instance clearly noted in
the Andes, where no high N5µm

i values appear at the northern
end.

::::::
Similar

:::::::
features

:::
are

:::::
seen

::
in

:::
the

:::::::::::
distributions

::
of

:::::::
N25µm

i ,

::::
with

:::::::
absolute

:::::
values

::::
that

:::
are

:::::
about

::::
50%

:::::::
smaller

::::
than

:::::
N5µm

i . 30

::::::::
Maximum

:::::::
N25µm

i ::::::
values,

::::::
found

::
at
::::

low
:::

Tc:::
in

:::
the

::::::
tropics

::
or

::
in

:::::::::
orographic

:::::::
regions,

:::
are

::::::::
therefore

:::
of

:::::
about

:::::::
100 L�1.

::
It

:
is
:::::::::

reminded
::::
that

::::::
N25µm

i ::
is

::::::::
relatively

::::::
robust

:::
to

::::
PSD

:::::
shape

::::::::::
assumptions

::::
(see

::::
sec.

::::
A3)

::::
and

::::
was

::::::
found

:::
to

:::::
agree

::::
well

::::
with

::
in

:::
situ

:::::::::::::
measurements

:::
for

:::::::::
Tc < -60°C.

::::::::
Another

::::::
notable 35

::::::::
difference

::::
with

:::::
N5µm

i ::
is
:::
the

::::::
weaker

::::::::::
temperature

::::::::::
dependence

::
of

::::::
N25µm

i ::::::
below

::::::
-50°C,

::::::::::
particularly

::
in

:::::::::
convective

:::::::
regions.

::::
This

::::
could

:::
be

:::
due

::
to

:::
ice

::::::
crystals

::::::
larger

:::
than

::::::
25µm

:::::
being

:::
less

::::::
directly

::::::
related

::
to

::::::::::::
homogeneous

:::::::
freezing

::::::
events.

The spatial distribution of the N100µm
i shown in 40

Fig. 7(b
:
c,a-e) is noticeably different, with a significantly re-

duced N100µm
i at lower temperatures. This might be expected

through the reduced efficiency of the aggregation and deposi-
tion processes needed to generate larger crystals at colder Tc,
along with the size-sorting of ice crystals in cirrus clouds. At 45

all the temperatures examined, higher N100µm
i values are ob-

served in convective regions, where updraughts are sufficient
to transport large particles to the upper troposphere, but also
where high N5µm

i :::
and

::::::
N25µm

i :
at colder temperatures subse-

quently lead to high N100µm
i as the clouds mature. 50

These spatial distributions agree with recent studies
showing the distribution of nucleation rates and

:::
The

:::::::
seasonal

:::::::::
variability

::
of

:::
Ni ::::::

spatial
::::::::::
distributions

:::
in

:::
the

:::
-60

::
to

:::::
-50°C

:::
bin

::
is

::::::
shown

::
in

::::
Fig.

::
8.

::::::
Strong

::::::::
variations

:::
are

:::::
found

::
in

::
the

::::::
tropics

::::
and

:::::
along

:::
the

:::::
ITCZ,

::::::
where

::::
large

:::::
cloud

::::::::
structures 55

::
are

:::::::::::
convectively

::::::
driven.

:::::
High

:
Ni based on global modeling

(e.g. Gasparini and Lohmann, 2016; Barahona et al., 2017)
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Figure 8.
:::::
Spatial

:::::::::
distribution

::
in
::::::

N5µm
i ,

:::::::
N25µm

i :::
and

:::::::
N100µm

i

::::::
between

:::
-60

:::
and

:::::
-50°C

:
,
:::::
during

:::::::
northern

:::::::::
hemisphere

:::::
winter

::::
(DJF;

::::
a-b,a)

:::
and

::::::
summer

:::::
(JJA;

::::
a-b,b)

:::::::
seasons.

, although detailed comparisons are out of the scope of
this study.

:::::
values

::::
are

:::::
noted

::
in

:::::
these

::::::
regions

::::::
during

:::::::
summer

:::::::
seasons,

::::::::
therefore

:::::::::::::
strengthening

:::::
their

::::
link

:::
to
::::::::

freezing
:::::
events

:::::::::
associated

:::::
with

:::::
deep

:::::::::
convective

::::::::::
structures.

:::::
These

:::::
values

::::::::
typically

::::::::
decrease

::
by

::
a
:::::
factor

:::
of

:::
2-3

::::::
during

::::::
winter5

:::::::
seasons.

::::::::
Inversely,

::::::
N5µm

i ::::
and

:::::::
N25µm

i ::
in

::::
the

::::::::::
mid-latitude

:::::
storm

::::::
tracks

::::
and

::::::::::
orographic

:::::::
regions

::::
are

::::::
found

:::
to

:::
be

:::::
higher

::::::
during

::::::
winter

:::::::
months,

:::::::::
consistent

::::
with

::::::::
stronger

:::
jets

::::::::::::::::::::
(Gryspeerdt et al., 2018a)

:
.

:::::::::::
Comparisons

::
of

::::::
these

::::::
results

:::::
with

::::::
recent

:::::::
findings

:::
by10

::::::::::::::::::::::
Mitchell et al. (2016, 2018)

:::::
based

:::
on

::::::::::::::
thermal-infrared

::::
and

::::
lidar

::::::::::::
measurements

:::::
show

:::::
good

::::::::::
consistency

::
in

::::::::::
mid-latitude

::::::
regions

:::::::::
(increases

::
in

::::::::::
orographic

:::
and

::::::
storm

:::::
track

:::::::
regions).

:::::
Lower

::::::::
absolute

:::
Ni::::::

values
::::

are
::::::
found

:::::
here,

:::::::
possibly

::::
due

::
to

:::
the

::::
use

::
of
::

a
::::::

Dmin :::::::::
threshold.

:::::
These

::::
two

:::::::
studies

::::
also15

::::::
identify

::
a
::::::

strong
::::::::

decrease
:::

of
:::
Ni:::

in
:::
the

:::::::
tropics

:::::::
between

:::::
-55°C

:::
and

::::::
-45°C

:::
that

:::
do

:::
not

::::::
clearly

::::::
appear

::
in

::::
Fig.

:::::::
7(a,c-d).

:
A
::::::::

possible
:::::::::::

explanation
:::

for
:::::

this
:::::
could

::::
be

:::
the

::::::::
different

::::
cloud

:::::::::
sampling

::::::::
between

::::
the

:::::
two

::::::::
methods.

::::::
Lidar

::::
and

:::::::::::::
thermal-infrared

:::::::::::::
measurements

::::::
indeed

:::::
only

::::::::
provide

:::
the20

::::::::::::
concentrations

::
of

::::
thin

::::::
cirrus

::
or

::
at
:::::::::

cloud-top
:::::
found

:::
at

:::
this

::::::::::
temperature

:::::
range,

:::::::
whereas

::::
Fig.

::
7
::::
also

::::::::
indicates

:::
Ni :::::

within
::::
deep

:::::::::
convective

::::::
clouds,

::::::
where

::::
high

::::::
values

:::
can

:::
be

:::::::
expected

:::::::::::::::::
(Paukert et al., 2017).

::::::
More

:::::::::
consistent

::::::::::::
comparisons

::::
with

::::
these

::::::
studies

::::::
would

::::::::
therefore

::::::
require

:::
to

::::
look

::
at

:::
the

::::::
spatial25

::::::::::
distributions

::
of

::::::::::::::
DARDAR-LIM

::
Ni::

at
:::::
cloud

::::
top.

::::::
These

:::
will

::
be

:::::::
analysed

::
in
::::
part

::::
two.

:
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Figure 9. Zonal profiles of N5µm
i (a,a-b)

:
,
::::::
N25µm

i ::::::
(b,a-b)

:
and

N100µm
i (b

:
c,a-b), during northern hemisphere winter (

::::
DJF; a-b,a)

and summer (
:::
JJA;

:
a-b,b) seasons.

:::
The

:::::
-40°C

:::::
isoline

::
is

:::::
shown

::
as

:
a

:::::
dashed

::::
black

::::
line.

6.2 Zonal profile distributions

Subsets of zonal profiles distributions of N5µm
i :

,
::::::
N25µm

i

and N100µm
i corresponding to the northern hemisphere 30

winter (DJF) and summer (JJA) seasons are presented in
Fig. 9(a,a-b).

:
.
::::::::::::
Corresponding

::::::
pixels

:::::
counts

:::
are

::::::::
provided

::
in

:::
Fig.

:::
S9.

:

As with the global maps in Fig. 7(a, a-e), a strong increase
in N5µm

i :
,
::
a

::::::::::
dependency

::::::::
between

:::
Ni ::

and
::::

the
::::::::::
temperature 35

:
is
:::::::::

observed.
::
It

:
is observed at Tc decreases. However, it is

clear from these zonal plots that this relationship is not lin-
ear, as a strong increase in N5µm

i is observed around the
Tc =

:::
and

::::::
N25µm

i :::::
nearly

::::::
double

::::
their

::::::
values

::::
upon

:::::::
crossing

:::
the

-40°C isotherm
:::::
isoline

:
(dashed line). Because homogeneous 40

nucleation rates become significant at colder temperatures
(Koop et al., 2000), this suggests that the N5µm

i at temper-
atures colder than -40°C is strongly influenced by homo-
geneous nucleation processes. This

:::::::
freezing.

::::
The

:
increase

in N5µm
i is particularly strong in the tropics, where strong 45

convective updraughts may be able to generate the high su-
persaturations required for homogeneous nucleation. In the
mid-latitudes, the temperature dependence is stronger in the
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winter hemisphere. This may indicate the role of seasonal
variations in cloud or aerosol types, a subject that will be
explored in more detail in part two

:
It
::
is

::::
also

:::::::
observed

::::
that

::::::
N25µm

i ,
:::
and

:::::
N5µm

i ::
to
::
a

:::::
lesser

:::::
extent,

:::::::
decrease

::
at

::::
very

::::
low

:::::::::::
temperatures

:::::::
towards

:::
the

::::::::::
tropopause.5

::::
This

:::::
could

::::::::
indicate

:::::
lower

:::::::
N25µm

i ::::
and

:::::::
N100µm

i :::
at

:::::
cloud

:::
top,

::::
but

::::::
should

:::
be

::::::::
carefully

::::::::::
considered

::::
due

:::
to

:::
the

::::
low

::::::::
statistical

::::::::::
significance

::
of

::::::::
retrievals

:::
in

:::
the

::::
high

::::::::::
troposphere

:::
(see

::::
Fig.

::::
S9).

::::
This

::::::
feature

:::
also

:::::::
appears

::
in

:::::::::
convective

::::::
regions

:::
and

:::::
could

::::
hint

:::
at

:::::
lower

:::
Ni:::

in
:::::

very
::::
cold

:::::
TTL

:::::
cirrus

:::
by10

:::::::::
comparison

:::
to

::::
the

::::
high

:::::::
values

:::::
found

:::::::
within

:::::::::
convective

::::::::
structures

:::::
below

:::
the

:::::::
freezing

:::::
level. It can also be noted that

::
the

:::::::
vertical

::::::::
structure

:::
of

:
N5µm

i :::
and

:::::::
N25µm

i ::::::::
observed

::::
here

::
in

:::
the

::::::
tropics

::
is

:::::::::
consistent

::::
with

::::::
recent

:::::::::
simulations

:::
of

::::
deep

::::::::
convective

::::::
clouds

:::
by

:::::::::::::::::
Paukert et al. (2017).

:::::::
Finally,

:
it
::::::

should15

::
be

:::::::::
mentioned

::::
that

:::
the

::::::
N5µm

i :
values of about 150 L�1 are

observed above 12 km over the Antarctic
::::::::
Antarctica

:
during

the winter season , possibly related to the presence of polar
stratospheric clouds (Noel et al., 2008)

::
are

::::::
highly

::::::::
uncertain

:::
due

::
to

:::::
likely

::::::
issues

::
in

:::
the

:::::
cloud

:::::
mask

::::
and

::::::::
retrievals

::
in

:::
this20

:::::
region.

Consistent with the global maps in Fig. 7(b
:
c,a-e), there is

a strong decrease in N100µm
i with decreasing temperature.

This temperature dependence is much stronger for Tc < -
40°C, becoming much weaker at warmer temperatures. De-25

spite being lower than N5µm
i , at warmer temperatures, the

N5µm
i ::::::

N100µm
i reaches values higher than 20 L�1, such that

large crystals comprise a significant fraction of the total
N5µm

i (50-100 L�1).
:::
The

::::::::::
temperature

:::::::::::
dependence

::::
will

::
be

:::::
further

::::::::::
investigated

:::
in

:::
part

::
2.

:
30

7 Summary and conclusions

A novel approach to estimate Ni from combined CALIPSO-
CloudSat measurements, called DARDAR-LIM, is here pre-
sented and evaluated against in situ measurements and in the
context of a case study and a preliminary climatological anal-35

ysis.
Based on over

::::
about

:
40 000 PSD measurements from five

recent in situ campaigns, it is demonstrated that Ni can be
predicted by constraining the moments of normalized PSDs
using �ext and Ze measurements. The D05 parameteriza-40

tion appears capable of predicting reasonably well the mea-
sured concentration of particles from different minimum size
thresholds and for ice clouds with Tc spanning from -90 to
-30°C, demonstrating good predictions of N5µm

i :
,
::::::
N25µm

i and
N100µm

i (Fig. 2). A possible bias in N5µm
i :::

and
::::::
N25µm

i :
predic-45

tions is nevertheless noted when Tc & -50°C and is explained
by a misrepresentation in D05 of the bi-modality observed in
the measured PSDs (Fig. ??-??).

::
1).

::
A

:::::
slight

::::::::::::
overestimation

::
of

:::::
N5µm

i :::
by

:::::
D05,

:::
by

::
a
::::::

factor
::::
less

::::
than

:::
2,

::
is

::::
also

:::::
noted

::::
when

::::::::::
Tc < -60°C

::::
due

::
to

:::
its

:::
too

:::::
steep

::::::::::::
representation

::
of

:::
the50

:::::::::::
concentration

::
in

::::::::
particles

::::::
smaller

::::
than

:::::::
25µm.

::::::
N25µm

i ::::
does

:::
not

::::
seem

:::::::::::
significantly

::::::::
impacted,

::
as

::
it

:
is
::::
less

:::::::
sensitive

::
to

::::
PSD

:::::
shape

::::::::::
assumptions

::::
(Sec.

:::::
A3).

Following these results, it is verified that Ni esti-
mates inferred from IWC and N⇤

0 retrievals of DARDAR, 55

which uses D05, are also in good agreement with the in
situ measuremens

:::::::::::
measurements

:
from co-incident flights

(Fig. ??
:
3-4). These comparisons further demonstrate the

::::
Good

::::::::::
agreements

:::
are

::::::::
observed

:::::::
between

:::::::::::::
DARDAR-LIM

:::
and

:::::::::
co-incident

::::
D05

:::::::::
predictions

::::::
based

::
on

:::
the

::::::::::
co-incident

::
in

:::
situ 60

::::::::::::
measurements,

::::
thus

::::::::::::
demonstrating

:::
the

:
sufficient sensitivity

in �ext and Ze to constrain Ni. It is also observed that
similarly good agreements are found in

::::::::
Observed

:::::::::
differences

:::::::
between

:::::::::::::
DARDAR-LIM

::::
and

:::
the

::
in

::::
situ

::::
data

:::
are

::::::::
consistent

::::
with

:::
the

:::::::::::::
aforementioned

:::::::::::
expectations

:::
and

:::
are

:::::::::
explained

::
by 65

::::::
limited

::::
PSD

::::::
shape

::::::::::
assumptions

:::
in

::::
D05.

::
It
::::

was
::::::

noted
:::
that

lidar-only and lidar-radar conditions, while more statistics
are required to draw strong conclusions for

:::::::
estimates

:::
of

::
Ni

::
are

::::::::
possible

::::::::
because,

::::::
despite

:::::
being

::::::::::
associated

::::
with

:::::
fewer

:::::::::::
observational

:::::::::
constraints,

::::
they

::::::::::
correspond

::
to

:::::
PSDs

:::::::
observed 70

:
at
:::::
cloud

:::
top

::
or

::
in
::::
thin

:::::
cirrus

:::
that

::::
tend

::
to
::::::
follow

:
a
::::::::::
monomodal

:::::
shape.

::::
Due

::
to

:::
the

:::::
strong

::::::::::
bi-modality

::
of

:::::
PSDs

::::::::
associated

::::
with

radar-only condition.
::::::::
retrievals,

::::::::::::
corresponding

::::::::
estimates

::
of

:::::
N5µm

i ::::
and

::::::
N25µm

i :::
are

:::::
more

::::::::
difficult.

:::::::
Finally,

::
it

::::::
should

::
be

::::
noted

::::
that

::::::
these

:::::::
analyses

:::
of

::::::::::
co-incident

::::::
flights

::::
are

::::
only 75

:::::
based

::
on

:::::
2D-S

:::::::::::::
measurements,

::::::
which

:::
can

:::
be

::::::::
uncertain

:::
for

::::
sizes

::::::::
between

::
5
::::

and
:::::::

25µm.
:::::
More

:::
in

::::
situ

:::::::::::
comparisons

:::
will

::::::::
therefore

:::
be

::::::::
necessary

:::
to

::::::
further

:::::::
evaluate

::::::
N5µm

i ::::
from

:::::::::::::
DARDAR-LIM.

:

Reasonable physical consistency is also found in the verti- 80

cal distribution of Ni estimates analysed along a short orbital
track in the context of a case study representative of an oc-
cluded frontal system. Strong N5µm

i increases are observed

:::
and

::::::
N25µm

i :::
are

:::::
found

::
to

:::::::
increase

:
below -40°C (Fig. 6(e

:::
f-g)),

in conformity with higher homogeneous nucleation rates. 85

Large N100µm
i values are found deeper in thick cloud lay-

ers. As expected, very good consistency is observed between
estimates obtained in lidar-only, radar-only and lidar-radar
conditions. Based on a quantitative analysis of the trajectory
of two air masses, it is observed that regions that are sub- 90

ject to stronger updraughts and therefore supplied moisture
show peaks in N5µm

i , whereas regions representative of ma-
ture cloud parcels do not. Direct comparisons to aircraft mea-
surements that are co-incident with the satellite track again
confirm that DARDAR-LIM reproduces well the overall val- 95

ues and spatial variability measured in situ(Fig. ??). .
:

Finally, global distributions of N5µm
i and N100µm

i are anal-
ysed on the basis of a 10-year climatology (Fig. 7-9). An
overall increase of N5µm

i with decreasing temperature is
observed but its rate is regionally dependent. A global in- 100

crease is observed as Tc reaches -40°C, consistent with a
strong temperature dependency of the homogeneous nucle-
ation rate. However, steep increases when Tc < -50°C are
only observed in regions where uplifts are sustained by con-
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vection or orography, in agreement with expectations of high
sensitivity of the Ni to updraughts.

The lidar-radar Ni estimates introduced in this study thus
constitute a first and very encouraging basis to provide global
observational constraints of this quantity, which open the5

door to a better understanding of cloud processes and their
evaluation in climate and numerical weather prediction mod-
els. Improvements of the method remain necessary to reduce
the uncertainties related to these Ni estimates. In particular,
the use of a PSD parameterization that is better fitted to re-10

trieving Ni (i. e. with .
:::::
This

:::::::
includes a better representation

of bi-modality ) should be implemented
:::
and

:::::::
possibly

::
a

:::
less

::::
steep

:::::::
increase

:::
of

:::
the

:::::::::::
concentration

::
in

:::::
small

::::::::
particles

::
at

:::
low

::::::::::
temperatures. Further comparisons to in situ measurements
as well as modeling are also intended to continue to evalu-15

ation of this new Ni product. A detailed investigation of the
controls on Ni based on the DARDAR-LIM dataset is pre-
sented in part two of this series.

Appendix A:
::::::::
Expected

:::::::::::
uncertainties

::::
and

::::::::::
limitations

A1
::
Ni::::::

under
:::::
lidar-

::::
and

::::::::::
radar-only

:::::::::
conditions20

:::
The

::::::::::::
simultaneous

::::
use

:::
of

:::::
lidar

::::
and

::::::
radar

:::::::::::
observations

:::::
makes

:::::::::
DARDAR

::::::::
sensitive

::
to

::
a

::::
wide

::::::
variety

:::
of

:::
ice

::::::
clouds,

::::
with

:::::
IWPs

::::::::
spanning

:::::
from

:::::
about

::::::::::
0.01 g.m�2

:::
to

::::::::
5 kg.m�2

:::::::::::::::::::
(Sourdeval et al., 2016).

::::::::::::
Nevertheless,

::
it

::::::
should

:::
be

::::
kept

::
in

::::
mind

::::
that

:::
the

:::::::::
information

::::::::
provided

::
by

:::::
these

::::
two

:::::::::
instruments25

::::
does

:::
not

:::::::
always

:::::::
overlap,

:::::::
leading

::
to

:::::
lidar-

::::
and

:::::::::
radar-only

::::::
regions

:::
in

:::
the

::::::::
vertical

:::::::
profiles

::::::
where

::::::
cloud

::::::
layers

:::
are

:::::::
optically

::::
very

::::
thin

::
or

::::::
thick,

::::::::::
respectively.

::::::
Fewer

:::::::::
constraints

::
are

:::::::
applied

:::
on

::::
D05

:::
in

:::
this

::::::
partial

:::
or

::::::::
complete

:::::::
absence

::
of

:::::::::
information

:::::
from

::::
one

:::::::::
instrument

::::
and

::
so

::::::::
retrievals

:::::
may

::
be30

::::
more

:::::::::
uncertain.

:::::
Under

:::::
such

::::::::::
conditions,

:::::::::
DARDAR

::::::
relies

:::
on

::
a
::::::

priori
:::::::::
information

::::::::
provided

:::
by

::
an

:::::::::
empirical

::::::
relation

::::::::
between

:::
N⇤

0,
↵ext :::

and
:::
the

:::::
layer

::::::::::
temperature

::
Tc:::::::::::::::::

(Hogan et al., 2006).
::::
This

::::::
relation

::
is

::::::
further

::::::::::
constrained

::
in

:::
the

::::::::
occurence

::
of

:::::::::
lidar-radar35

::::::::
conditions

::::::
within

:::
the

:::::
same

:::::::
column

::
to

:::::::
improve

:::
the

:::::::
physical

:::::::::
consistency

:::
of

:::
the

::
a

:::::
priori

:::::::::
constraints

::::::::::::
(Hogan, 2007).

::::
The

::::
exact

::::::
weight

:::
of

:::::
these

:::::::::
constraints

:::
on

:::::
lidar-

::::
and

:::::::::
radar-only

:::::::
retrievals

:::
is

:::::::::::
nevertheless

::::::::
difficult

::
to
::::::::

quantify
::::::

from
:::
the

:::::::::
operational

::::::::
products

::::
only.

::::
The

:::::::
number

:::
of

:::::::
iteration

::
is
::::
here40

::::
used

::
as

::
a
:::::
proxy

:::
to

:::::
avoid

::::
any

:::::
strong

:::::::::
influence

::
of

::
a
:::::
priori

::::::::::
assumptions

:::
on

:::
the

:::::::::
retrievals;

::::::
Cloud

::::::::
products

:::::::::
associated

::::
with

:::::::
niter < 2

:::
are

::::::::
excluded

::::
from

:::
this

::::::
study.

::::::::
Following

:::::
these

:::::::::::::
considerations,

::
it
::::
can

:::
be

:::::::
expected

::::
that

::::::::
DARDAR

:::::::::
retrievals

::::
are

:::::::
optimal

::::::
when

:::::
both

:::::
lidar

::::
and45

::::
radar

:::::::::::::
measurements

::::
are

:::::::::
available.

:::::::::
However,

:::::::::
predicting

::
the

::::::::::::
consequence

:::
of

:::::::::
lidar-only

:::
or

::::::::::
radar-only

:::::::::
conditions

::
on

:::
Ni::

is
::::

not
::::::

trivial.
:::::::::::

Reasonable
:::
Ni ::::::::

estimates
::::::

should
:::

be
:::::::
possible

::
in

:::::::::
lidar-only

:::::::
regions

:::
due

:::
to

:
�ext::::::

being
:::::::
sensitive

::
to

:::::
small

:::::::::
particules

:::
(to

:::::
M2),

::::::
which

:::::::
largely

:::::::::
contribute

::
to50

::
Ni::::::

(M0).
::::::

PSDs
:::::::::

observed
::
in
::::::::::

lidar-only
::::::::::
conditions,

:::
i.e.

::::::
towards

:::::::::
cloud-top,

::::
are

::::
also

::::::
likely

::
to

:::
be

:::::::::::
monomodal

:::
and

:::::::
therefore

::::::
easier

::
to

::::::::
represent

:::
for

:::::
D05.

:::::::::
Radar-only

::::::::
estimates

:::
may

:::
be

:::::
more

:::::::
difficult

::::
due

::
to

:::
Ze:::::

being
::::::
mainly

::::::::
sensitive

::
to

::::
large

::::::::
particles

:::
(to

:::::
M6)

:::
and

::::
will

::::::::
therefore

:::::::
depend

:::
on

:::
the 55

::::::::
capability

::
of

::::
D05

:::
to

:::::::::
extrapolate

:::
the

::::::::::::
concentration

::
in

:::::
small

:::::::
particles.

::::::
These

::::::::
questions

:::
will

:::
be

::::::::::
investigated

:::
and

::::::::
discussed

:::::::::
throughout

:::
the

:::::::::
manuscript

::::
(see

::
in

::::::::
particular

::::
Sec.

::::
4.2).

:

A2
:::::::::::
Propagation

::
of

:::::::::
DARDAR

::::::::::
operational

::::::
errors

:
A
:::::::::

qualitative
:::::::::
estimation

:::
of

:::
the

:::::
errors

:::::::
expected

:::
on

:::
Ni :::

can
::
be 60

:::::::
obtained

:::::
based

:::
on

:::
the

:::::::::::
uncertainties

::::::::
associated

::
to
:::::::::

DARDAR
::::
IWC

:::
and

:::
N⇤

0::::::::
retrievals.

:::::
These

:::::::
account

:::
for

::::::::::
instrumental

:::::
errors

:::
and

:::::::::::
uncertainties

:::::::
attached

::
to

::::::::::::
non-retrieved

:::::::::
parameters

::::
used

::
to

:::::::
simulate

::::
the

:::::
lidar

::::
and

:::::
radar

:::::::::::::
measurements.

:::
A

:::::
direct

::::::::::
propagation

::
of

:::::
these

::::::
errors

:::
on

:::
Ni::::

can
:::

be
:::::::

reached
:::::

from 65

::::::::::::::::::::::::::::::
�2
Ni

=
�

@Ni
@IWC

�2
�2
IWC +

⇣
@Ni
@N⇤

0

⌘2
�2
N⇤

0
.
:::::

The
::::::::
variances

:::::
�2
IWC

:::
and

::::
�2
N⇤

0 ::
are

::::::::
provided

::
in

:::::::::
DARDAR

:::
and

:::
the

:::::
partial

:::::::::
derivatives

:::
can

:::
be

::::::
solved

:::::
from

:::
the

:::::::::
equations

::::::::
provided

:::
in

::::
Sec.

::::
2.2.

:::
The

:::::::
relative

:::::::::::
uncertainties

::::
�Ni :

/
:::
Ni :::::::

typically
::::::::

increase
::::
from

::::
about

:::::
25%

:::
in

:::::::::
lidar-radar

:::::::::
conditions

:::
to

::::
50%

:::
in

::::::::
lidar-only 70

::
or

:::::::::
radar-only

::::
(see

:::::
Figure

::::
S2),

::::::
which

::::::::
confirms

::::::::::
expectations

::
of

:::::::::
lidar-radar

::::::::
estimates

:::::
being

:::::
more

::::::
precise

::::
due

::
to

::
a

:::::
higher

:::::::::
information

::::::::
content.

::::::::
However,

:::::
these

:::::::
numbers

:::::
only

::::::
provide

:::::
rough

::::::::
estimates

:::
of

::::
the

::::::
actual

:::::::::::
uncertainties

::::::::
expected

:::
on

::
Ni::

as
:::

no
::::::::

rigorous
:::::
errors

:::
are

::::::::::
associated

::::
with

:::::::::::
non-retrieved 75

:::::::::
parameters

::::
that

:::
are

::::::
critical

::::
for

::
its

:::::::::
accuracy.

:::
For

::::::::
instance,

::
the

::::::
errors

:::::::::
associated

::::
with

::::
PSD

:::::
shape

:::::::::::
assumptions

:::
are

::::
only

:::::::::
represented

:::
by

:::::
fixed

::::::
errors

:::
on

:
�ext::::

and
:::
Ze::::::::::

simulations
::::::
instead

::
of

:::::
being

::::::::
computed

::::
from

:::
the

:::::
exact

:::::::::
sensitivity

::
of

::::
these

:::::::::::
measurements

:::
to

::
↵

:::
and

::
�
:::

to
:::
the

::::::::::
atmospheric

:::::
state

::
at

::::
each 80

:::::::
iteration.

:

A3
::::::::
Influence

::
of
:::::
PSD

:::::
shape

:::::::::::
assumptions

:::
on

::
Ni

::::::::
Important

:::::::::::
uncertainties

:::
on

:::
Ni::::

can
:::

be
::::::::
expected

:::::
from

:::
the

:::::
choice

:::
of

::
↵
::::

and
::
�
:::

in
::::
Eq.

:::
(4).

:::::
The

::::::
former

:::::::::
parameter

::
is

::::::::
especially

::::::
critical

:::
as

::
it
:::::::
controls

::::
the

::::::::
steepness

:::
of

:::
the

::::
PSD 85

::::::
towards

::::::
small

:::::::
particles

::::
and

::::::::
strongly

:::::
varies

:::::::::
depending

:::
on

::
the

::::::::::
dominating

::::::::::
nucleation

::::::::
processes

::::::::::::::
(Mitchell, 1991).

::::
The

:::::::::::
normalization

::::::::
approach

:::
by

::::
D05

::::::
should

::
in

::::::::
principle

::::::
account

::
for

:::::
such

:::::::::
variations

:::
in

::::
the

::::
PSD

::::::
shape

:::
by

:::::::::
adjusting

:::
the

::::::
scaling

:::::::::
parameters

:::
N⇤

0::::
and

:::::
Dm,

:::
but

:::::
large

:::::::::
deviations

::::
from 90

::
the

::::::::
assumed

::
↵
:::::
value

::::
due

::
to

:::::::
unusual

:::::::::
conditions

::::::
could

:::
still

::::
have

:::::::::::
consequences

:::
on

:::::::::
subsequent

::
Ni:::::::::

estimates.
:::
For

:::::::
instance,

::
an

:::::::::::::
overestimation

:::
of

::
↵

:::::
(i.e.,

:
a
:::::

less
:::::::
negative

:::
↵)

:::
in

::::
D05

:::
will

::::
lead

::
to
:::

an
::::::::::::::
underestimation

::
of

:::
Ni.:::::

This
:::::
could

:::::
occur

::
in

::
the

::::::::
presence

:::
of

:::::
very

::::
high

::::::::::::
homogeneous

::::::::::
nucleation

::::
rates 95

::::
(e.g.,

::::::
related

::::::
strong

::::::::::
orographic

:::::::
updraft)

::::::
where

:::
↵

::
is

::::
very

:::::::
negative.

:::::::::::
Reciprocally,

:::
an

::::::::::::::
underestimation

::
of

::
↵

::
is

:::::::
possible

::
in

::::
case

::
of

::::::
highly

::::::::
dominant

::::::::::
aggregation

:::::::::
processes

::::
and

:::
will

:::
lead

:::
to

::
an

:::::::::::::
overestimation

::
of

:::
Ni.::::

The
:::::::::
variability

::
of

::
↵

:::
and

::
�

:::::::
between

::::::::
numerous

:::::::
airborne

:::::::::
campaigns

:::
has

::::
been

::::::::::
investigated 100

::
by

::::
D14

::
in

:::::
order

::
to
:::::::

propose
:::

an
:::::::
updated

:::::::
version

::
of

:::
the

::::
PSD

:::::::::::::
parameterization

::::
for

:::::
future

::::::::::
DARDAR

::::::::
versions.

:::::
Based

:::
on
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::
the

::::::
shape

::::::::::
parameters

::::::::
extracted

::
in
::::

this
::::::

study,
::
it
::::::

could
::
be

::::::::
estimated

::::
that

:::::::::::
uncertainties

::::::
within

:::::
about

::::
50%

::::::::
(usually

::
an

::::::::::::
overestimation)

::::
can

:::::::::
reasonably

:::
be

:::::::
expected

:::
on

::
Ni:::

as
:::::
results

::
of

::::::::
variations

::::
from

:::
the

::::
PSD

:::::
shape

::::::::
assumed

::
in

:::::::::
DARDAR

:::
(see

:::
Fig.

:::
S3

:::
for

:::::::
details).

:::::
Lower

:::::::::::
uncertainties

::::::
should

::::::::::
nevertheless5

::
be

::::::::
expected

::
if
::::

the
:::::
PSD

::
is

::::
not

:::
too

::::::
broad

::::
(i.e.,

:::
in

:::::
cases

:::::
where

:::::::::::
homogeneous

:::::::::
nucleation

::::::::::
dominates)

:::
and

::
if

::::
very

::::
small

:::::::
particles

:::
are

:::::::::
discarded

::::
by

::
a

::::
high

::::::::::
integration

:::::::::
threshold.

:::::::::::
Consequently,

:::::::
N25µm

i ::
is

::::
less

::::::::
sensitive

::
to

::::::
errors

::
on

:::
↵

:::
and

:
�
:::::

than
::::::
N5µm

i .
::::::
These

::::::::
numbers

::::::
remain

::::::::::
preliminary

:::
as

:::
the10

::::::
average

:::
N⇤

0::::
and

:::::
IWC

::::::
values

:::::
used

::::
here

::::
may

::::
not

:::
be

::::
fully

:::::::::::
representative

:::
of

::::
each

:::::::
couple

::
of

::
↵
::::

and
:::
�.

:::::::
Finally,

::
it

:::
can

::
be

:::::
noted

::::
that

::::
the

::::::::::
coefficients

:::::::
chosen

:::
by

::::
D14

::::
for

:::::
future

::::::::
DARDAR

:::::::::
versions,

:::::
noted

::::
“all

::::::::::::
(DARDAR)”

::
in
:::::

Fig.
:::
S3,

:::::
should

::::
lead

::
to

:::::::
smaller

:::::
N5µm

i :::
and

::::::
N25µm

i ::::::
values

:::
due

::
to
::
a
:::
less15

:::::::
negative

::
↵.

The DARDAR product was retrieved from the ICARE data
center.

Data availability. The DARDAR product was retrieved via the
ICARE data center (http://www.icare.univ-lille1.fr) and the MODIS20
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Active Archive Center (https://e4ftl01.cr.usgs.gov). All in situ data
is available through mission-based databases and can be accessed
after signing a data agreement. ACRIDICON-CHUVA and ML-
CIRRUS are available via the DLR HALO database (https://halo-25
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(https://espoarchive.nasa.gov).30
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Figure S2: The left figure shows relative errors on DARDAR-LIM Ni estimates obtained by propa-

gating the Gaussian standard-deviations on IWC and N
⇤
0 provided in DARDAR operational retrievals

(here based on 500 orbits; Jan-Feb 2008). The propagation method is mentioned in Sec. A2. These

errors are provided as function of Ni per temperature bins (color lines), minimum diameter threshold

bins for the Ni integration (rows; see Sec. 3.3), and instrumental conditions (columns; see Sec. A1).

To clearly identify the dominating errors under di↵erent temperature and instrumental conditions,

the right figure similarly indicates the distribution of Ni values in each panel.
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Figure S3: Analysis of the sensitivity of DARDAR-LIM Ni estimates to prior PSD shape assumptions

(↵ and � parameters in Eq. (4)). The top figure shows PSD predictions by the D05 parameterization

in 3 temperature bins. For each bin, representative N
⇤
0 and Dm values (indicated in the legend) have

been selected based on all in situ campaigns described in Sec. 3.2. The D05 PSD is shown in blue

and other colors correspond to PSDs computed using ↵ and � values extracted by Delanoë et al.

[2014, D14] from multiple in situ campaigns (see Table 4 of that study or figure below). Vertical

plain, dashed and dotted lines indicate the position of Dmin=5, 25 and 100µm, respectively. The

bottom figure indicates relative biases �Ni between predictions by D05 (NiD05) and the Ni obtained

from a wide range of ↵ (x-axis) and � (y-axis) values. Brown and blue color therefore indicate an

overestimation and underestimation of Ni by D05. Specific ↵ and � values from each campaign used

in D14 are indicated by various point shapes. D05 is represented by a black dot. �Ni is computed

for each selected Dmin threshold (rows; see Sec. 3.3) and per temperature bins (columns) similarly to

the top figures. The NiD05 values are indicated in each panel.3
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Figure S6: Similar to Fig. 4 of the paper, but the histograms are separated per instrumental conditions.

6



●●●●●●●●●●●●●●●●●●●●●●●●
●●●
●
●
●
●●●●●
●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●

●●●●
●●●
●●
●●
●●
●●
●●●
●●
●●
●●
●●
●●
●●
●●
●●●
●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●

●
●
●
●●●
●●●●●

a,a
●●●●●●●●●●●●●●●●●●●●●●●●

●●●
●
●
●
●●●●●
●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●

●●●●
●●●
●●
●●
●●
●●
●●●
●●
●●
●●
●●
●●
●●
●●
●●●
●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●

●
●
●
●●●
●●●●●

a,b

●●●●●●●●●●●●●●●●●●●●●●●●
●●●
●
●
●
●●●●●
●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●

●●●●
●●●
●●
●●
●●
●●
●●●
●●
●●
●●
●●
●●
●●
●●
●●●
●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●

●
●
●
●●●
●●●●●

b,a
●●●●●●●●●●●●●●●●●●●●●●●●

●●●
●
●
●
●●●●●
●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●

●●●●
●●●
●●
●●
●●
●●
●●●
●●
●●
●●
●●
●●
●●
●●
●●●
●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●

●
●
●
●●●
●●●●●

b,b

●●●●●●●●●●●●●●●●●●●●●●●●
●●●
●
●
●
●●●●●
●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●

●●●●
●●●
●●
●●
●●
●●
●●●
●●
●●
●●
●●
●●
●●
●●
●●●
●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●

●
●
●
●●●
●●●●●

b,a
●●●●●●●●●●●●●●●●●●●●●●●●

●●●
●
●
●
●●●●●
●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●

●●●●
●●●
●●
●●
●●
●●
●●●
●●
●●
●●
●●
●●
●●
●●
●●●
●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●

●
●
●
●●●
●●●●●

b,b

2D−S DARDAR−LIM (co−incidence)

8

9

10

11

8

9

10

11

19:45
 (4.6km)

19:50
 (8.7km)

19:55
 (2.4km)

20:00
 (2.8km)

20:05
 (2.4km)

20:10
 (8.4km)

19:45
 (4.6km)

19:50
 (8.7km)

19:55
 (2.4km)

20:00
 (2.8km)

20:05
 (2.4km)

20:10
 (8.4km)

8

9

10

11

Time 2D−S (UTC)

Al
tit

ud
e 

(k
m

)
Al

tit
ud

e 
(k

m
)

Al
tit

ud
e 

(k
m

)

0

100

200

300

400
Ni

5µm (#.L−1)

0

50

100

150
Ni

25µm (#.L−1)

0

10

20

30

40
Ni

100µm (#.L−1)

Lidar-only Radar-only Lidar-Radar

Figure S7: Ni measured by the 2D-S (first column) and retrieved by DARDAR-LIM (second column)

along a projection of the Learjet-25 track on the A-Train overpass, show in Fig. 5(a-b) and Fig. 6

of the paper. The Ni is provided as function of the aircraft flight time (x-axis), with the distance to

the satellite overpass track indicated in brackets. The overpass time (about 19:56 UTC) is shown by

a vertical green line. The color background indicates if the DARDAR-LIM Ni has been estimated

under lidar-only (black), radar-only (white) or lidar-radar (grey) conditions.
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Figure S8: Spatial distribution of the count of Ni retrievals by DARDAR-LIM per temperature bin,

corresponding to Fig. 7 of the paper.
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Figure S9: Spatial distribution of the count of Ni retrievals by DARDAR-LIM per temperature bin,

corresponding to Fig. 9 of the paper.
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