Response to Interactive Reviewer 1’s comments on “Microphysics of Summer
Clouds in Central West Antarctica Simulated by Polar WRF and AMPS” by Hines
et al.

Response to summary.

Perhaps it is important here to emphasize our motivation. The AMPS forecasts are widely
used in Antarctica and support operations — including aircraft flights — in this difficult and
extreme environment (Bromwich et al. 2005; Powers et al. 2009, 2012, Wille et al. 2017).
The weakness in representing clouds has been known for some time. A former member
of the Polar Meteorology Group at The Ohio State University did a Master’s Thesis that
looked at the representation of clouds in AMPS (Pon 2015). Also, we have plenty of
experience running Polar WRF in both hemispheres (e.g., Bromwich et al. 2013, 2018)
and this includes looking at the representations of clouds by Polar WRF in the Arctic
(Hines and Bromwich 2017). We are highly motivated to study how well AMPS is doing
in representing Antarctic clouds and how such forecasts might be improved. The recent
AWARE project (2015-2017) was an obvious opportunity enabling working with AMPS
cloud issues.

We took care to avoid overarching statements about how one of the newer microphysics
schemes was generally better than the others, since extensive testing would be required
make such general statements. The observations at WAIS Divide during December 2015-
January 2016 are not detailed enough to show comprehensive ice and liquid cloud
microphysics. In particular there is little direct measurement of cloud ice beyond generic
“cloud”. More extensive measurements are available at McMurdo. That site, however, is
strongly influence by the detailed topography of Ross Island, while WAIS Divide has
greater regional representativeness. We prefer to start with WAIS Divide for this reason.
Additional work will be done with the more detailed measurements at McMurdo, but we
believe we should be familiar with the characteristics of WAIS Divide first.

The existing combination of cloud and microphysics observations at WAIS Divide,
nevertheless, enable many comparisons of model to observations. Model biases in cloud
water, for example, can be expected to be revealed. Our results do show more liquid
simulated with some schemes, especially those that include elements of two-moment
microphysics. The expected impact of liquid water on radiation is demonstrated in the
simulation results.

We believe the comparison of the WSM5C microphysics schemes to the other schemes —
which we refer to as more advanced schemes — is well founded. The WSM5C
microphysics scheme is well-known in WRF modeling community to have difficulty
simulating supercooled liquid water. More generally, representing supercooled liquid
water is known to be difficult in numerical modeling studies. We have added the
reference of Morrison and Pinto (2006) in this regard. Hugh Morrison’s microphysics
scheme, which was developed with the Arctic in mind is relatively successful in
representing Arctic cloud water (Hines and Bromwich 2017 and references therein). This
is known in the polar climate modeling community. So we believe the comparison of the



WSM5C scheme — a one-moment microphysics scheme which is a relatively older
generation algorithm — to newer generation schemes is a reasonable thing to do.

AMPS is considering changing microphysics schemes for better cloud representation.
Other schemes, however, are more computationally expensive (Jordan Powers, personal
communication, 2018), so the cpu cost must be weighed versus the gain in results. Our
research is relevant to this decision.

We added some scatter plots for a different method of model vs. observation analysis
than shown in the original submission of the manuscript. The new figure is shown here.
In Fig. 4a, the negative temperature bias in AMPS is shown to be larger when the
observed temperature is above about -10°C. Thus, AMPS is unlikely to well represent
melting events. The error in longwave radiation shown in Fig. 4c is larger when the
observed longwave radiation larger than about 200 W m. That is AMPS is less accurate
at times when clouds are likely to be present. In contrast, Morrison, Thompson and P3
better treat cases when the observed longwave radiation is relatively large. The AMPS
error tends to be smaller with the longwave radiation is relatively small. That is, the error
tends to be smaller when cloudiness is small.

It was a good suggestion to recommend the use of simulator for remote sensing
observations, and we took this suggestion very seriously. So we obtained the CR-SIM
cloud resolving model radar simulator 3.2 from Brookhaven National Laboratory. This
includes software for representing MPL observations, and can produce cloud fraction
output. We thought this would be ideal for comparisons with the cloud fractions based
upon MPL. This simulator works with WRF output. It is designed for output from several
WRF microphysics schemes. Unfortunately, the simulator results proved to be
unworkable, and the MPL attenuation was not produced in the simulator output. As an
alternative, we reduced the vertical span of our vertical plots of cloud fraction. This
removes most of the height regions where the MPL observations were attenuation.
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Figure 4: Scatter plots of observed values (horizontal axis) and simulated results (vertical
axis) of 2 m temperature (°C) for (a) AMPS, WSM5C and WRF GFS and (b) Morrison,

and downwelling longwave radiation (W m'2) for ( ¢c) AMPS, WSM5C, and WRF GFS
and (d) Morrison, Thompson and P3. The dashed line shows the 1 to 1 line.

Detailed Comments:

Page 2 line 19-28, P3 15-6, P3110-11, P4 13, P4 111, P 511, P5 11-5, P 6 14-5, P6 122, P6
125, P6 128-29, P8 126, P10 111, P10 113, P12 114-15, P14 119-20, P15 11, P16 111 and
P17 129. The text has been modified to address these comments.

P3. 18. We have gone back and checked the Sibler et al. (2018) reference, and the
modified text is consistent with the reference.



P4 16-7. We were unable to connect this comment to any line in the first version of the
manuscript.

P4 6-9. The text has been rearranged based upon this comment.
P4, 112-14. The AWARE site locations are added to Figure 1b and 2b.

P 41129-31 and P14 126. Thank you for proving the most recent community viewpoint
on how the surface thermodynamic equation should be treated. First, we should provide
some background on our use of the “surface energy balance” for Table 3 and Figure 7b.
We had hoped to use the measurements of the conductive flux in the ice pack at WAIS
Divide. Unfortunately, instrument errors resulted measurements of unacceptable quality.
Previously, Nicolas et al. (2017) produced alternative estimates of the conductive flux by
assuming a balance of terms, then solving for the “ground” term. This work was
presented in the work published in refereed journal Nature Communications. The storage
term could, of course, be large instantaneously, but should have a relatively small value
when averaged over time compared to other terms in the thermodynamic equation. We
think then this method provides a reasonable estimate of the conductive flux, given that
quality direct measurements were unavailable. Again, these are previously published
numbers.

P5 19-12. To compensate for the attenuation of the lidar signal by hydrometers, we have
added the lidar simulator from the CR-SIM Cloud Resolving Model (CRM) Radar
Simulator version 3.2 to comparison between model-simulated hydrometers and remote
sensing observations at WAIS Divide. This simulator is configured for WRF model
output.

P5 131. A reference is added for Tjernstrom et al. (2014).
P6 11-2 and P6 16-13. The text has been rearranged based upon these comments.

Page 6 111. We added information on the levels. The lowest levels are at 10, 37, 73, and
119 m.

P6 114. The smaller domains shown in Fig. 1a are nested domains. Thus, they are
“forced” by the larger domains. We have modified the text slightly.

P6 119. It was not possible to equalize all settings between AMPS and the Polar WRF
3.9.1 simulations. This was an important reason for the inclusion of the WSM5C
simulation, since it would have the same microphysics scheme as AMPS, yet have the
same settings, except for the microphysics scheme, as the Morrison, Thompson, and P3
simulations. Since we ultimately wished to compare our results to the observations at
WAIS Divide, it was desirable to have a good framework for our comparison. We used
the PBL scheme that we thought would give the best results. The addition of new



simulation WRF GFS, discussed later, helps to bridge the gap between AMPS and
WSMS5C.

P6 119-22. Large-scale data assimilation seeks to include many observations to set the
analysis field. This may result in a smoothing of fields. Mesoscale data assimilation seeks
to include mesoscale structures in the resulting field. So the goals of global data
assimilation and mesoscale data assimilation are different. The risk/reward calculations
are different. Mesoscale data assimilation tends to be more dependent on individual
observations, as the goal is to represent fine features. An individual observation can
influence both the global analysis field and the mesoscale data field derived in part from
the global analysis field. In that sense the observation is “double dipping” but this is not
an error. The key here is that data assimilation on different scales has different goals.

P6 124-26. The AMPS source for sea ice fraction is now shown in the revised manuscript.
P8 114. A reference is added for Cooper (1986).

P8 118. Apparently, there is not a consensus as to the descriptions “Western Arctic” and
“Eastern Arctic”. We have changed the description of location of ASCOS in the revised
manuscript.

P8 130-31. The terminology “water friendly” and “ice friendly” is taken from the
publication Thompson and Eidhammer (2014). We have had previous extensive
discussions with Greg Thompson about this scheme. The wording has been changed in
the revised manuscript.

P8 I8- P9 16. We have added some words in section 3.2 on the differences between
microphysics schemes.

P9 114-21. The text has been rearranged based upon this comment.

P9 121. We have checked and found no nudging is done in AMPS. There was some
confusion in the preparation of the original manuscript because of a presentation by a
former graduate student at Ohio State on the positive impact of “grid nudging” in WRF
Antarctic forecasts that was inspired by AMPS forecasts. The manuscript has been
changed to avoid confusion.

P9 123-26. Please see the response to the summary explaining the importance of AMPS.
We have added a simulation “WRF GFS” with the WSM5C microphysics and the GFS
final analysis providing the initial and boundary conditions. We believe this helps to
bridge the gap between the AMPS results, driven by the GFS forecast fields and the
WSM5C simulation with Polar WRF 3.9.1 and driven by ERA-Interim.

P10 I5. It was not our intent to re-demonstrate in detail the West Antarctic warming
discussed in the published paper Nicolas et al. (2017). The use of the word
“demonstrated” in the original manuscript was unfortunate. The text has been changed.



We will take care in the submission of the final figures for quality and visibility.
Unfortunately, the small size of figures in the first version limited visibility.

P10 119-25. Yes, the difference between the simulations Morrison, Thompson and P3 is
relatively small. No definitive claim can be made of superiority between these schemes.
That could imply the fine detail differences between these more recent schemes has
relatively small impact on the simulation results.

As to the WSM5C scheme, the addition of the new WRF GFS simulation helps. It has the
same microphysics scheme as the WSM5C scheme, however it uses the GFS final
analysis for initial and boundary conditions. This is not exactly the same as the GFS
forecast used by AMPS (the final analysis is not available at forecast time, and AMPS is
run prognostically). However, the GFS final analysis uses the same forecast system as the
GFS forecasts. The simulations with the WSM5C scheme consistently produce too little
cloud liquid, whether GFS or ERA-Interim is used for the initial and boundary
conditions. Correspondingly, downwelling shortwave simulation is excessive and there is
a deficit in downwelling longwave radiation. This is consistent with the experience of
mesoscale modellers in the Arctic. The reference, Morrison and Pinto (2006), now used
in the revised version, mentions that simulating supercooled liquid water is a known
difficulty in the polar regions. Hugh Morrison’s double-moment scheme has been known
simulate supercooled water relatively well in multiple Arctic studies (several references
are given in our earlier paper Hines and Bromwich 2017). In the present work, the three
more recent microphysics schemes produce more liquid water, and have greater cloud
forcing.

P11 1-6. The 2-m air temperature is close to the skin temperature, and the skin
temperature is used for upwards longwave radiation at the surface and the calculation of
conductive flux in the snowpack by the WRF Noah land surface model. So this
temperature is important for the surface energy terms and the interaction therein.
Therefore we choose to show the 2-m temperature in this paper. The 2-m temperature is
also a widely-measured quantity, and at the height or near the height at which many other
near-surface variables are measured.

Now, the surface boundary layer is of interest for the AWARE project, but our interest in
this paper is the clouds and the related radiation. So we prefer not to divert attention away
from the clouds and radiation by additional analysis of the boundary layer in this paper.
We may look in greater detail at the boundary layer in our near-future AWARE work.
This will probably involve the McMurdo observations that are more detailed than the
WAIS divide observations.

The words have been changed about the description of biases in response to this
comment. “Negative bias” and “positive bias” are now used in the text, and “cold bias” is
less used in the revised manuscript.

P11 119. The sentence is removed.



P11 130-21. We change the explanation of how we determine the statistical significance.

P12 19-20 & 122-24. Perhaps it’s understandable how discussion of the statistical
significance of results for specific hours of the day versus that for all times could be
confusing. We now mention in the text that Table 3 shows the biases for all times (rather
than the bias for a specific time of day). It is easier to meet the criteria for statistical
significance for all times, rather than for a specific time of day when the sample size is
reduced.

P13 129- P14 114. We rearranged the discussion of the earlier satellite data studies in
response to this comment.

P17 13-4. Took this comment with high interest and sought to add CR-SIM Cloud
Resolving Model (CRM) Radar Simulator version 3.2 to our comparison between model-
simulated hydrometers and remote sensing observations at WAIS Divide. This simulator
is configured for WRF model output.

P17 121-22. We removed the sentence.

P17 124-33. We removed some of the previous text. We added the sentence, “Similar to
the profile displayed in Fig. 13a, the observations show a more shallow peak in the lower
troposphere than in the simulations. (Fig. 14a).” The figure numbers in this reply are
based upon the original submission of the manuscript.



Response to Interactive Reviewer 2’s comments on “Microphysics of Summer
Clouds in Central West Antarctica Simulated by Polar WRF and AMPS” by Hines
et al.

Response to General Comments

Thank you for these comments. We have changed the wording describing the
microphysics schemes. We might add though that we believe our previous words are not
“promotional” as much as they are accurate descriptions of the current thought in the
cloud modelling community. The one-moment WSM5C scheme represents an older
approach to cloud modeling with a prognostic treatment of several hydrometers in terms
of the mixing ratio, while the other schemes are from more recent generations of cloud
modelling and include elements of two-moment microphysics schemes. Thus, the newer
schemes predict both the mixing ratio and some measure of the cloud size distribution.
Accordingly, they allow for a greater degree of freedom in the cloud hydrometers. We
have had extensive discussions with Hugh Morrison and Greg Thompson on these
microphysics schemes.

Here is some text we included from the discussion with Reviewer 1:

We believe the comparison of the WSM5C microphysics schemes to the other schemes —
which we refer to as more advanced schemes — is well founded. The WSM5C
microphysics scheme is well-known in WRF modeling community to have difficulty
simulating supercooled liquid water. More generally, representing supercooled liquid
water is known to be difficult in numerical modeling studies. We have added the
reference of Morrison and Pinto (2006) in this regard. Hugh Morrison’s microphysics
scheme, which was developed with the Arctic in mind is relatively successful in
representing Arctic cloud water (Hines and Bromwich 2017 and references therein). This
is known in the polar climate modeling community. So we believe the comparison of the
WSM5C scheme — a one-moment microphysics scheme which is a relatively older
generation algorithm — to newer generation schemes is a reasonable thing to do.

AMPS is considering changing microphysics schemes for better cloud representation.
Other schemes, however, are more computationally expensive (Jordan Powers, personal
communication, 2018), so the cpu cost must be weighed versus the gain in results. Our
research is relevant to this decision.

Since the role of the different boundary conditions and initial conditions has been
discussed by both reviewers, we added analysis of a simulation with WSM5C
microphysics scheme that has forcing by the GFS final analysis rather than ERA-Interim.
The new simulation is called WRF GFS. The results of this simulation show a2 m
temperature cold bias (-1.5 °C) similar to that of AMPS (-1.6 °C). The longwave and
shortwave radiation for WRF GFS have biases of the same sign and slightly larger
magnitude than those of WSM5C simulation. For longwave, the bias for WSM5C is -14.8
W m2and -17.0 W m™ for WRF GFS. The results of the new simulation supports the



conclusion that the WSM5C microphysics has biases in the representation of clouds
leading to too much downwelling shortwave and too little downwelling longwave
radiation at the surface of West Antarctica.

We have done what we could to improve the figures. We recognize that the reduction in
size to the manuscript specifications in the initial submission reduces the visibility of
figures. We have attached selected larger figures to this response. We will see to it that
high quality figures are sent to the journal for final publication.

Observations of clouds by surface observers or by remote sensing techniques differentiate
between “cloud fraction” and “cloud frequency”. For comparison to the model, the
distinction is not so important since model cloud fraction tends to be zero or one (either
by the vertically-integrated hydrometer method taken from Fogt and Bromwich [2008] or
by a local threshold value set at a hydrometer mixing ratio of 10°). We have sought to
make the manuscript more clear on this point.

Specific Comments:

Page 2, Line 8, Page 3, Line 29, Page 4, Line 10, Page 5 Line 13, Page 7 Line 18,
Page 8 Line 18, Page 11 Line 4, Page 11 Line 30-35, Page 12 Line 14 and Page 12
Line 26. The text has been modified to address these comments.

Page 3, Line 30, Page 15, Line 6 and Page 19, Line 5-11. The text has been rearranged
based upon these comments.

Page 4, Line 12. The field site locations are added to Figures 1b and 2b.

Page 13, Line 12. The new simulation WRF GFS helps here in that it shows the radiation
biases do not greatly change between forcing by GFS or ERA-Interim. The results are
consistent with simulations with the WSM5C scheme showing too little liquid water, too
little downwelling longwave radiation and too much downwelling shortwave radiation.
This scheme is rather well known among WRF users in the polar regions for simulating
too little liquid water. We have added the reference to Morrison and Pinto (2006) about
the known difficulty of models simulating liquid water in polar regions. Our simulations
with the more recent microphysics schemes produce more liquid water and greater cloud
radiative effect.

Page 16, Line 4. The observations that could be taken at WAIS Divide during December
2015 and January 2016 were limited, due to the remoteness of the location. The main
observational location for AWARE was at the McMurdo station that is a major freight
transit point in Antarctica. We must use what observations are available for WAIS.
Fortunately, lidar observations were available at WAIS, and the observations can be
processed into cloud fraction following Sibler et al. (2018). We are making use of the
available observations for comparisons to the modeling results.

Page 16, Line 16. Observations of clouds by surface observers or by remote sensing



techniques differentiate between “cloud fraction” and “cloud frequency”. For comparison
to the model, the distinction is not so important since model cloud fraction tends to be
zero or one (either by the vertically-integrated hydrometer method taken from Fogt and
Bromwich [2008] or by a local threshold value set at a hydrometer mixing ratio of 10°).
We have sought to make the manuscript more clear on this point.

Table 1. We have added the driving source of the meteorological fields to Table 1. We
believe the detailed description of the microphysics schemes is best shown in Section 3.2.

Figures 8-12. Unfortunately, the similarity of the time series makes it difficult to
differentiate some of the lines. Larger size versions of Figures 8-10 (old ordering
according to the previous submission) are attached here for better clarity. Figures 11 and
12 have been replaced due to the introduction of the lidar simulator.
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Figure 8: Time series of (a) and (b) liquid water path (mm) and (c) ice water path (mm)
over 0000 UTC 2 January-0000 UTC 18 January 2016. Microwave radiometer (MWR)
observations are available for liquid water path and are shown by solid curves in (a) and
(b). Values for AMPS and the WSM5C simulation are shown in (a) and (c), while values
for the three simulations with advanced microphysics schemes are shown in (b) and (c).
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Figure 10: Time series of liquid cloud fraction for (a) remote sensing
observations and AMPS, (b) the WSM5C and Morrison simulations,
and (c) the Thompson and P3 simulations. Model values of cloud
fraction are based upon the Fogt and Bromwich (2008) algorithm.
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Abstract. The Atmospheric Radiation Measurement (ARM) Weastafctic Radiation Experiment (AWARE) provided a
highly detailed set of remote sensing and surfdseiwations to study Antarctic clouds and surfawargy balance, which
have received much less attention than for theidmtie to greater logistical challenges. LimiteibprAntarctic cloud

observations has slowed the progress of numerieattver prediction in this region. The AWARE obsépres from WAIS

Divide during December 2015 and January 2016 aed ts evaluate the operational forecasts of thewktit Mesoscale
Prediction System (AMPS) and new simulations witlaP WRF 3.9.1. The Polar WRF 3.9.1 simulations @educted

AMPS-AMPS simulates few liquid clouds during summer aAl¥ Divide, inconsistent with observations of freqd low-
level liquid clouds. Polar WRF 3.9.1 simulationsowhthat this result is a consequence of WSM5C. Madganced
microphysics schemes simulate more cloud liquicewand produce stronger cloud radiative forcingulteng in downward
longwave and shortwave radiation at the surfaceerimoagreement with observations. Similarly, inseghcloud fraction is
simulated with the more advanced microphysics selserAll of the simulations, however, produce snmafiet cloud
fractions than observed. Ice water paths vary begween the simulations than liquid water pathse Thlder and drier
atmosphere driven by GFS initial and boundary daors for AMPS forecasts produces lesser cloud arsothan the Polar
WRF 3.9.1 simulations driven by ERA-Interim.

1Introduction

West Antarctica is among the most rapidly warmiaggtions on Earth, and its warming is closely Ithkeith global sea
level rise (Rignot, 2008: Turner et al., 2006; &tet al., 2009; Bromwich et al., 2013a, 2014). Re@aleoclimate work
links temperature increases of a few degrees vétt gea level increases of several meters dusit@tetjration of parts of
the Antarctic Ice Sheet (DeConto and Pollard, 20¥&]ditional rise in Antarctic summer temperaturesilddead to more
frequent and extensive surface melting of the Wadtlarctic Ice Sheet (WAIS) (e.g., Nicolas and Bractw 2014).

Conversely, increased temperatures can resulteatgr evaporation over the oceans and increasedahover Antarctica
(Nicolas and Bromwich, 2014). The observationatience shows West Antarctic warming since the 1¢B@smwich et

al., 2013a).Yet,-there-is-disagreement-about-the cause, magniseasonality-and-spatial-extent-of this-warntng-to




10

15

20

25

30

Unlike the elevated ice mass of East AntarcticasWantarctica is highly prone to intrusions of mag from the Southern
Ocean (Nicolas and Bromwich, 2011, Scott et all720Thus, the West Antarctic climate is much mocean-dominated

than that of the colder and drier East Antarctica.

-Moisture flux over West Antarctica leads to clowdnfiation. Clouds alter the net surface radiatiu& ind can thus impact
the onset, extent, intensity, and duration of sigfenelting, refreezing, and ultimately meltwatentcol on cryospheric
dynamics or runoff into the ocean (van Trinchtlet2016). Modelling studies have shown that chanigecloud properties
over Antarctica may impact regions of the globelvibeyond high southern latitudes (Lubin et al., 899Moreover,

Antarctic clouds have different characteristicsntifactic clouds (Hogan 1986; Bromwich et al., 20Gpsvenor et al.,
2012; O'Shea et al2017).An i i {
2012 O'Shea-et-ak—20173ilber et al. (2018a) show that cloud thicknes#aMurdo Station peaks in austral winter,

in winter and spring in the Arctic with a minimumrthg summer, while Antarctic aerosols tend to pealiustral summer

and fall and are reduced during winter (e.g., Waageh et al., 1988; Schmeisser et al., 20C®nsequently, it's uncertain

how well the findings of the various Arctic fieldggrams and modelling experiments translate to rtita.

Clouds, including liquid water clouds, have a stgramodulation on the local climate (Nicolas and Bwaoh, 2011;
Bromwich et al., 2012; Scott et al., 2017; Silbeale 2018a). A supercooled liquid cloud is likétybe more optically thick

modelling studies find that cloud liquid water isquently underrepresented in simulations with mikrophysics schemes,

and this can result in too little longwave radiatemd too much shortwave radiation reaching thiaser(e.g., Morrison and

Pinto, 2006).

Unfortunately, there have been few Antarctic fiptdgrams to detail cloud microphysical propertieg( Bromwich et al.,
2012; Lachlan-Cope et al., 2016; Scott and LubDBil6&). One study in the past decade by the Britiskactic Survey
examined clouds over the Antarctic Peninsula (€&gosvenor et al., 2012; Lachlan-Cope et al., 20l&}hlan-Cope et al.
(2016) found large differences in ice crystal caorications between the clouds on the eastern antemesides of the
peninsula, while Grosvenor et al. (2012) found afed ice crystal concentrations with relatively maemperature between
-0.4 and -6.6°C. They also found that several widslked IN parameterizations poorly representedtserved relationship
between ice particle concentration and temperatdceordingly, clouds are frequently poorly repre®enin numerical
simulations for Antarctica (e.g., Bromwich et &013b; King et al., 2015). The following sectionisatdiss efforts to

evaluate and improve the simulation of Antarctioucls. The recent AWARE project is discussed in.S&awvhile Sect. 3

4
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describes the Polar WRF simulations for this pmjecluding AMPS numerical weather prediction foasts for Antarctica.

Results are discussed in Sect. 4, and Conclusrengiven in Sect. 5.

to quantify the impact of continental and oceaiicreasses on the local hydrology and surface enleatgnce. Furthermore,

there is a need for observations that can enahbeowed numerical simulations, both regional andglpthrough better

representation of Antarctic clouds. The scarcityclifud observations and well-tested simulations $@agar inhibited

significant progress. The work presented here nmribute to improvements to the AMPS simulatioficlouds being

sought by NCAR if computational efficiency can lmhi@ved (Jordan Powers, personal communication)2@L8thermore,

we seek to evaluate and improve the numerical weattediction for Antarctica, where the sparse pla@nal network,

accurate weather forecasting to support logistaral scientific activities has begn important sitioe earliest Antarctic _ - {Formatted: Font color: Auto

explorations

2AWARE

The Atmospheric Radiation Measurement (ARM) Westafetic Radiation Experiment (AWARE, Witze et a01B) is a
recentrebustfield program to study clouds and their impactsatmospheric radiative transfer over the Antarctintment.

_AWARE used the joint capabilities of the U.S. Awmtér Program, managed by the National Science Fatiorg and the
Department of Energy’'s second ARM Mobile FaciliMF2) to provide quantitative data about energy ponents,

changing air masses, and cloud microphysical datanprove model simulations of the ice sheet akiémfced by earth
system processesThe AMF2 consists of a collection of lidars, rajaand radiometers taking remote-sensing obsenstio
of the Antarctic clouds combined with in situ instrents documenting the atmospheric state, but roongprehensive

observations are needed@here-i
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Beginning late November 2015, AMF2 was deployedAttarctica to make thérst-well-calibrated-climatologicalmost
extensivesuite of measurements in more than 40 years (Witaé, 2016). The primary AWARE site was McMurSi@tion
(77.85°S, 166.72°E) at the southern tip of Antaeti Ross Island where observations took place dmtviNovember 2015
and January 2017. A smaller suite of instruments algo deployed to WAIS Divide (79.468°S, 112.086°M803 m above
sea level) fod756days during the early and middle parts of auswmaimer DecNevember 2015 - January 2016).

The WAIS Divide component of the AWARE field camgrairan from 4 December 2015 through 18 January .2AMiiite
of ARM Mobile Facility instruments (Mather and Ve, 2013) optimized for surface energy budget obsiens was
moved from McMurdo to the WAIS Divide site durinigig period. Estimates of upper-air temperature rmodture were
obtained from six-hourly rawinsonde launches anatinaous retrievals from a profiling microwave ragtieter (MWR,
Morris 2006). Liquid water path (LWP) was extracfedm a co-location of the MWR with a G-Band Vapg®adiometer

Upwelling shortwave and longwave radiative flux gmments were measured by a Surface Energy Balgstens (SEBS,
Cook, 2018). Downwelling flux components were meaduby a Sky Radiation System, which consists afoamal
incidence pyrheliometer, shaded pyranometers argkpyneters (Dooraghi et al., 1996). The global deelting shortwave
flux was computed as in Nicolas et al. (2017). &eeffluxes for sensible and latent heat are dera@mrding to the

algorithm of Andreas et al. (2010). Near-surfaceasueements of temperature, moisture and wind speeel measured by

obtain reliable measurements of the heat flux withie ice pack. As an alternative, estimates ofcthreductive heat flux

from the ice surface and the underlying ice wekerigdrom Nicolas et al. (2017) who calculated tegidual of other terms

in the surface energy balal

A cloud mask (derived from detected hydrometeorribgaair-volumes) is used to determine the cloud léguid occurrence
fractions at WAIS Divide associated with the mettodilber et al. (2018a). In brief, depolarizatimicropulse lidar (MPL;
Flynn et al., 2007) observatiomghich-were-processed-at-Penn-State {Silber-eR@l8b)are used to generate a linear

depolarization ratio (LDR) versus log-scaled pattte backscatter cross-section two-dimensionatogiam—Fhis

L - = { Formatted: Font color: Auto
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Hourly time series of total hydrometeor and liguidud fractions were calculated from the processledd and liquid
masks (with column integration). The occurrencetfoms were normalized relative to the hourly MPatal availability,
under the assumption that the measured period gedvein acceptable representation of the whole Hiosinould be noted
that the MPL pulse can occasionally be completéignaiated by optically thick cloud layers (for exsle) as part of a
frontal system). Therefore, the real cloud top, gewical cloud thickness, and potentially, the iitjwccurrence are

underestimated by the MPL in these situations.

3 Polar WRF simulations

weather prediction model for numerous applicatiomsrld-wide (e.g., Skamarock et al., 2008). Most tbeé polar
optimizations for Polar WRF are added in the No&ML(Barlage et al., 2010) and improve the repregemt of heat
transfer through snow and ice (Hines and Bromw2€i98; Hines et al., 2015). Fractional sea ice wgsemented in Polar
WRF by Bromwich et al. (2009), followed by the aéuh of specified variable sea ice thickness, sdepth on sea ice, and
sea ice albedo. These updated options were devkelmpéhe Polar Meteorology Group (PMG) at Ohio &tdhiversity's
Byrd Polar and Climate Research Center and wereludad in the standard release of WRF
(https://www.mmm.ucar.edu/weather-research-andetming-model) with the help of the Mesoscale andrdscale
Meteorology Division at NCAR (Hines et al., 201B)nes et al. (2011) made comparisons for cloudradétion quantities
between Polar WRF 3.0.1.1 simulations and obsemsitat the North Slope of Alaska ARM site.

Recently, Deb et al. (2016) evaluated Polar WRFL3v/8rsus near-surface observations from West Aticar They found
that pressure is simulated with high skill, and dvepeed is generally well represented. The timimdy @anplitude of strong
wind events were well captured. There were wealasessthe diurnal cycle of temperature, especiddiyoted by a cold
summertime minimum temperature bias. This wasbatied to a negative bias in downwelling longwaveiaton,

consistent with clouds over Antarctica being poodpresented by models (e.g., Bromwich et al., 2@023b; King et al.,
2015; Listowski and Lachlan-Cope, 2017). Arctic rallidg studies, however, suggest reason for optimés Hines and
Bromwich (2017) improved the representation of lewel liquid clouds by Polar WRF 3.7.1 with adjusims to the

Pole during August-September 2008.

3.1AMPS

the—earliest-Antarctic-exploration¥o improve forecasting support for the U.S. Antar&®rogram, the National Science
7
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Foundation’s Office of Polar Program initiated #wetarctic Mesoscale Prediction System (AMPS, Povetral., 2012) in
2000. AMPS is a real-time numerical weather ptaaiicwith Polar WRF through a collaboration betwebka National

Center for Atmospheric Research (NCAR) and the PMI@PS supports a variety of scientific and logiatioeeds for its _ - { Formatted: Font color: Auto
international user base and has reduced costltftigrn-arounds between Christchurch, New Zealamiithe McMurdo _ - { Formatted: Font color: Auto
station (Powers et al., 2012).
For the time of the AWARE WAIS case study, the AM@®i system consists of a series of nested donveiths60 vertical
: Font color: Auto
: Font color: Auto
km—The outermost domain had 30 km horizontal resatutind covered Antarctica and much of the Southerea® (Fig
1a). Grid 2 had 10 km resolution and covered theadtic continent. Four additional higher resolatiesteddomains (3.3
km or 1.1 km) covered the Antarctic Peninsula, $loeith Pole and the region near McMurdo. For thegestudyGrid 2~ { Formatted: Font color: Auto
fields -enhy-Grid-2-fieldsfrom the AMPS forecastee used, and results are bilinearly interpolabe@AIS Divide from the
four nearest grid points. Lateral boundary condgidor the outer AMPS domain and initial conditipheluding sea ice _ - { Formatted: Font color: Auto
updated-every-6-hiThemesoscale representation in thitial fields isareenhanced by the assimilation with 3-D variational - { Formatted: Font color: Auto

data assimilation (Barker et al., 2004). Ingestiedd$ include surface data, upper-air soundingsraft observations,
geostationary and polar-orbiting satellite atmosighenotion vectors (AMVs), Constellation Observirgystem for
Meteorology, lonosphere, and Climate (COSMIC) GRS8ia occultations, and Advanced Microwave Soundift
(AMSU) radiancesTwice dailyFwoAMPS forecasts are begaach-day-startinfrom analyses at 000 UTC and 1200 UTC
of the Global Forecast System (GFS, NOAA EnvirontaeNodeling Center, 2003)-aGRffobal forecast system run by
the U.S. National Centers for Environmental Prédigtnalyses-at-0000-UTC-and-1200-UTRor the current study we use
AMPS output forforecasthours 12 - 21 at 3 hr intervals. Thus, our AMP3dfiehave a spin-up of a minimum of 12 hrs,
with the possibility offluctuationsjumpsevery 12 hrs due to the changsvard a more recentiimitialization time. AMPS
forecast fields in original WRF format are availkrom http://www.earthsystemgrid.org/project/arhpsl. Selected
AMPS output fields for March 2006 - December 201@®r fGrids 2-6 can be downloaded from

http://polarmet.osu.edu/AMPS/.

The scarcity of Antarctic meteorological observatgtions and satellite blackout periods that cancide with pealaircraft
flight times increase the need for AMPS accuracilevét al. (2017) note that unpredicted fog, logilings, and high winds
lead to costly flight mission failures over Antacet, thus accurately predicting acceptable fliglimdews is essential to
preventeosthrdelays for science missions and cargo transpontatiofortunately, AMPS has been shown to underegém
low clouds over the Antarctica (Wille et al., 201According to Pon (2015) the cloud fraction prodirc AMPS is so

8
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unreliable that most forecasters rely more on ANIEIStive humidity as a proxy for cloud predictioi$ierefore, addressing

the cloud prediction in AMPS is a primary concefihis work.

AMPS simulations used for 0000 UTC 1 December 201200 UTC 19 January 2016 employ Polar WRF 3.31 a
described by Wille et al. (2017). Afterward, the RH forecast system was upgraded to Polar WRF gratle 1). The
update has no impact on our analyses for the WAI&IB where all of the observations concluded priothe change. Grid
2 at 10 km resolution has 667 by 628 horizontad gints. The boundary layer is represented withNtellor-Yamada-

Janji planetary boundary layer scheme with nonsinguigriémentation of level-2.5 Mellor-Yamada closuretiabulence

in the planetary boundary layer and free atmosptdenef., 1994),Cumulus is parametrized with the Kain-Fritsch sckem_ - { Formatted: Font color: Auto

The surface physics are represented with the 4-ldgah land surface model with polar modificatigBsomwich et al.,
2009; Hines et al., 2015). Other physics optiorduitie the Goddard shortwave radiation scheme (€hali, 2001), and the
Rapid Radiative Transfer Model for GCMs (RRTMG, @it et al., 2005) longwave radiation scheme. TheFVgRgle-
moment 5-class scheme (WSM5C, Hong et al., 200dmisloyed to represent the cloud microphysics.

3.2 Polar WRF 3.9.1 simulations

Additional numerical simulations during the timetbé AWARE field program are conducted with PolaR®/version 3.9.1
(Table 1). These are single-domain simulations thithsame grid and topography as AMPS grid 2 (Hi)g The 60 vertical

forprior_simulations of Polar WRF guidthe selection of physical parameterizations (é/dilson et al., 2011, 2012;
Bromwich et al., 2013b; Cassano et al., 2017; Hares Bromwich, 2017). The Mellor-Yamada—Nakanisliir®(MYNN;

Nakanishi and Niino, 2006) level-2.5 scheme is uUsedhe atmospheric boundary layer and the comedimg atmospheric

surface layer. We use RRTMG for longwave and sheremradiation. Cloud liquid water, cloud ice, ambw impact the
shortwave and longwave radiation, but rain waterisused in the radiation calculations. Cumulysagameterized with the
Kain-Fritch scheme (Kam 2004) The polar- opt|miz¢oah land surface model is also us®ehilar-to-AMPS-simulations

ionsThe PWRF 3.9.1simulations presented here input - {Formatted Font color: Auto

fractional sea ice concentrations from gridded dfel at 125 km resolution processed by

I'Institut Francais de Recherché Pour I'Exploitatie La Mer (ftp:/ftp.ifremer.fr/ifremer/). The @dce fraction for 1200

UTC 10 January 2016 is shown in Fig. 2b. Sea ibedd is set at 0.80, same as the snow albedo.

Polar WRF 3.9.1 simulations are interpolated fradRAHnterim reanalysis (ERA-I; Dee et al., 2011)die available every 6

9
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with observed clouds and radiation. Bracegirdle ®raishall (2012) found that ERA-I best represerttesl atmospheric

circulation near Antarctica among the reanalysey thvaluated. Bromwich et al. (2013b) found tha& Houndary layer

temperature fields were better represented in WRiulations driven by ERA-I. Nudging toward analydields or

observations is not performed on grid 2 duringftirecast segment of the AMPS forecasts, and noingdsg included for

the Polar WRF 3.9.1 simulations. Besides the mitysjgs schemes that are of interest to us, sonfierefifces between

AMPS and Polar WRF 3.9.1 simulations will occur daghe different base versions of WRF, the sofocalriving initial

and boundary conditions, and the data assimilaiged for AMPS initialization. Strict equality betere AMPS and Polar

parameterization.

As shown in Table 1, four different schemes are leyga for the cloud microphysicsas-we-wisto seewhichhow the
scheme mest—aceurately—representsimpahe atmospheric hydrology and cloud radiativepaceffet. Listowski and
Lachlan-Cope (2017) previously tested five schemvah Polar WRF 3.5.1 for simulations over the cehtAntarctic
Peninsula, however, we are interested in two neweancedsichemes that have become available in more reeesipns of
WREF. Furthermore, WAIS Divide is more southerlyldaw, and the local atmosphere is likely to be npistine than over

the Antarctic Peninsula, where the oceanic infleeiscstrong.

First, we consider WSM5C as it is the microphysickeme used for AMPS. This widely used scheme rispatationally
efficient and considers cloud water, cloud icenrand snow as hydrometer classes. Cloud waterchndl ice are
suspended, while rain and snow gradually precipitait with a fall speed. Supercooled water is aldwo exist, and falling
snow gradually melts at temperatures above 0°CerGithat the AMPS simulations and the new Polar WR%1
simulations are not conducted with identical modehfigurations, the simulation referred to as WSM@@ble 1) is

required for comparisons.

Three morerecentadvancedchemes are also tested. Following Hines and Biom{2017), the two-moment Morrison
scheme (e.g., Morrison et al., 2005, 2009) is @sed has been extensively tested in the Arcticlaralvn for its ability to
simulate supercooled liquid water (e.g., Morristrale 2008; Klein et al., 2009; Solomon et al.1202014; 2015). It was
amongst the best performing schemes in Listowski &achlan-Cope’s (2017) simulations. This two-moménlk
microphysics scheme predicts mixing ratios for dieater, cloud ice, rain, snow and graupel and rerrebncentrations for
cloud ice, snow, rain and graupel. Particle sizridiutions are specified with gamma functions. dN parameterized
according to the Cooper curve, with greater icestayconcentrations at lower temperatui@soper, 1986)The prediction
of two-moments (number concentration and condensé@tang ratio) allows a more robust treatment of tharticle size

distributions that are important for the microplugdi process rates and cloud/precipitation evolutibhe liquid water
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droplet concentration for clouds, however, is sjpediin the WRF implementation. The standard sgttith WRF is 250
cm®. Hines and Bromwich (2017) found best results miythe pristine ASCOS study in teastern Atlantic sector of the
Arctic when the value was reduced to 207cor less. For our AWARE simulations, we have seleck0 cn?. The
observations of Lachlan-Cope et al. (2016) and @&t al. (2017) suggest liquid droplet concertratiare typically above

100 cm® for clouds over the Antarctic Peninsualad the Weddell Sea, respectively

Simulations are also performed with the aerosolraWdompson microphysics (Thompson and Eidhamn@&r4 Pthat is an
advaneementover the earlier Thompson et al. (2008) bulk nptrgsics scheme that was one-moment for cloud veater
two-moment for cloud ice. This microphysics scheaneounts for cloud nucleating aerosol particles faredwater species:

Cloud water, cloud ice, rain, snow and graupel. Stizeme includes first order aerosol treatment ntéractive IN and

CCN —cloud—condensation—nuclei{CCNpncentrationsthat—can—vary—in—a—sterm—er—a—clouNucleation or complete

a local scaleCloud water, cloud ice and rain are treated with-tmoment predictions, but snow with only single neomn
(mixing ratio) predictions. We refer to this scheasethe Thompson scheme. All cloud ice with diamseéxceeding 200

microns are converted to snow, which tendsefuce cloud ice mixing ratios and ice particlentiééers in comparison to

spatial and monthly variability. The dataset isnfra seven-year simulation-Menthly-glebal-valuesviater-friendly—and
ice-friendly—aerosols—are—from—a—seven-year—sinmdaof the Goddard Chemistry Aerosol Radiation and $pamnt
(GOCART) model.

The final microphysics scheme is the Morrison-Malhdt P3 scheme (Morrison and Milbrandt, 2015) Hezeaalled the P3

scheme. The use of the WRF 3.9.1 in our simulatiensiotivated by the addition d¢he very recenP3 schemeto the

microphysics options. The new scheme avoidsptfeiousarbitrary categorization of frozen hydrometers intoud and

than being limited to precipitatiorThere are four ice mixing ratio variables: totalsmarime mass, rime volume, and

number, allowing for four degrees of freedom. Ldjhiydrometers use a standard two-moment approgbhcieud and rain

categories. The constant liquid droplet number, &8, is larger than the standard value for the Morrischeme.

Both the P3 scheme and the Thompson scheme wermilatde in Polar WRF 3.5.1 when Listowski and UachCope
(2017) ran simulations for the Antarctic Peninsilaey tested the WSM5C, the WRF double moment sehéme Morrison
scheme, the older Thompson scheme (Thompson &0&I8), and the Milbrandt scheme (Milbrandt and ,Y2@05). The
older Thompson scheme lacks the aerosol prediatility of the newer Thompson scheme, and is singdenent in cloud

water. The latter three schemes simulated cloude#t agreement with observations (Listowski anchlan-Cope 2017).

11



All schemes were unsuccessful in representing upersooled water for some temperature ranges heutesults show that
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The sixfive simulations for this study are shown in Table MRS 3-hr output was retrieved for 1 December 2@131
January 2016. iFesur Polar WRF 3.9.1 simulationsvith-different-microphysics-schemagre then performed. AMPS has
20| the same microphysics as the WSM&@ WRF GFSimulatiors. --heweverUnlike the AMPS forecasts, we used@#li
points —the-length-of run-segments-is-longer-\iitihe Polar WRF 3.9.1un segmentsimulationsA minimum-of 12-hour
spin-up is taken for each segment initialized @10 TC each day for 3 December 2015 to 19 Janu@t$.20utput each
hour for hours 12-35 is combined into fields spagnl200 UTC 3 December 2015 to 1100 UTC Januar$.2Palar WRF

output is bilinearly interpolated from the four nest grid points to the location of WAIS Divide.

25 4 Results

The time period of the December 2015-January 2@16 program at WAIS Divide includes a major medtiavent over the
| Ross Ice Shelf and the adjacent Siple Coast of Witstrctica (Nicolas et al2017). Temperature over the Ross Ice Shelf

and West Antarctica increased after 10 January,naaualy observing sites there experienced maximunpéeatures above

freezing for several days during the melting evemjure 2a shows meteorological fields near the toofséne melting event, _ - {Formatted: Font color: Auto
30| including-Fhe-enset-of the-melting-eventis-dematet-by-Fig-2a-which-showthe sea level pressure field, 2 m temperature
and 10 m wind speed from the WSM5C simulation &01@TC 10 January. Nicolas et al. (2017) discussctintribution of
| a blocking high between 90-120°W to the meltingreévEorrespondinglyFig. 2a displays anticyclonic shear for the wind
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barbs at this location. Northerly winds produce egigread advection of warm air over the Ross andn@isen Seas to the

ice shelf and West Antarctica.

4.1 Temperature and radiation

Time series of the 2-m temperature at WAIS Divide T - 15 January reveal large warming after 12q@CW0 January
(Fig. 3a). The observed temperature increases I§y@3ver 10 hours after the minimum, then incredsgher to -1.4°C at
1800 UTC 11 January. Warmer locations at loweratlemsover West Antarctica-can-be-inferred-to-be-abeecfitbezing
point-and-experiencingallomelting to occur (Nicolas et al., 2017After a second peak of -1.8°C late on 12 Janudey,
WAIS Divide temperature gradually cools. AMPS haslight negativeeeldbias prior to the warming, thennzgativeceld
bias of several degrees during the warm periodfttlatws (Fig. 3a). Interestingly, the WSM5C simtide with Polar WRF

3.9.1 driven by ERA-I eliminates most of thegativeceldbias prior to 10 January and during the warm pkribhe

GFS is frequently warmer than AMPS for the timaeseshown in Fig. 3a, but is usually colder thanM8E during this

time.

Table 2 shows statistics of simulations comparedolbservations. 1099 hourly observations are auaildbr most
meteorological variables from 0600 UTC on 4 Decemnbed000 UTC on 19 January. Only values every arbrused for
AMPS statistics, since output was available atehieservals, so means, biases and other statigteesmpacted by the

reduced number of values (367). For each varidtdble 2 shows observed averages, and the follovawg show AMPS,

AMPS-has-a-celdhias of 1.6°C during the observed period, andithisflectedappeaiia the time series shown in Fig. 3a. A
negativeeoldbias is still present in WSM5C. However, it is wedd to 0.3°C (Table 2). Both biases are statigfica

to that of AMPS.

The reducedhegativeesldbias for WSM5C can be understood following thesgernty tests by Bromwich et al. (2013b)
with driving by the GFS final analysis (FNL) and AR They found the sensitivity to the source faitial and boundary
conditions varied depending upon season and thieeclod physical parameterizations. Their comparigsimg Polar WRF
3.2.1 with the MYNN PBL and the RRTMG radiation eafe has the closest model configuration to that ise AMPS
and the Polar WRF 3.9.1 simulations. They found tha 2 m temperature bias changed from -3.3°C.16@with the
switch from driving by FNL to driving by ERA-I (seeir Table 5). Furthermore, the 2 m dewpoint bieseased from
1.2°Cto 4.0°C.

13




[

10

15

20

25

30

Figure 4 shows scatter plots of the 2 m temperancedownwelling longwave radiation. AMPS, WSM5@daVRF GFS

are shown in Fig. 4a. Morrison, Thompson and P3tsmilar scatter fields for the 2 m temperatuepsly Morrison is
shown (Fig. 4b). The cold bias for AMPS is increhf® temperature warmer than -8°C. Therefore, ANEPGnlikely to be

able to properly represent West Antarctic meltingrés. Moreover, relatively warm events at WAIS iDévare likely to be

associated with cloud cover. This is consistenhWwity. 4c, as the error in downwelling longwaveiaéidn is larger when

the incident is larger when the observed incidedtation at the surface is larger than 200 . in contrast, the Morrison

simulation shows the simulated temperature to etustound the one to one line over the entire rasig@bserved
temperature (Fig. 4b). Also, Morrison, Thompson &&show less longwave error than AMPS, WSM5C, \AtiRF GFS

when the observed downwelling radiation is gretitan 270 W n? (Figs. 4c and 4d).

The warmer and moister atmosphere in the Polar \®BA simulations is demonstrated by vertical pesfof temperature
and specific humidity biases compared to radiosastukervations (Fig45). There is a generalegativeceldbias, except
near 1900 m above sea level where the positivedissach up te-with-the-mere-advanced-microphysibemes-rear1900
m-—above-sea-level-where-the-biases+edéhto 0.9°C (Fig.54a). Thus, there is a weaker near-surface lapsénen t
simulations than the observations (not shown). Miest extreme bias is the near-surface cold biag\kPS that reaches
2.3°C. The cold bias for AMPS is also larger tha@ between 3500 and 5100 m ASL.

An especially striking difference between the AM$&ifulation forced with GFS and the simulations enwith ERA-I is
shown in Fig.54b. AMPS is dryer than the radiosonde observatian&/AlS Divide at all levels shown, especially ireth
lowest 3000 m ASL. The WSM5C simulation is slighdsier than the other Polar WRF simulations. Theuwations with
the neweradvanecedicrophysicsschemesare moister than the observations just above tHaiwith biases as large as
0.13 g kg'. Above the boundary layer, the specific humiditgses are small, generally below as 0.03 g, Kor the
simulations with theadvancednewemicrophysics. From Figs4, we can attribute the differences between the ANMR&
WSMS5C simulations to the colder and drier atmoselieitiated with GFS initial conditions for AMPS.

Figures 3b and5b help to explain the near-surface temperaturelteesDownwelling longwave radiation shows a clear
negative bias for both AMPS and WSM5C, but the nitage is much larger for the former. Table 3, witintribution from
SEBS observations for 7 December to 16 Januaryystimat the downwelling longwave bias is quite éargtl.5 W rif for

AMPS. The bias is reduced to -14.8 W ior WSM5Cand -17.0 W it for WRF GFSThe WRF GES simulation also has. - { Formatted: Font color: Auto
a slightly larger downwelling shortwave radiaticiag 22.3 W rif, than the other Polar WRF 3.9.1 simulations. SthEE\\\\\\‘[Formatted: Font color: Auto
WRF radiation biases for WRF GFS are not greatffedint than those of the WSM5C simulation_whicls fthe same {F"rma“ed: Font color: Auto
microphysics scheme, WRF GFS is not discussedeurth ~ { Formatted: Font color: Auto
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The deficit in longwave radiation ivingcontributing tothe negativeeeldemperaturdoias. Even though the downwelling
shortwave biases are positive for AMPS and WSM5&b(@ 3), most of the solar flux is reflected the iceas-thsurface.

cloud forcing than shortwave cloud forcing over @aatica (Pavolonis and Key 2008ince a negative bias in downwelling

longwave radiation and a positive bias for downinglishortwave radiation are found for both AMPS aN8M5C, we

believe Polar WRF 3.9.1 simulations can be usexkpiore thecloud radiativebiaseghat impact theilAMPS forecastsand

to seek improvements. Downwelling and upwellinggeave biases for both AMPS and WSM5C are all sicaitty
significant (Table 3).

Figure 65 showsthe diurnal cycles of average fields for 2-m temperatutownwelling longwave radiation, downwelling
shortwave radiation, and upwelling shortwave raciatThe time periods for averaging are 4 Decen@0d5 — 19 January
2016 for the temperature and 7 December 2015 -afi6aly 2016 for the radiation terms. Simulateddsds these fields
vary with time of day, with local noon near 1930@\TTo provide an idea of the statistical significarf differences in Fig.
65a, we use the Student's t-test for AMPS and theeagions. The observed temperature time seriesagipsted each
hour of dayby a constant value until the statistical significa of the model minus observed difference wakebbundary
of the 95% confidence level. Accounting for auteetation in the temperature time series, the degéefreedom was
reduced by a factor of 3. Accordingly, the biasvaich the statistical confidence would be 95% cduddestablished. The
error bars every 3 hrs in Fig5a show the range next to the observations for wilifferences are not statistically
significant. Since AMPS values and observationthefsurface energy balance are simultaneouslyadtaibnly 4 times a
day, we use the WSM5C simulation and the obsemsitio determine the statistical significance ebrars for Figs65b-d
and-5c(every two hours beginning at 0100 UTC).

The AMPS mean temperaturethe daily cyclds less than the observed value at all AMPS ouimgs. Only 0300 UTC is
not statistically significant. The observations éan earlier minimum of -16.0°C at 0700 UTC, while AMPS minimum
of -18.5°C occurs at 1200 UTC. The AMRSIdnegativebias, peaks at 1200 UTC (3.1°C). For the Polar VBRFL runs,
WSM5C is close enough to the observations to bainvistatistical uncertainty for most hours, exceptr the time of
minimum temperature, when there isx@gativecoldbias ofef 1-2°C. The simulations with more advanced micrgits/
schemes are warmer than the observations durinigatims of decreasing temperature. P3 is warmestgithese times with
statistically significant biases of 1.1 to 1.7°CheTtransition between run segments at 1200 UTOtsesua temperature
decrease of up to 2°C, but the change is muchftesg/SM5C. Starting at 1500 UTC, the Polar WRF B.Simulations
show small temperature biases that are not statilstisignificant. At or just after the time of mimum temperature, the

Polar WRF 3.9.1 simulations shamereased-warmpositiveiases that are statistically significant for Meon, Thompson
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change the sign of the overall hi@nd this is shown in Table 2 wiglositivewarmbiases of 0.1, 0.5, and 0.7°C using the

Morrison, Thompson, and P3 schemes, respectively.

For downwelling shortwave radiation (Fig5sc), AMPS has statistically significant positive $&a at all hours, with the bias
peaking at 106 W fhat 1500 UTC. The bias is much reduced for the POIRF 3.9.1 simulations and not statistically

significant at most observation times. The Morrismmeme, however, does show a statistically sianifi positive bias

ahead of solar noon, while P3 shows a negative &fi@s solar noonFig. 6d shows P3 to be an outlier for upwelling - { Formatted: Font color: Auto

shortwave radiation near the hours of maximum atémh. Table 3 shows that the overall biages all timesduring the { Formatted: Font color: Auto

observing period are 70.4, 17.0, 19.8, 2.5, and2-W m? for AMPS, WSM5C, Morrison, Thompson, and P3, retipely.
All these biases are statistically significantla 89% confidence level, except for the Thompsdese for which the bias

fails the 95% confidence test.

The shortwave results are encouraging and sudgastdvanced changing thmicrophysics schensecan greatly alleviate,
and perhaps even reverse Antarctic radiation biasesmerical simulations. It may appear odd, hosvethat the upwelling
shortwave radiation shows negative biases forhallRolar WRF 3.9.1 simulations that do not coineida downwelling
biases. The difference can be explained by theifsgésnow albedo in the WRF Noah routine. The gt maximum
snow albedo is 0.8 for Noah, and average simulaibedos are slightly below this value. The averalggerved albedo,
however, is 0.843. Therefore, a higher fractiosaér insolation is reflected at WAIS Divide thanthese simulations. This
results in a deficit of upwelling shortwave radvati (Table 3, Fig.65d). The deficit increases the net radiation and
contributes to th@ositive temperaturewarimias for the Morrison, Thompson and P3. The impét¢he albedo can be seen
in the slope of the temperature curves after 120C bh Fig.65a.

We ran a sensitivity test with segments initializz@000 UTC each day between 6 January and 1&3a2016. The active
period for analysis is 1200 on UTC 6 January uhtid)O UTC on 17 January. The settings were equéh¢dNSM5C,
however, the albedo over glacial ice was increasdii84, closer to the observed albedo at WAIS dziviFor the used part
of the segments (hours 12-35), the 2-m Temperatueeage was -12.4°C in the sensitivity test. Thatli6°C colder than
WSMS5C during the same period. That is almost twite magnitude of the spread of the bias in PolarPA&D.1
simulations shown in Table 2. We surmise that aemealistic surface albedo would likely result inad bias for the Polar
WRF 3.9.1 simulations.

The observed downwelling longwave radiation (seg Eb) has a mean value of 210.6 W rfTable 3). AMPS shows a
strong negative bias at all hours that peaks aD-88 m? at 1500 UTC. The magnitude of the bias is muchiced for
WSMG5C, but the deficit from the observations igistaally significant at the 95% confidence leesicept at 0300 UTC and
0500 UTC. The overall bialr all timesis -14.8 W nf and is statistically significant at 99% confider{@able 3). While
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there is a large difference between AMPS and WSM&E,microphysics scheme is nevertheless assoargthdexcess
incoming shortwave radiation and a deficit in indoghlongwave radiation. This is consistent withthisski and Lachlan-
Cope’s (2017) WSMGEC results over the Antarctic Reania. They also found thatere-advanced-microphysics-schenthe (
Morrison schemés-the-enly-advanced-schemeused-by-both-studasplleviate radiation errors. Similarly, the ediin

latter two biases are not statistically significnoin zero. Correspondingly, Fig5b shows that the three advanced schemes
do not have statistically significant biases at timgirs. The Morrison scheme, however, does shdisitdeexceeding 14 W
m? at 1300 and 1500 UTC. These longwave and shortwesigts suggest strengths and weaknesses inrthiasion of

Antarctic clouds.
4.2 Clouds

Figure 76 shows the average diurnal cycle over 7 DecembiEf January of longwave and shortwave cloud foreinthe

surface for the simulations. Cloud forcing) is defined following Eqgn. (1):

CF =Fy sky — f'clear sky» 1)

whereFy sy is the net all sky flux anficqr sk is the net clear sky flux that is estimated tousagithout the presence of
clouds. Cloud forcing represents the warming effefctlouds (or cooling in the case of negative ga)uand can be
calculated for the longwave, shortwave, or combified. Pavolonis and Key (2003) used 1985-1993 datduding
Advanced Very-High-Resolution Radiometer on NOAAlgpoorbiting satellites and the International SételCloud

Climatology Project to estimate cloud forcing. THeund summertime shortwave cloud forcing of abdiix to -18 W rif

found January values of 57.3, -29.1. and 28.3 ¥\fan longwave, shortwave, and net cloud forcingpestively. o ‘[ Formatted: Font color: Auto

Polar WRF 3.9.1 produced clear sky flux valueslémgwave and shortwave radiation, so cloud forangld be readily

calculated. Clear sky shortwave fluxes were notlalvie from AMPS.

_Figure7&a clearly shows that the longwave cloud forcingAMPS is weak, while the longwave cloud forcing WSM5C
is less than that of the mormedvancedrecenschemes. The results for AMPS and WSM5C are damgisvith the
coldnegative temperatutsiases during these simulations. P3 produces riegtagst overall longwave cloud forcing, but the
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impact varies somewhat with time of day. Thompsowdpces nearly as much longwave cloud forcing asTR@& overall
averages are 12.2, 31.9, 37.1, 44.8, and 46.1 ¥MamAMPS, WSM5C, Morrison, Thompson and P3, retipely.- The

simulatedcloud values-can-be-compared-to-monthly surfacedciorcing-estimated-by ott-et-ak{20 ore-EClouds

forcing tends to be much greater than the
climatological values of Pavolonis and Key (2008¢t smaller than Scott et al.’'s (2017) values. @itkat clouds
contributed to the major melting event during Janu2016 (Nicolas et al.,, 2017), cloud forcing incegs of the

climatological mean is possible for this month.

Fig. 76b shows shortwave cloud forcing which has a cookfigct on the surface. There are considerableerdiffces
between thenore recent-advancanicrophysics schemes. The overall averages ar6,-110.1, -13.7, and -18.5 W hfor
WSMS5C, Morrison, Thompson and P3, respectivelysR@ws a strong diurnal cycle with a minimum maget-13.5 W
m?) at 0800 UTC and a maximum magnitude (-25.2 \¥) mt 2300 UTC near the time of maximum insolation a
temperature. In contrastthe Morrison scheme-has—a-minimum-magnitude-when-insolatioargebhows a small diurnal
variation MFhe-rore recentadvanceticrophysics schemes produce stronger cloud faeigroperties thathe WSM5C
scheme Of the-three recentadvancathemes, P3 shows the strongest cloud radiatipadtnwhile Morrison shows the

least.

The average diurnal cycles of sensible heat fluk the conductive heat flux into the ice at WAIS idi&v are shown in Fig.
7#8. The conductive flux was not directly measuredNigolas et al. (2017), however, the flux was estadafrom the
residual of other terms in the surface energy lz&laifhe diurnal cycle of sensible heat flux wasatiyeamplified in the
simulations compared to the observations (Fig). The positive sensible heat fluxes into the aphere are especially
large near the time of maximum temperature, withaaimum of 32.3 W i at 1900 UTC for P3. The maximum is much
smaller for AMPS (15.3 W if), which is colder. The overall average observetlievas small, 0.9 W i (Table 3).
Modelled overall averages vary from 1.8 W fior AMPS to 11.4 W i for P3.

The conductive flux into the ice is a critical tefior mass balance of West Antarctica. Therefords itmportant for
modelling studies to be able to well represent giantity. Positive values are expected during Béxss and January when
insolation is large. The overall average for thsideal estimate of Nicolas et al. (2017) is 7.5 W airing the observational
period (Table 3). AMPS, which hasagative temperaturecohias, also has d@ifferencebiaof -3.2 W m? fercompared to

the estimatedconductive fluxof Nicolas et al. (2017)The overall biases are positive for all the POlRF 3.9.1

simulations, with values of 2.2, 2.1, 2.8, and &/Im? for WSM5C, Morrison, Thompson, and P3, respecivéhe large
values during the warmer part of the day are kehegositive biases (Fig#b).
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While the previous analysis has concentrated omatiad fields and the surface energy balance, we nwre directly
examine the observed and simulated clouds. Fig@&shows the LWP for 2 - 18 January 20T8e-uncertainty-of-observed
LWP s 10-g AT-{Cadeddu-etal—2009Nodelled LWP includes both suspended liquid cloumptets and falling rain. LWP
values above 0 are observed at most times, but ARIREWSMS5C simulate non-zero values only duringl213anuary
(Fig. 98a). The results demonstrate the known difficultybe WSM5C microphysics to simulating liquid wafer polar
clouds (e.g., Listowski and Lachlan-Cope, 2017)e Timore advanced microphysics schemes simulatedligpaier much
more frequently than WSM5C, but do not well repntgbe instantaneous observed liquid water (B&p). Therefore, we
suggest that the simulation of liquid water in pakuds remains problematic (e.g., King et al12Mines and Bromwich,
2017; Listowski and Lachlan-Cope, 2017).

Table 4 shows the average condensate over 00002JERuary to 0000 UTC 18 January. The average wsé&WP, 23 g
m, is larger than in any of the simulations. Theyésst simulated value is 15.5 g°rfor P3, consistent with magnitude of
cloud forcing for this simulation (Figi6). Morrison has smaller LWP, 5.1 g%rthan Thompson or P3, corresponding to the
weaker cloud forcing in Figz6. LWP is small, 0.43 g ifa_and 0.88 g n¥, respectivelyfor AMPS and WSM5C
respectively The radiative impact of microphysics scheme3N@xlS appears to be strongly linked to the abiliystmulate

liquid water.

Caution should be applied in comparing the distrdns of suspended and precipitation hydrometeiwd®En schemes since
the definitions of such categories are arbitraryl soorly defined physically (Morrison and Milbrand2015). The
distribution of hydrometers can be helpful, howevarunderstanding the inner workings of a micrapby scheme and
comparing the simulated amounts of liquid and &iewulated cloud water tends to be an order of magdaior two larger
than rain water. Little ice is simulated as graugretime. Morrison simulates an order of magnitaaiere snow than cloud
ice, while the difference is two orders of magnéutbr Thompson. In contrast, the simulations witle tWSM5C
microphysics produced high amounts of cloud ice llitie amounts of snow. The total ice condensatehe WSM5C
simulation, 21 g M, is more than twice the value for AMPS, 10 @.rivlore cloud ice in WSM5C can explain the greater
cloud radiative impact compared to AMPS given tlgtiid water is rarely present (Figga and98a). For the more
advanced microphysics schemes, ice water path (Wds from 15 g /A for Morrison to 23 g i for Thompson and P3.
Fig 87c indicates that the time series of IWP often slowough similarity between schemes. Accordinglg, dmount of

liquid water appears to be a stronger factor indifference between simulations results.

Figure 109 shows times series of cloud occurrence fractiath@WAIS Divide during the MWR availability perioBiigure
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earlier method was widely used and defined cloudgribstically. Clouds fraction was determined baggon factors such

as relative humidity, statistic stability and vesti velocity (Slingo, 1987). With prognostic cloadhemes, cloud fraction is

not necessarily a simple function of the condensate we must consider what value is used for cors@arwith

observations. One formula that has been used fopadson between model and observations is-the-tHeosimulations,

we-use-the-modadloud fraction formulation of Fogt and Bromwich () calibrated to manual McMurdo cloud fraction

observations:

Cloud Fraction = 0.075 LWP + 0.170 IWP , 2)

where the total cloud fractiofJoud Fraction is based upon the LWP and IWP in &.rithe cloud fraction is limited to the
maximum value of 1. Cloud occurrence fraction frime MPL is not identical to standard observer-basledd fraction
observations (e.g., Wagner and Kleiss, 2016). Hewedheinstantaneoumodel cloud fraction by Eq. (2) is typically one or

very close to zero, so the effective differencesvben cloud fraction and cloud fraction occurrelmgaminimized for

liquid and ice water paths must be instantaneolugeganot time-average values.

The observed cloud occurrence fraction is freqyehtbnd the average is 0.77 during this time (8iga). Cloud free times
are more common for AMPS, thus the average is (FBR 10&b). The Polar WRF 3.9.1 simulations show some sirityl in
their time series of cloud fraction, with averageying from 0.59 for WSM6C to 0.71 for P3. Microgigs schemes with

stronger cloud radiative forcing have larger averegal cloud fraction (Fig&7 and109).

Liquid cloud occurrence fraction is shown in Figo1Only the first term on the right-hand side of [E2). is used to define
modelled liquid cloud fraction. Liquid clouds aneduently observed but are rarely simulated by AMP§. 116a). The

Morrison scheme simulates liquid clouds much meegdently than WSM5C, but not as frequently asoleervations. The
Thompson and P3 schemes simulate liquid clouds fnegeently than the Morrison scheme. Average tiqtioud fractions
are 0.65, 0.01, 0.05, 0.20, 0.26 and 0.34 for Hee/ations, AMPS. WSM5C, Morrison, Thompson, aBdrBspectively.

Figure 21 shows the vertical distribution of cloud fractiowhile the observed cloud fraction is again deteedi by
surface-based MPL observations, Eq. (2) is inappatep for point values of cloud fraction in a colnnmWe select the
mixing ratio 0.001 g kg as the classic WRF minimum hydrometer threshatcthoud in the simulations. Model fraction is

either O or 1 for total condensate concentratiaglsvb or above the threshold@he upper troposphere is not shown as the

MPL attenuates through cloud layers.
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Remote sensing at WAIS Divide detects clouds thatfequently present below 650 hPa (Figid). Detectable clouds
decrease with heightrd-are-rarely-observed-above-500-hPabut-thielg-due-to in part t@ttenuation of the lidar pulse at
lower altitudes. Ths, it is not surprising thasimulated clouds areppear-muclileeperand-frequently-extend-abeve-400
hPa(Fig. 124b-f). Furthermore,-thie minimum threshold of 0.001 g kallows modelclouds with the density of very thin

cirrus that may be difficult to observe. We fouhett simulated cloud tops (not shown) are senstbvihe specification of
the threshold.

Figure B2 shows liquid cloud occurrence fraction to be mmefined to the lower troposphere than total cloadurrence
fraction (Fig. 22). The simulated liquid clouds, when present, aarrthe surface for the simulations witte WSM5C

microphysics (Figs. 32b and B2c). The morgecentadvancerhicrophysics schemes simulate deeper liquid clébds-are
ehoopaodda iDL

Figure #3 shows the mean cloud fraction profiles abeeegreundevel (ASGL) for 2 January to 16 January. As noted
earlier, the MPL pulse attenuation likely resulissome underestimation of both the total cloud Beaid occurrence
fractions at higher elevations. Returning to Figl that shows shallow clouds with variable vertidalisture observed by
the MPL, while the simulations have deep, verticaligned clouds, the means shown in Fig3 teflectdisplaythis
difference in vertical structure. The averaging fifquent deep cloud structures results in high meanes for the
simulations, compared to the means of the morebkriobservations. Therefore, a vertically aligetxnid overlap better
represents the simulated clouds than a randomagpuefhese stacked clouds reduce the modelled ¢taation shown in
Fig 109, as the middle cloud layer is on of top of the lkdaud layer, rather than additive to the cloucfi@n. The observed
average total cloud fraction peaks at 0.519851m ASGL (Fig 134a). The fraction decreases to 0.30 ri&z#00 m ASGL
then 0.10 abov&3190 m. The profiles suggest that there could behsligelevated (liquid-bearing) cloud occurrence at
392135 m ASGL. The observed liquid cloud fraction is more soe@ased with a peak of 0.28 at bofii3 and $85 m
ASEL, and decreasing values to 0.0&3a#10 m (Fig B4a).

The simulated cloud fraction profile peaks neardghdace for AMPS and WSM5C (Fig4db). For AMPS (WSM5C), the
maximum is 0.50 (0.64) at 8-mGL (84 m)above the surfac€loud fraction is higher for thecentadvancenicrophysics
schemes, with all having maxima above 0.64 at lieighlow24600 m ASGL. Largest cloud fraction is 0.69 21-:365 m for

Thompson After-decreasing-with-height-up-to-2000-m,-simudatéoud-fraction-tends-to-stabilize-with-height-ebdhat.
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P3 has a unique liquid profile that peaks at 0253876 m ASGL. The Morrison and Thompson simulations have simil

liquid cloud fraction profiles with double peakstveen21.360 and25700 m. Fhe-average-profiles-suggestireguentliquid

d apr-MA/ \Vi| na 0

surface forefthe simulations. All the simulations show maxinoa ite in the lowest 500 mbove the surfacearying from
0.50 at 8 m for AMPS and 0.49 for P3 at 365 m @tdor 85 m with WSM5C. The Polar WRF 3.9.1 simialas produce

more ice cloud fraction than AMPR&-may-be-inferred-from-Fig—14b-that-the-highlmues-in-the-simulations-are-likely to

be thin-cirrus {ice) clouds.

A sensitivity test referred to as P3-50, was basgsh P3 to see if the setting of 400 tior the liquid droplet number
concentration had an important impact on resultshef simulation. We set the liquid concentratian5@ cm® in the
sensitivity test, same as in the simulation with Morrison microphysics. We use 1200 UTC 6 Januafyi00 UTC 17
January 2016 as the active period for test resR8s50 exhibited a reduction of the average LWnfgi g nf to 16 g nt,
compared to the parent simulation P3. The ice waaéh is less impacted and reduced by less tharFigare 55 shows
the 2-m temperature and surface downwelling shomwand longwave radiation. The change in specifigdid
concentration has small impact on the 2 m temperatith the largest impact after 10 January whewemoticeable
amounts of liquid water were simulated (Figéb and 55a). The average temperature in P3-50 (-9.6°C)asé#me as in P3
over the test period. The downwelling shortwavdatioh, however, is modified with the local noon @&emnuary 11, 14 and
15 showing insolation increases of 50-170 W (fig. 165b). P3-50 is an improvement on these days. The dtnpa the
downwelling longwave radiation is much smaller (Fi§5c). Overall, P3-50 has a net increase (decreas2§.tih(2.6) W m

2 in downwelling shortwave (longwave) radiation cargdl to P3. Since most of the shortwave radiasaeflected off the

Antarctic surface, the net impact on the near-serfeamperature is small (Figs3a).

5 Summary and conclusions

The recent 2015-2017 AWARE field program providdsghly detailed set of remote sensing and surfdxservations that
can be used to study the simulation Antarctic ckoadd the surface energy budget. We focus on tleerbleer 2015 -
January 2016 test period when observations weentak WAIS Divide. These observations are useddonparison with
the AMPS forecasting system and new simulation$ Wivlar WRF 3.9.1. AMPS uses the WRF Single-Montefass
microphysics while the new Polar WRF 3.9.1 simulations are run with M8E and three moreecentadvaneced
microphysics schemes. These are the Morrison 2-mbmnéicrophysics, the Thompson-Eidhammer aerosokrawa

microphysics, and the new Morrison-Milbrandt P3 mophysicscoper
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AMPS simulates few liquid hydrometers during ausstanmer at WAIS Divide, even though liquid clowat® frequently
observed by the MPL, primarily a consequence of Wi8M5C microphysics in AMPS. Consequently, downimgll
shortwave radiation is excessive at the surfacdewdlownwelling longwave radiation is too small.eT'WwSM5C simulation
with Polar WRF 3.9.1 has reduced biases of the sagme The decreased magnitude in WSM5C appeartod@€S-forcing
of initial and boundary conditions for AMPS and \ehiERA-I is used for WSM5C. Simulated hydrometers a

overwhelmingly composed of ice with WSM5C.

The more advanced microphysics schemes show coabldémprovement in the simulation of overall adwaction, liquid

hydrometers, and cloud radiative effects. The imtsi@eous simulation of liquid remains somewhat {emolatic even given
the improvements. The Morrison scheme simulatesll#¢C and weaker cloud radiative forcing than thepson and P3
schemes. P3 simulates the greatest LWC and claligtinee effect. All schemes appear to underestirtztd cloud fraction
and liquid cloud fraction at the WAIS Divide. Thertical distribution of simulated cloud propertiffers from observed

profiles, with deeper clouds simulated than obs&redthough the MPL may not detect the upper regiaclouds due to

attenuation.

~baethe more

extensive AWARE cloud observations at McMurdo ottes full seasonal cycle will provide a basis fonstvity tests
designed to seek Antarctic optimizations to theaaded microphysics schemes used for the WAIS DiVidearticular, we
plan to work with two more advanced implementatiohshe P3 microphysics (Milbrandt and Morrison,18D Sensitivity
tests will also vary the background IN concentraion simulations with the Thompson microphysics,tlae limited
observational evidence suggests that the contng@éerosol concentrations may vary or are unknoven a range of orders

of magnitude.

6 Codeavailability

The standard release of WRF can be downloaded fNBAR (https://www.mmm.ucar.edu/weather-research-and-

forecasting-modégl The polar optimizations can be requested fhttp://polarmet.osu.edu/PWRF/registration.php

7 Data availability

All the observations from the AWARE field campaifincluding the reprocessed MPL data set) can bentimstled from

the ARM Data Discovery websitétp://www.archive.arm.gov/discove)y/AMPS forecast fields in original WRF format

are available from http://www.earthsystemgrid.orgjpct/amps.html. Selected AMPS output fields foarth 2006 -
December 2016 for Grids 2-6 can be downloaded fitim//polarmet.osu.edu/AMPS/.
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