Second review of the paper acp-2018-1139
« Large-eddy simulation of radiation fog with
comprehensive two-moment bulk microphysics: Impact of different aerosol activation and
condensation parameterizations»

from Johannes Schwenkel and Bjorn Maronga

RC2: General comments : Significant improvements have been brought in this second version and
authors have made significant efforts to address criticisms. For instance a prognostic approach of
supersaturation has been added and has made a substantial contribution, allowing also to correct a
bug. But there are still some weaknesses, inaccuracies and confusion, making the paper not suitable
for publication in ACP. Therefore I recommend a second revision before publication.

Author's answer: First of all we would like to thank the reviewer again for the constructive and
helpful comments. With this review we have shifted our main focus (what has been missed during
the last revision) of this paper to the new introduced results concerning a comparison of different
supersaturation calculations in a two-moment microphysics scheme. With the help of these
comments, it was possible to contribute to a significant improvement in the work and to clarify

paper.

My major concerns are:

RC2: - The sensitivity of the supersaturation parametrization is presented in 2 parts without a clear
link between them, and the key conclusions are not clear. Indeed, a first part (4.2) refers to 1-
moment microphysical scheme (as nc is fixed) and concludes to the negligible sensitivity of the
supersaturation parametrization. But this test is not interested as firstly most of LESs use a 2-
moment scheme, and secondly a prognostic saturation is only of interest if droplet concentration is
prognostic. It would have no sense if a prognostic saturation scheme was associated with a 1-
moment scheme. The second part (4.4) refers to 2-moment scheme and concludes to the importance
of supersaturation parametrization as LWP is significantly changed. This 2nd test is the most
interested. Additionally, these 2 parts are separated by a sensitivity test of activation
parametrization

(4.3). Therefore the conclusions are confusing and the paper does not appear beautifully built. From
my point of view, the best would be to remove the test of supersaturation parametrization with

1- moment scheme. But if the authors want to keep it as I suppose, it is necessary to merge those
parts (with 2 subparts : 1-moment and then 2-moment scheme) and to enhance the conclusion with
the 2- moment scheme. The main conclusion will be in agreement with Thouron et al. (2012) with a
new aspect concerning application to radiative fog. The conclusion must be revisited too,
considering this aspect.

Author's answer: We agree with that objection. We followed your advice and have restructured
the paper as suggested. Moreover, we also clarified our conclusion and set the focus to the two-
moment microphysics using different methods for calculating the supersaturation. However, we
would like to keep the part with the one-moment microphysics scheme as it was an open question
that needed to be addressed. However, we shortened this chapter and put the focus on the main
result that the error can be neglected.

Modification: As this comment result in a restructuring and major modification of chapter 4 and 5
we would like to refer to the marked-up manuscript in which all modifications are highlighted.

RC2: - Concerning the supersaturation parametrization again, that would make it clearer if the
method called « explicit supersaturation calculation » was replaced by « diagnostic of
supersaturation » to be distinguished from the prognostic approach (as the prognostic approach is
also explicit). This would require to replace EXP with DIA in all the text and figures. For the
prognostic supersaturation, it is not clear if the supersaturation is advected ? If not, it would be
better to call it « pseudo-prognostic » as in Thouron et al. (2012). P9, there is a confusion between d



and s used previously. What is their difference?

Author's answer: We agree with the first point, and have renamed the method, which was
previously named by ‘explicit supersaturation' to 'diagnostic supersaturation'. Therefore, all
corresponding figures and text parts were adopted. The objection is correct and hence this
modification may improve the comparability with other studies. Concerning the second point: Yes
our supersaturation is advected and is therefore represented as an own prognostic quantity. We
decided to implement this method (after consultations with a former colleague), which basically
follows the implementation described in Morrison and Grabowski, 2008, (but no extra term for
inhomogenous mixing). Due to that we would prefer to leave the abbreviation 'PRG' for the
prognostic calculation.

The usage of the absolute supersaturation (d = qv -qs) is necessary as it simplifies the advection of
supersaturation (see Morrison and Grabowski , 2008, section 2b). However, as they mentioned it is
also possible to derive a solution for s, but this would involves additional terms and is more
complex.

Modification(p9): Note, that here the absolute supersaturation is taken, as using s would involve
more terms and is more complex to solve (Morrison and Grabowski, 2007).

RC2: - Concerning the comparison of different activation parametrizations, I remain convinced that
it is mainly reduced to a sensitivity test to the CCN concentration as the activation spectra of Fig. A1l
show. As authors do not want to change this test for users’ need, it is important to insist more on the
CCN concentration change. Users must be warned that the choice of the activation method changes
significantly the CCN concentration.

Author's answer: We agree with your objection as the choice of activation parametrization
significantly change the CCN concentration. Therefore, we emphasized in the revised manuscript
that the differences between the activation schemes are produced by different CCN concentrations
and this part of the study can be understood as a sensitivity study of different CCN concentration.
However, in our opinion, this is a relevant information from the user’s perspective should be aware
of the fact that different activation parameterizations lead to significantly different CCN
concentrations and thus different fog structure.

Modification: [..] Using those different parameterizations resulting in different activation spectra,
which are shown in Fig.2. One can see, that especially the CCN concentration is changed by using
these different methods, such that this part of the study is equivalent to sensitivity study of different
CCN concentration but realized by using different coexisting parameterizations. [..]

[..] This part of the study can be regarded as a sensitivity study of different CCN concentrations
realized by applying different activation schemes, which is illustrated also in Fig 2. However, from
a model user's perspective, such a sensitivity is of great importance as CCN concentrations are
usually difficult (case studies) or even impossible (forecasting) to obtain and model results thus
might highly depend on the chosen activation parameterization. [..]

[..] However, it must be mentioned that these differences are attributed to the fact that the CCN
concentration is different for the investigated schemes. This part of the study can thus also be
understood as a sensitivity study for different CCN concentrations realized by the usage of different
activation schemes. [..]

RC2: - The conclusion needs to be revisited by replacing experiment names with physical terms,
and by considering the sensitivity study to saturation scheme mainly for 2-moment schemes, which
constitutes the main new result.

Author's answer: In the revised manuscript the conclusions have been rewritten and focusing now
more on the main result of the two-moment microphysics scheme applying different supersaturation
calculations.

Modification: As this comment involve major modifications we would kindly refer to the revised



manuscript and to the marked-up manuscript in which all modifications are highlighted.

RC2: - Also there are a lot of misspelling errors. A careful reading by a native english speaker
remains necessary.

Author's answer: We are really sorry for having been too sloppy in the writing process. We
tried our best to get rid of all language issues.

More specifically :

RC2: 1.p 2116 : you can add a reference to the Meso-NH model : Lac et al., 2018 : Lac, C., J.-P.
Chaboureau, et al., Overview of the Meso-NH model version 5.4 and its applications,

Geosci. Model Dev., 11, 1929-1969, 2018.

Author's answer: Done.

Modification(p2, 116): Citation added.

RC2:2.p2114: « focusing on the influence of drag effect on and droplet deposition »
Modification(p2, 114):[..] but using the three-dimensionsl (3D) Large-Eddy Simulation (LES)
mode, and focusing on the drag effect of vegetation on droplet deposition.

RC2: 3. p 2118 : Most of the 2-moment schemes used for fog consider radiative cooling as a term
of the supersaturation equation. This remark is not relevant.

Author's answer: We agree in a sense that models explicitly used for fog should and will consider
radiative cooling as a term of the supersaturation calculation. However, based on the publication of
Boutle et al., 2018 some NWP models using or might use activation parameterizations and
saturation adjustment without considering radiative cooling explicitly. Instead they assume a
minimum vertical velocity updraft and therefore fail for correct number concentration for fog.
Hence with this remark we wanted to state that some typical activation schemes are not appropriate
(without extensions) for fog.

Modification(p2, 118): None.

RC2: 4. P 2119 «in its development and mature stage »
Author's answer: Agreed.
Modification(p2, 119): Rewritten.

RC2:5. P 2128 : add Thouron et al. (2012) to Lebo et al. (2012). Therefore in the next sentence,
you can shorten with : « Following these studies ... »

Author's answer: Agreed.

Modification(p2, 128): Rewritten.

RC2:6.p 1015 : do you use cyclic conditions ?
Author's answer: Yes we do use cyclic conditions at the lateral boundaries.
Modification(p10, 16): Cyclic conditions were applied at the lateral boundaries.

RC2:7.P 11 11-4 : not clear. Please rephrase

Author's answer: We agree, that the main message of the sentence remains unclear. At this point it
should be noted that we have not conducted any further studies in which we have varied the aerosol
parameters. However, this note is confusing as it was never claimed that this was the aim of the
study and it was given only for parametrization. Therefore, we have decided to delete this sentence
completely.

Modification(p11, 11-4): Deleted.

RC2:8. For parts 4.2, 4.3 and 4.4 the numbering is not correct as you have only a single subpart :
42.1,4.3.1,44.1



Author's answer: Thank you for that objection. As a consequence of the restructuring of the result
chapter this mistake is fixed. Furthermore, the part concerning the analysis of the budgets is ordered
in an own subsection. Due to that chapters with only one single subpart are avoided.

Modification: Corrected and changed numbering.

RC2:9.P 1215 : « In this section ... » : necessary to add « with a 1-moment scheme in a LES »
Author's answer: Agreed and added to the revised manuscript.

Modification(p12, 15): In this section we discuss the error introduced by using saturation
adjustment for simulating radiation fog with a one-moment scheme in a LES.[...]

RC2:10. P 12116 : instead of Mazoyer et al. (2017) you can add the new reference : Mazoyer et al.
(2019) just accepted which is an experimental study : https://www.atmos-chem-phys-
discuss.net/acp-2018-875/

Author's answer: Thank you for that suggestion. We replaced the citation with the currently
accepted manuscript by Mazoyer et al.,2018. However, we used the citation as given on the web-
page of Atmospheric Chemistry and Physics.

Modification(p12, 116): Mazoyer et al. (2017) — Mazoyer et al. (2019)

RC2:11. P 1314 : « drops rapidly in PRG and EXP »

Author's answer: Agreed and added to the revised manuscript.

Modification(p13, 14): Around 0600 UTC, which is shortly after sunrise, relative humidity drops
rapidly in PRG and DIA as a direct consequence of direct solar heating of the surface and the near-
surface air, preventing further supersaturation at these heights

RC2:12. P 1319 : I do not understand why differences of RH at 2m between SAT and (PRG,EXP)
do not lead to differences on dissipation time at the ground.

Author's answer: This can be attributed to the different methods calculating and allowing
supersaturation and liquid water in subsaturated areas. Using the diagnostic and prognostic method,
liquid water can also be present in regions where the air is slightly subsaturated. In contrast, using
saturation adjustment means the relative humidity is kept to saturation as long as no liquid water is
present anymore. A closer look to Figure 3 shows that the times when all schemes reaches a lower
relative humidity (Rh<99.8) occurs for all cases simultaneously.

Modification(p13, 19): None.

R(C2:13. Figure 5 is not nice and subfigures on the right are too small. Is it necessary to present the
3 hours for the right part with the budget ? Only 6 UTC would be sufficient as in Fig. 9.

Author's answer: As the main focus of our paper has shifted, we decided to remove this figure
completely as it does not provide substantial information supporting the main objective of this paper
anymore.

Modification(Figure 5): Removed.

RC2:14. P 1417 : « mature phase before sunrise, and mature phase after sunrise »

Author's answer: We agree to this. However, this part was removed from the revised manuscript.
Modification(p14, 17): None.

RC2:15. P 1419 : you cannot say that the differences between the runs are negligible as budgets
discriminate 2 sets : SAT and (EXP,PRQG)

Author's answer: Your objection is correct. However, for improving the clarity and pushing the
focus more on the results regarding different supersaturation calculations in a 2-moment
microphysics we decided to remove this part from the manuscript as it is not an essential result.
Modification(p14,19): Deleted.



RC2:16.p 15113 : « differences for activation in a 2-moment scheme might be crucial » : that is
why explanations are confusing and parts 4.2 and 4.4 must be merged.

Author's answer: Agree, and changed accordingly.

Modification(p15,113): Merged.

RC2:17.P 16115 : this result is not new. As a minimum add a reference as Boutle et al. (2018) .
Author's answer: That is correct. We have added the missing reference.

Modification(p16,115): A linear relationship between LWP and n. can be found: a higher n. leads
to higher LWP, which is in agreement to other studies as e.g. Boutle et al. (2018).

RC2:18.p 1711 : where are the observed values ?

Author's answer: They are added in the revised manuscript.

Modification(Fig 11): In Fig.11 the simulated visibility for the cases NIDIA-N3DIA in 2m height
together with the observed values at Cabauw (for illustration only).

RC2:19. P 1812 : « N2EXP suffers the most ... » : it is a negative assessment, but what is the
reference?

Author's answer: Definitively “suffers” was the wrong term to describe the finding. Since there is
no correct or false within this relative comparison, we decided to refrain from such assessments.
Therefore, the sentence was rephrased.

Modification(p18, 12): Therefore, case N2EXP experiences the strongest loss of liquid water due to
sedimentation (in relative terms).

RC2:20. P 18112 : where do you show temporal evolution of supersaturation?

Author's answer: The evolution of the supersaturation is not explicitly shown in this chapter. But
it is similar to the one showed in Fig. 3. However, we attached profiles of the supersaturation of
0400 UTC, 0600UTC and 0800UTC to prove our statement. Nevertheless, we would prefer not to
include them within the paper, trying to avoid more figures.

Modification(p18,112): None.

RC2:21. Part 4.4.1 : Is it the same time step for the coarser resolutions ? Otherwise the differences
could be due to the impact of the time step instead of the impact of the resolution. If it is the

same time step, it is necessary to specify it. If not, you have to run the coarser grids with the

same time step (which will not cause instability problems).

Author's answer: Yes, we adopted the time step for the coarser simulations similar to the high
resolved simulation, i.e. that simulations with 2m and 4m have a prescribed time step of 0.125s
which is the minimum in the high resolved cases. Therefore, we have adopted the manuscript
accordingly.

Modification(Part 4.4.1): For isolating the effect of the grid spacing, all simulations with a coarser
grid spacing were carried out with the same time step of 0.125s, which corresponds to the average
time step of the simulations at highest grid spacing of 1m. In this way, effects of different time steps
induced by different grid spacings, could be eliminated.

RC2:22.P20119,P2212 and P 2311 : « microphysical parametrizations » is too vague and must
be replaced by « supersaturation calculation »

Author's answer: We agree on this objection and have modified the revised manuscript
accordingly.

Modification(p20,119, p22,12 and p23 11): Rephrased.

RC2:23. P 21 : What’s about the ratio between N2SAT and N2PRG according to the resolution?
Author's answer: We examined the differences, even though as it was not that straight forward as
for the N2PRG/N2DIA as the fog life cycle differs stronger. We found that also the relative change



of N2SAT is somewhat larger by decreasing spatial resolution as the relative changes of N2PRG.
More precisely, the relative differences (N2SAT/N2PRG), which are quite large anyhow, increases
from 81.1% (for the 1 m case), 83.6% by using a grid spacing of 2m up to 93.2% for the case using
a grid spacing of 4m in the mature phase. However, from this analysis it is difficult to say what are
the reasons for that, as the fog layer is much more deeper and therefore develop differently.
Modification(p21): None.

R(C2:24. In the conclusion, you have to forget abbreviations N1EXP, N2EXP ... and to explain the
results in physical terms. Also when you discuss supersaturation calculation, you have to be

clear between 1-moment and 2-moment microphysical scheme.

Author's answer: Thank you for that remark. We have removed all abbreviations from the
conclusions. Moreover, we reviewed the whole manuscript and clarifying the conducted studies and
explicitly labeled them concerning using one-moment or two-moment microphysics.
Modification(conclusion): Rewritten.

RC2:25. P 22122 : add « in agreement with previous studies »

Misspelling : there are a lot of errors, the reading was not assiduous. Only a few ones are reported
below.

- after a «:», you have to use a lowercase letter : in many parts of the text

-pl12:cycle

-p 318 : provides

-p 3118 : startsed

-p 1216 : « which differs »

-p 20120 : resolutions, remove one « the », « comparison with » ...

Author's answer: All reported misspelling are corrected in the revised revision. Furthermore, we
have again double checked the spelling carefully.

Comment to further improvements. While rechecking the manuscript carefully, we made
some additional improvements which are listed below:

- The was a double use of the variables k and A. k as a parameter for sedimentation is renamed to &.
A as a parameter for the Activation scheme of Khvorostyanov and Curry (2006) is renamed by Ak.
- The appendix was removed as it was only one figure. Due to that the figure was placed within the
manuscript which further helped to clarify the main difference between activation schemes.

- We have rephrased some sentences, as they were grammatical incorrect.

- We unified the axis label of all figure and correct them e.g. Liquid water — Liquid water mixing
ratio

- The number concentration in case N2SAT in comparison with N2PRG/N2DIA was 60% higher at
0600 UTC. The value of 50% refers to the difference at 0800 UTC. This mistake is corrected in the
revised revision.

Note all changes concerning the last revision are highlighted in a separate file.
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Abstract. In this paper we study the influence of the cloud microphysical parameterization, namely the effect of different
treatment-of-diffustonal-growth-methods for calculating the supersaturation and aerosol activation, on the structure and life
eylee-cycle of radiation fog in large-eddy simulations. For this purpose we investigate a seleeted-well-documented deep fog
case as observed at Cabauw (Netherlands) using high-resolution large-eddy simulations with comprehensive bulk cloud mi-
crophysics scheme. By comparing saturation adjustment with an-explieit-a diagnostic and a prognostic method for calculating
supersaturation (while neglecting the activation process) we find that, even though assumptions for saturation adjustment are
violated, the expected overestimation of the liquid water mixing ratio is negligible. By additionally considering activation,
however, our results indicate that saturation adjustment, due to approximating the underlying supersaturation, leads to a higher
droplet concentration and hence significantly higher liquid water content in the fog layer, while explieit-diagnostic and prog-
nostic methods yield comparable results. Furthermore, the effect of different droplet number concentrations is investigated,
induced by using different common activation schemes. We find, in line with previous studies, a positive feedback between the
droplet number concentration (as a consequence of the applied activation schemes) and strength of the fog layer (defined by its
vertical extent and amount of liquid water). Furthermore, we perform an explicit analysis of the budgets of condensation, evap-

oration, sedimentation and advection in order to assess whi

ofthe-foglayerin-its-different-the height-dependent contribution of the individual processes on the development phases.

1 Introduction

The prediction of fog is an important part of the estimation of hazards and efficiency in traffic and economy (Bergot, 2013). The
annual damage caused by fog events is estimated to be the same as the amount caused by winter storms (Gultepe et al., 2009).
Despite improvements in numerical weather prediction (NWP) models, the quality of fog forecasts is still unsatisfactory. The
explanation for this is obvious: fog is a meteorological phenomenon influenced by a multitude of complex physical processes.
Namely, these processes are radiation, turbuleneeturbulent mixing, atmosphere-surface interactions, and cloud microphysics

(hereafter referred to as microphysics), and which interact on different scales (e.g. Gultepe et al., 2007; Haeffelin et al., 2010).
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The key issue for improving fog prediction in NWP models is to resolve the relevant processes and scales explicitly, or - if that
is not possible - to parameterize them in an appropriate way.

In recent yearsvariotsstudies-have-, various studies focused on the influence of microphysics on fog. In particular, the acti-
vation of aerosols (hereafter simply referred to as activation), which determines how many aerosols at a certain supersaturation
get activated and hence can grow into cloud drops, is a key process and thus of special interest (e.g. Bott, 1991; Hammer et al.,
2014; Boutle et al., 2018).

Stolaki et al. (2015) investigated and compared the influence of aerosols on the life cycle of a radiation fog event while
using the one-dimensional (1D) mode of the MESO-NH model with a two-moment warm microphysics scheme after Ge-
offroy et al. (2008) and Khairoutdinov and Kogan (2000), and included an activation parameterization after Cohard et al.
(1998). In other fog studies, using single-column models, different activation schemes such as the simple Twomey-power
law activation in Bott and Trautmann (2002) and the scheme of Abdul-Razzak and Ghan (2000) (see Zhang et al., 2014)
were applied. Furthermore, also more advanced methods such as sectional models have been used for an appropriate ac-
tivation representation. Maalick et al. (2016) used the Sectional Aerosol module for Large Scale Applications (SALSA)
(Kokkola et al., 2008) in two-dimensional (2D) studies for a size-resolved activation. Mazoyer et al. (2017) conducted, sim-
ilar to Stolaki et al. (2015)simulation-of-the-ParisFog-, simulations for the ParisFog Experiment with the MESO-NH meodet

3D) Large-Eddy Simulation (LES) mode, and focusing on the influence-of-drag-effect-drag effect of vegetation on droplet
deposition. For the fog microphysics they alse-used-an-used the activation parameterizations after Cohard et al. (2000) in con-

nection with saturation adjustment. Fhis-targe-numberof-As outlines above, several different activation parameterizations have
been employed for simulating radiation fog. This raises the question how different methods affect the structure and life cycle
of radiation fog. Furthermore, schemes that parameterize activation based on updrafts (typically done in NWP models) might
fail for fog. Such schemes derive supersaturation as a function of vertical velocity, which is valid for convective clouds that are
forced by surface heating, but not for radiation fog, which is mainly driven by longwave radiative cooling in its development
and mature phase (Maronga and Bosveld, 2017; Boutle et al., 2018).

Although great progress has been made to understand different microphysical processes in radiation fog based on numer-
ical experiments, turbulence as a key process has been either fully parameterized (single-column models) or oversimplified
(two-dimensional-2D LES). Since turbulence is a fundamentally three-dimensionat-3D process, the full complexity of all
relevant mechanisms can only be reproduced with three-dimensional-3D LESs (Nakanishi, 2000).

Moreover, a disadvantage of most former studies is the use of saturation adjustment, which implies that supersaturations are
immediately removed within one time step. This approach is only valid when the time scale for diffusion of water vapour (ea-in
the order of 2-5 s) is much smaller than the model time step;which-. This is the case in large scale models where time steps are

on the order of 1 min—Hewever, but in LES of radiation fog, time steps easily go down to split seconds so that this-assumption

the assumption made for saturation adjustment is violated and might lead to excessive condensation {e-g—tebe-et-al-2042)
—Following Lebo-etal(2012)-and-Thouren-et-al(2042)(e.g. Lebo et al., 2012; Thouron et al., 2012). As a follow-up to these
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studies, who investigated the influence of different supersaturation calculations for deep convective cloud and stratocumulus,
the present work eonsiders-investigates the effect of saturation adjustment on radiation fog.

As Mazoyer et al. (2017) and Boutle et al. (2018) stated that both -LES and NWP models tend to overestimate the liquid
water content and the droplet number concentration for radiation fog, the following questions are derived from these shortcom-

ings:

(i) Is saturation adjustment appropriate as it crucially violates the assumption of equilibrium? How large is the effect of

different supersataration-ealeulations-methods to calculate supersaturation on diffusional growth 2-of fog droplets?

(ii)

it} As the number of activated fog droplets is essentially determined by the supersaturation, how large is the effect of
different supersaturation modeling approaches on aerosol activation and therewith on the strength and life cycle of

radiation fog (cf. Thouron et al., 2012)?

(ii1) What is the impact of different activation schemes on the fog life cycle for a given aerosol environment?

In the present paper we will address the above issues-by-employingresearch questions by employing idealized high-resolution
LESs with atmospheric conditions based on an observed typical deep fog event with continental aerosol conditions at Cabauw

Netherlands).
The paper is organized as follows: Seetionsection 2 outlines the methods used, that is the LES modeling framework and the
microphysics parameterizations used. Section 3 previde-provides an overview of the simulated cases and model setup, while

results are presented in section 4. Conclusions are given in section 5.

2 Methods

This section will outline the used LES model and the treatment of radiation and land-surface interactions, followed by a more
detailed description of the bulk microphysics implemented in the Parellized Large-Eddy Simulation Model (PALM) and the

extensions made in the scope of the present study.
2.1 LES model with embedded radiation and land surface model

In this study the LES model PALM (Maronga et al. 2015; revision 2675 and 3622) was used with additional extensions in the
microphysics parameterizations. PALM has been successfully applied to simulate the stable boundary layer (BL) (e.g. during
the first intercomparison of LES for stable BL, GABLS, Beare et al., 2006) as well as radiation fog (Maronga and Bosveld,
2017). The model is based on the incompressible Boussinesq-approximated Navier-Stokes equations, and prognostic equations
for total water mixing ratio, potential temperature, and subgrid-scale turbulence kinetic energy. PALM is discretized in space
using finite differences on a Cartesian grid. For the ren-reselved-non-resolved eddies a 1.5-order flux-gradient subgrid closure

scheme after Deardorff (1980) is applied, which includes the solution of an additional prognostic equation for the subgrid-scale
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TKE. Moreover, the discretization for space and time is done by a fifth-order advection scheme after Wicker and Skamarock
(2002) and a third-order Runge-Kutta time-step scheme (Williamson, 1980), respectively. The interested reader is referred to
Maronga et al. (2015) for a detailed description of the PALM model.

In order to account for radiative effects on fog and the Earth’s surface energy balance, the radiation code RRTMG (Clough
et al., 2005) has been recently coupled to PALM, running as an independent single column model for each vertical column of
the LES domain. RRTMG calculates the radiative fluxes (shortwave and longwave) for each grid volume while considering
profiles of pressure, temperature, humidity, liquid waterand-, the droplet number concentration (n.), and effective droplet radius
(regr). Compared to the precursor study of Maronga and Bosveld (2017), improvements in the microphysics parameterization
introduced in the scope of the present study allow a more realistic calculation of the fog’s radiation budget --sinee-as n. is now
represented as a prognostic quantity instead of the previously fixed value —Fhisfavers-specified by the user. This involves an
improved calculation of the-effeetiveradius; 1, entering RRTMG, and which is given as

1
3ap \*?
Teff = (47r Tlcm) eXP(IOg(Ug)2)7 ey

where ¢ is the liquid water mixing ratio, p the atrdensity-density of air, p; being density of water and o,=1.3 being the ge-
ometric standard deviation of the droplet distribution. The effective droplet radius is the main interface between the optical
properties of the cloud and the radiation model RRTMG. Note, that 3D radiation effects of the cloud are not implemented
in this approach, whichhewever-, however, could affect the fog development at the lateral edges during formation and dissi-
pation phases when no homogeneous fog layer is present. Radiation-As radiation calculations traditionally require enormous
computational time, the radiation code is called at fixed intervals on the order of 1 minenly.

Moreover, PALM’s land surface model (LSM) is used to calculate the surface fluxes of sensible and latent heat. The LSM
consists of multi-layer soil model, predicting soil temperature and soil moisture, as well as a solver for the energy balance
of the Earth’s surface using a resistance parameterization. The implementation is based on the ECMWEF-IFS land surface

parametrization (H-TESSEL) and its adaptation in the DALES model (Heus et al., 2010). A description of the LSM and a

validation of the model system for radiation fog is given in Maronga and Bosveld (2017).
2.2 Bulk microphysics

As a part of this study, the two-moment microphysics scheme of Seifert and Beheng (2001; 2006) implemented in PALM,
which-basteally-only-prediets-basically only predicting the rain droplet number concentration (n,) and cloud water mixing (g, ),
was extended by prognostic equations for n. and cloud water mixing ratio (¢.). The scheme of Seifert and Beheng (2001; 2006)
is based on the separation of the cloud and rain droplet scale by using a radius threshold of 40 pm. This separation is mainly used
for parameterizing coagulation processes by assuming different distribution functions for cloud and rain droplets. However,
as collision and coalescence are weak in fog due to small average droplet radii, the production of rain droplets is negligible.
Consequently, only the number concentration and mixing ratio of droplets (containing all liquid water and thus abbreviated

with g; here) are considered in the following. The budgets of the cloud water mixing ratio and number concentration are given
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The terms on the right-hand side represent the decrease or increase by advection, activation, diffusional growth, autoconversion,
accretion, and sedimentation (from left to right). Following Ackerman et al. (2009), cloud water sedimentation is parameterized
assuming that droplets are having a log-normal distribution and are following a Stokes regime. This results in a sedimentation

flux of
4 _9/3-2 s 2
FQI = kF gﬂ'p]nc 7,\/3(pQI)3 eXp(51n Ug)7 (4)

with the parameter #=12-10%kr = 1.2- 10 m~*s~! (Geoffroy et al., 2010). The main focus of this paper is to study the
effect of different microphysical parameterizations of activation and condensation processes on microphysical and macroscopic
properties of radiation fog. Those different activation and eendensation-supersaturation parameterizations will be discussed in
the following.

2.2.1 Activation

It is well known that the aerosol distribution and the activation process are of great importance te-for the life cycle of fog
(e.g. Gultepe et al., 2007). The amount of activated aerosols determines the number concentration of droplets within the fog,
whichin—tura—, in turn, has a significant influence on radiation through optical thickness as well as on sedimentation and
consequently inftaenees-affects macroscopic properties of the fog, such-as-its—vertical-extensionlike for instance its vertical
extent. For these reasons, a sophisticated treatment of the activation process is an essential prerequisite for the simulation of
radiation fog. Several-Several activation parameterizations for bulk microphysics models have been developed-to-provide-a
realistic-activation-modelproposed in literature. In this work, three of these activation schemes were compared with each other
in order to quantify their influenee-effect on the development of a radiation fog event. The schemes considered in this scope are
the simple-activation scheme of Twomey (1959) which was used, e.g., by Bott and Trautmann (2002) to simulate radiation fog,
the scheme of Cohard et al. (1998) (used by e.g. Stolaki et al., 2015; Mazoyer et al., 2017) and the one by Khvorostyanov and
Curry (2006). The latter two represent an empirical and analytically extension of Twomeys scheme, respectively. Consequently,
these parameterizations are frequently termed Twomey-type parameterizations with-the-general-type-of-that have the following

form:_
Neen(s) = Nos™, &)

where Nccn are the number of activated cloud condensation nuclei (CCN), [V and k£ are parameters depending on the aerosol

distribution, and s is the supersaturation.

in the present study are variations of Eq. 5 differing in mathematical complexity:
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. Twomey (1959): The simple-power law expression (see-Eq. 5) is well known and has been used for decades to estimate

the number of activated aerosol for a given air mass in dependence of the supersaturation. A weakness of this approach
is that the parameters Ny and k are usually assumed to be constant and are not directly linked to the microphysical

properties. Furthermore, this relationship creates an unbounded number of CCN at high supersaturations.

. Cohard et al. (1998): extended Twomey’s power law expression by using a more realistic four-parameter CCN acti-

vation spectrum as shaped by the physiochemical properties of the accumulation mode. Although an extension to the
multi-modal representation of an aerosol spectrum would be possible, all relevant aerosols that are activated in typical
supersaturations within clouds and especially fog are represented in the accumulation mode (Cohard et al., 1998; Stolaki
et al., 2015). Following Cohard et al. (1998) and Cohard and Pinty (2000) the activated CCN number concentration is
expressed by

k k

/’(‘a§a§ (6)

Y
~

Neen(s) =CsF - F ( + 1;682)

while-where C'is proportional to the total number concentration of CCN that is activated when supersaturation s tends to
infinity. Parameters-Beside k, the parameters p, and /3 are adjustable shape parameters associated with the characteristics
of the aerosol size spectrum such as geometric mean radius and the geometric standard deviation as well as with chemical
composition and solubility of the aerosols. Thus, in contrast to astmpte-the original Twomey approach, the influenee

effect of physiochemical properties of-on the aerosol spectrum are taken into account.

. Khvorostyanov and Curry (2006): have found an analytical solution to express the activation spectrum using Koehler

theory. Therein, it is assumed that the dry aerosol spectrum follows a log-normal size distribution of aerosol fy:

dN, N { 1112(1"(1/1"(10)}
dra V2mlnogrg '

Here, 74 is the dry aerosol radius, V; the total number of aerosols, o4 is the dispersion of the dry aerosol spectrum, and

Ja= (7

21n? 04

rqo 1s the mean radius of the dry particles. The number of activated CCN as a function of supersaturation s is then given

by

Ny In(sg/s)
N, s)=—|[1—erf(u)]; u=—"—=, 8
cen(s) = =7 ()] oo, ®)
where erf is the Gaussian error function, and
‘ 4\ 1/2
_ (e (447 4Ak _ 148
50 =Ty ( 270 27h , Os=04 . ©))

In this case, A-A is the Kelvin parameter and b and 3 depend on the chemical composition and physical properties of

the soluble part of the dry aerosol.

Since prognostic equations were neither considered for the aerosols nor their sources and sinks, a fixed aerosol background

concentration was prescribed by setting parameters Ny, C' and N, for the three activation schemes. The different nomenclature

30 of the aerosol background concentration is based on the nomenclature used in the original literature.
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The activation rate is then calculated as

one B Neen — ne
( o )amv = max <At ,O> , (10)

where n. is the number of previously activated aerosols that are assumed to be equal to the number of pre-existing droplets
and At is the length of the model time step. It-should-be-noted-Note that this method does not represent-the-take into account

reduction of CCN. However, this error can be neglected since processes as aerosol washout and dry deposition are of minor
importance for radiation fog. For all activation schemes it is assumed that every activated CCN becomes a droplet with an
initial radius of 1 ym. This results in a change of liquid water, which is considered by the condensation scheme and is described
in the next section. Furthermore, we performed a sensitivity study with initial radii of 0.5 um to 2 um, which showed that the
choice of the initial radius had no impact on the results (not shown). This is consistent with the findings of Khairoutdinov and
Kogan (2000) and Morrison and Grabowski (2007).

2.2.2 Condensation and supersaturation calculation

The representation of diffusional growth, evaporation, and calculating the underlying supersaturation (which is the main driver
for activation) is one of the fundamental tasks of cloud physics. Three different methods have been evaluated and widely dis-
cussed in the scientific community. Namely these are the saturation adjustment scheme, the simple-explieit-diagnostic scheme,
where the supersaturation is derived-diagnosed by the prognostic fields of temperature and water vapor, and a prognostic
caleulation-methed-ef-method for calculating the supersaturation following i
e.g. Clark (1973); Morrison and Grabowski (2007); Lebo et al. (2012). Basically, the supersaturation is given by s = ¢y /¢s— 1,
while the absolute supersaturation (or water vapor surplus) is defined as § = ¢, — g5, where ¢, is the water vapor mixing ratio

and ¢ is the saturation mixing ratio. In the following, these three methods are reviewed-briefty-briefly reviewed.

1. Saturation adjustment: In many microphysical models, a saturation adjustment scheme is applied. The basic idea of
this scheme is that all supersaturation is removed within one model time step and supersaturations are thus neglected;-and
. Saturation adjustment thus potentially leads to excessive condensation. Despite the many years of application of this
scheme, its influenee-impact on microphysical processes is discussed controversially in-the-community-(e.g. Morrison
and Grabowski, 2008; Thouron et al., 2012; Lebo et al., 2012). Saturation adjustment might hence especially be a source
of error in fog simulations where very small time steps are used due to small grid spacings as eutlined-earteralready

discussed. Using the saturation adjustment scheme, ¢ represents a diagnostic value calculated by means of

q =max(0,q — ¢ — q5), (11)

where ¢ is the total water mixing ratio. The saturation mixing ratio, which is a function of temperature, is approximated

in a first step by

& es(Ti)

QS(TD - Rvp_ es(/Tl)’

(12)
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where 7] is the liquid water temperature and p is pressure. The-individual-Rg and R, are the specific gas constants for dry
air and water vaporare-deneted-F-and-I2y, respectively. For the saturation vapor pressure (e;) an empirical relationship

of Bougeault (1981) is used. In a second step, g, is corrected using a first-order Taylor series expansion of ¢:

14+ 8¢ 1+vq

o | 13
w0 =0 50 (1) T @) :
with

L
Gy v
. P (14)

where ¢, is the specific heat of dry air at constant pressure and L, is the latent heat of vaporization. As aforementioned, in
each model time step, all supersaturation is converted into liquid water or, in subsaturated regions, the liquid water is re-

duced until saturation.

supef&a%ufaﬂefrm&skbefsﬂmafed%fﬂﬂt—ﬂsmgln order to use this scheme with aerosol activation parameterizations

it is necessary to estimate the supersaturation (see Eq. 5). This can be achieved for the activation scheme of Cohard et al.
(1998) the

and-directly-transtated-following e.g. Thouron et al. (2012); Mazoyer et al. (2017); Zhang et al. (2014) and directly translatin

into a droplet number concentration by

SR F (1, k/2,k /24 1,—Bs) =

3

(prw+ ¢34 |1ad) (prw + ¢p3%F |raa) ?
3 (15)
2

hOmpueBk/2,3/2) 2kCmndaB(G,3)

where ¢1, ¢ and ¢3 are functions of temperature and pressure and given in Cohard et al. (1998) and Zhang et al. (2014).

w is the vertical velocity and B the beta function.

. Explieit-Diagnostic supersaturation calculation: Supersaturation is calculated explieithy-diagnostically from ¢, and

temperature 7' (from which ¢s can be derived). However, since it is assumed that the supersaturation is kept constant

during one model time step, the exphiett-diagnostic approach requires a very small model time step of
At <27, (16)

due to stability reasons (Arnason and Brown Jr, 1971). Here, 7 is the supersaturation relaxation time which is approxi-

mated by
7~ (4nDner7) a7

where {#}-T is the average droplet radius, and D the diffusivity of water vapor in air. Due to the low dynamic time step

in the present study imposed by the Courant-Friedrichs-Lewy criterion (on the order of 0.1 s), however, the condensation

time criterion is fulfilled, and no additional reduction-of-the-time-step-time step decrease is needed. The rate of cloud



water change due to condensation or evaporation is given by

<5ql> _ 74WG(T’p)pws/rf(r)dr (18)
8t cond Pa 0
_ 4”G(pT’p)pW sre (19)

where 7. is the integral radius and G = included the thermal conduction and the diffusion of water vapor

1
Fx+Fp
(Khairoutdinov and Kogan, 2000). The density ratio of liquid water and the solute is given by py /p.. Usingsucha

3. Prognostic supersaturation: The prognostic /semi-analytie-approach, which was first introduced by Clark (1973), in-
cludes an additional prognostic equation for the absolute supersaturation. Even though this requires furthereomputational
eosts-for-solving one more prognostic equation, it mitigates the problem of spurious cloud-edge supersaturations and pre-
vent inaccurate supersaturation caused by small errors in the advection of heat and moisture (Merrison-and-Grabowski; 2007 Thouros

Morrison and Grabowski, 2007; Grabowski and Morrison, 2008; Thouron et al., 2012).
The temporal change of the-absetute-supersaturation-J is given by

05 1 0
N v =A—= 2
ot pv (u pé) ’7', ( 0)
with A-A described by
pgw  dgs [gw ~(dT
A=—q S (), 21
qu_es dr [Cp Jr<dﬁ)rad] o

with g being gravitational acceleration. The supersaturation relaxation time is given in Eq. 17. The second term on the
left hand side of Eq. 20 describes the change of the absolute supersaturation due to advection, while the right hand side
considers effeetsfor-changes of J due to to changes in pressure, adiabatic compression/expansion, and radiative effects

(from left to right). By doing so, the predicted supersaturation is used for determining the number of activated droplets

as well as the condensation and evaporation processes. Note that here the absolute supersaturation is taken, as using s
would involve more terms and is more complex to solve (Morrison and Grabowski, 2007).

3 Case description and model setup

The simulations performed in the present study are based on an observed deep fog event during the night from 22 to 23 March
2011 at the Cabauw Experimental Site for Atmospheric Research (CESAR). The fog case is described in detail in Boers
et al. (2013) and was used as validation case for PALM in-byMaronga and Bosveld (2017). The CESAR site is dominated by
rural grassland landscape and, although it is relatively close to the sea, there-are-typically-continental aerosol conditions are
commonly observed and are characterized by agricultural processes (Mensah et al., 2012).
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Figure 1. Profiles of potential temperature and relative humidity at different times as observed at Cabauw.

The fog initially formed at midnight (as a thin near-surface layer), induced by radiative cooling, which also produced a
strong inversion with a temperature gradient of 6 K between the surface and the 200 m tower-level. In the following, the fog
layer began to develop: At-at 0300 UTC the fog had a vertical extension of less than 20 m, then deepened rapidly to 80 m,
and reaching 140 m depth at 0600 UTC. At 0300 UTC, also the visibility had reduced to less than 100 m. After sunset (around
0545 UTC) a further invigoration close to the ground was suppressed and after 0800 UTC the fog starts quickly evaporate due
to direct solar heating of the surface. For details, see Boers et al. (2013).

The model was initialized as described in the precursor study of Maronga and Bosveld (2017). Profiles of temperature and
humidity (see Fig. 1) were derived from the CESAR 200 m-tower and used as initial profiles in PALM. A geostrophic wind of
5.5ms ™! was prescribed based on the observed value at Cabauw at 0000 UTC.

The land surface model was initialized with short grassland as surface type and four soil model layers at the depths of
0.07m, 0.28 m, 1.0 m and 2.89 m. The measured surface layer temperatures were interpolated to the respective levels, resulting
in temperatures of 279.54, 279.60, 279.16, and 279.16 K for soil layers one to four, respectively. Furthermore, the initial soil
moisture was set to the value at field capacity (0.491 m*m—2), which reflects the very wet soil and low water table in the

Cabauw area.

Cabauvw—Moreover, the roughness length for momentum was prescribed to 0.15 m. Note that Maronga and Bosveld (2017)
discussed that this value appears to be a little high given the season and wind direction. This does not play an important role
for the present study, however, as we will not focus on direct comparison against observational data from Cabauw.

All simulations start at 0000 UTC, before fog formation, and end at 1015 UTC on the next morning after the fog layer has

fully dissipated. Precursor runs are conducted for additional 25 min using the initial state at 0000 UTC, but without radiation

10
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Figure 2.

Activation spectrum for three different activation schemes of Twomey (1959), Cohard et al. (1998) and
Khvorostyanov and Curry (2006) for a typical continental aerosol environment.

scheme and LSM in order to allow the development of turbulence in model without introducing feedback during that time (see
Maronga and Bosveld, 2017).

Based on sensitivity studies of Maronga and Bosveld (2017), a grid spacing of A = 1m was adopted for all simulations,
with a model domain size of 768 x 768 x 384 grid points in 2-, y-, and z-direction, respectively. Cyclic conditions were used
at the lateral boundaries. A sponge layer was used starting at a height of 344 m in order to prevent gravity waves from being
reflected at the top boundary of the model.

TFab-1-gives-on-overview-over-Table 1 gives an overview of the simulation cases. All cases were initialized with (identical)
continental aerosol conditions. Case SAT represents a reference run with no activation scheme and thus a prescribed constant
value of n. =150 cm ™3 (estimated from simulations of Boersetal(2043)Boers et al., 2013). This case represents a-simitar-the
same setup to the one described in Maronga and Bosveld (2017) except of modifications concerning the aerosol environment
as outlined below. Condensation processes were here treated with the saturation adjustment scheme (Seifert et al., 2006). In
order to evaluate the influence of saturation adjustment in a one-moment microphyiscs scheme on the development of radiation
fog, identical assumptions were made in case EXP-DIA and PRG, except that diffusion-diffusional growth was calculated with

the explieit-diagnostic and prognostic method, respectively (see section 2.2.2).
Moreover, as small differences in supersaturation can effect the number of activated droplets significantly the impact of
different methods for calculating supersaturation on CCN activation is investigated in a two-moment microphysics approach

11



10

15

20

25

30

see section 4.2.2). Therefore, the simulation N2S AT, respeetively—Cases NAEXP-N3EXP-N2DIA and N2PRG were compared
to each other. In all three cases the activation scheme of Cohard et al. (1998) is used and initialized as described below.

Furthermore, cases N1DIA-N3DIA used the activation schemes described in chapter 2.2.1. To ensure comparability between
the different schemes, all of them were initialized with a continental aerosol background described in Cohard et al. (1998),
which is characterized by an aerosol with the chemical composition of ammonium sulfate [(NH4)2SO4], a background aerosol
concentration of 842cm~3, a mean dry aerosol radius of 749 = 0.0218 um, and a dispersion parameter of the dry aerosol
spectrum of o4 = 3.19. For the Twomey activation scheme this results in Ny = 842cm~3 and k = 0.8 which is a typical value
for the exponent for continental air masses (e.g. Pruppacher and Klett, 1997, pages 289 et seq.). The Twomey activation
scheme does not allow for taking aerosol properties into account. In contrast, the activation scheme of Cohard et al. (1998)
requires the parameters C, k, 3 and p to be derived from the aerosol properties. Here, values of C' = 2.1986-10% cm™3,
k=3.251, § =621.689 and p = 2.589 were used as described in Cohard and Pinty (2000). Finally, the activation scheme

of Khvorostyanov and Curry (2006) can directly consider the aerosol properties, which are prescribed as aforementioned.

Using those different parameterizations resulting in different activation spectra, which are shown in Fig. 2. One can see, that
especially the CCN concentration is changed by using these different methods, such that this part of the study is equivalent to
sensitivity study of different CCN concentration but realized by using different coexisting parameterizations. Sinee-changing

4 Results
4.1 General fog life cycle and macrostructure

The reference case SAT is conducted with a constant droplet number concentration of 1. = 150cm~3. The deepening of the
fog layer can be seen in Fig. 3, which shows the profiles of the potential temperature, relative humidity and liquid water mixing
ratio at different times.

The fog onset is at 0055 UTC, defined by a visibility below 1000 m and a relative humidity of 100%. In the following the
fog layer deepens and extends to a top of approximately 20 m at 0200 UTC. However, at this point the stratification of the layer
is still stable with a temperature gradient of 6 K between the surface and the fog top. The persistent radiative cooling of the
surface and the fog layer leads to a further vertical development of the fog, which is accompanied with a regime transition
from stable to convective conditions within the fog layer (see Fig. 3a). This starts as soon as the fog layer begins to become
optically thick (at 0330 UTC), and when radiative cooling at the fog top becomes the dominant process, creating a top-down
convective boundary layer. The highest liquid water mixing ratio of ¢, = 0.41gkg ™" is achieved at 0600 UTC at a height of
60 m (see Fig. 3c), while the the-fog layer in total reaches the maximum one hour later at 0700 UTC. The lifting of the fog,

12



Table 1. Overview of conducted simulations. The droplet number concentration n. is only prescribed for simulations without activation

scheme. In the simulations NHEXP-N3EXP-N1DIA-N3DIA n. is a prognostic quantity and thus variable in time and space. The aerosol
background concentration is abbreviated with Ny, and used to initialize the activation schemes. Note for the scheme ef{Cehard-et-al51998)-

after Cohard et al. (1998) a conversion to the parameter C' must be applied, while for both other activation schemes this value is directly used

to prescribe No and N¢

, respectively.

# Simulation Activation scheme ne [em™3] N [em ™3] Condensation scheme
1 SAT none 150 none saturation adjustment
2 EXPDIA none 150 none expheit-diagnostic
3 PRG none 150 none prognostic
4 NHEXPN2SAT  Fwomey-(+959)-Cohard et al. (1998 not fixed 842 exphieit-saturation adjustment_
5  N2EXP-N2DIA  Cohard et al. (1998) not fixed 842 explhieit-diagnostic_
6 NSEXPN2PRG  Khverestyanov-and-Curry-(20066)-Cohard et al. (1998)  not fixed 842 exphiett-prognostic
7 N2SAFNIDIA = Eohard-etal(+998)Twomey (1959 not fixed 842 sataration-adjastment-diagnostic
8 N2PRGN3DIA  Coehardetal(1+998)Khvorostyanov and Curry (2006) not fixed 842 progrestie-diagnostic
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Figure 3. Profiles of potential temperature (a), relative humidity (b) and liquid water mixing ratio (c) at different times for the reference case

REF.

which is defined by a non-cloudy near-surface layer (¢ < 0.01gkg™ '), occurs at 0845 UTC. At 1130 UTC the fog is completely

dissipated.

13



10

15

1004 - T 2om
o 2m
] PRG
] DIA
1002 onT
Q ]
< 1000 e s
< ] i i
99.8
99.6
I B e e B e B B

0000 0200 0400 0600 0800 1000 1200
Time (UTC)

Figure 4. Time series of horizontal-averaged relative humidity/supersaturation at height levels of 2 m (dettedsolid) and 20 m (dasheddotted)

for different methods in treating the supersaturation calculation.

4.2 Influence of different supersaturation parameterizations-on-diffusional-grewthcalculation

In this section we discuss the influence of three different method considering supersaturation. Namely these are (as aforementioned

saturation adjustment, a diagnostic supersaturation calculation and a prognostic method. In the first subsection a one-moment

microphysic scheme is used and the impact of the different supersaturation methods is limited to the effect of diffusional
rowth. In the second part of this study those methods are applied in a two-moment microphysics scheme and considering the
effect of such different approaches of supersaturation calculations for activation.

4.2.1 One-moment microphysics scheme: impact of supersaturation calculation on diffusional growth

In this section we discuss the error introduced by using saturation adjustment for simulating radiation fog with a one-moment
scheme in a LES. For this, we compare three simulations with identical setup (cases SAT, EXPDIA, and PRG), which differs
only in the way how supersaturation is calculated and consequently the amount of condensed or evaporated liquid water. To
isolate this effect, activation is neglected in all cases and 7. is set to a constant value of 150 cm 3 (atypical value in fog layers).
The effect on different supersaturations driving the diabatic process of activation is discussed in section 4.2.2. Pue-to-the-small
i ions;-As mentioned before the time step is in-the-orderof +H6=Lroughly 0.1 s, which is

more than one order of magnitude smaller than the allowed values of 2-52 - 5's for assuming saturation adjustment (Thouron
et al., 2012). The present case hence is an ideal environment evaluating the error introduced by using saturation adjustment and
by keeping all other parameters fixed.

Figure 4 shows time series of the horizontally-averaged saturation (supersaturation) for SAT-EXP-and-PRG-easecases SAT,
DIA and PRG at selected heights close to the surface. In all cases saturation occurs simultaneously around 0120 UTC. In

case SAT, relative humidity does not exceed 100% due to its limitation by saturation adjustment, while in case EXP-DIA and

14
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Figure 5. Time series of liquid water path (LWP) for cases using saturation adjustment, the exptieit-diagnostic approach and a prognostic

method for the diffusional growth.

PRG average supersaturations of 0.05% in-are reached at a height of 2 meeeur, which corresponds to typical values within fog
Hammer-et-al; 2044 Mazoyeret-al; 2047 Beoutleet-al52048)(Hammer et al., 2014; Mazoyer et al., 2019; Boutle et al., 2018

For ease-EXP-cases DIA and PRG starting from 0615 UTC (in 2 m height) and 0715 UTC (in 20 m height), supersaturations
are removed and the air becomes subsaturated (on average). This is in contrast with case SAT, where the saturation adjustment
approach keeps the relative humidity at 100% as long as liquid water is present (i.e. until the fog has dissipated). Around
0600 UTC, which is shortly after sunrise, relative humidity drops rapidly in PRG and DIA as a direct consequence of direct
solar heating of the surface and the near-surface air, preventing further supersaturation at these heights. While we cannot clearly

identify the lifting of the fog in case EXP-DIA and PRG (due to the limited humidity range displayed), we note that for case

SAT we can identify lifting times as a decrease of relative humidity around 0845 UTC at 2 m height and around 0910 UTC at
20 m height.
Beside this inherent difference in relative humidity, the general time marks (formationtlifting,—dissipation,—defined-as

in-Maronga-and-Besveld-(2617))-(formation, lifting, dissipation, defined by Maronga and Bosveld, 2017) of the fog layer are
identical for cases SAT, EXP-DIA and PRG.

Figure 5 shows the liquid water path (LWP) for all cases. Differences in the LWP appear between 0400 UTC and 1100 UTC
and do not exceed 1% (lower values for cases EXP-DIA and PRG), indicating that the choice of the condensation scheme does

not affect the total water content of the simulated fog layer.

4.2.2 Budgetofliquid-water
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It can be summarized that, although the assumptions of saturation adjustment are not valid for the simulation of fog when
using a very small time step, the mean liquid water content is not changed by more than 1% and the general fog structure
is not altered when using a one-moment microphysics and neglecting supersaturation. This is probably due to the very small
supersaturation that is not strong enough to generate a significant change in the effective droplet radius, and which could
possibly lead to stronger sedimentation or higher radiative cooling rates.

4.2.2 Two-moment microphysics scheme: impact of supersaturation calculation on CCN activation

Even though different methods for calculating supersaturation which interacts with the diffusional growth are not strong enough
to generate any noteworthy differences by using a one-moment microphysics (considering a constant value for n.) the impact
of different methods modelling supersaturation on CCN activation by using a two-moment microphysics might be significant.

Figure 6 shows the LWP for simulations applying the activation scheme of Cohard et al. (1998) in conjunction with the
usage of saturation adjustment (N2SAT), the diagnostic scheme (N2DIA), and the prognostic scheme (N2PRG) for calculating
supersaturations, It can be seen that the prognostic and diagnostic methods produce similar LWP values. However, for case
N2SAT the LWP is nearly 70% higher than for the other two cases. In Fig. 7 profiles of the liquid water mixing ratio (left)
and droplet number concentration (right) are shown. From that figure it can be seen that in case of N2SAT both the fog height
as well as the liquid water budgets-at-0406mixing ratios within the layer are higher than in N2DIA and N2PRG, respectively.
However, small differences in g can also be found between N2DIA and N2PRG (e.g. at 0600 UTC s-in the second third of

the fog layer). This is explained by slightly higher values for the number concentration in case of N2DIA than in N2PRG.
However, both are at approximately 75 cm™? at 0600 UTCard-0860. In contrast, in simulation N2SAT a number concentration

of 120H g
—em 3 to 150cm—? (at the top) is observed, which is about 60%-100% higher in comparison to N2DIA and N2PRG.

These differences can be explained by the different methods for calculating the supersaturation, since activation is the main
rocess altering the droplet number concentration. Therefore, we can implicitly derive from the droplet number concentration

that the predicted and diagnosed supersaturations using the prognostic and diagnostic method are similar. These differences
between N2SAT and 1 i i i i

D

W

Theneteffect-howeveris-smal-(ef—Fig—S)ynumber concentration of the diagnostic and prognostic method were also similar

and the case with saturation adjustment overestimated the supersaturation and therefore the droplet number concentration. As
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Figure 6. Time series of LWP for simulations using saturation adjustment (N2SAT, black), the diagnostic scheme (N2DIA, blue) and the

rognostic method (N2PRG, red). All cases uses the activation scheme of Cohard et al. (1998).
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Figure 7. Profiles for liquid water mixing ratio (a) and droplet number concentration (b) at 0400 UTC, 0600 UTC and 0800 UTC.

the fog droplet number concentration has a crucial feedback on the overall LWP of the fog layer, the times of lifting, and the

time of its dissipation, the reported differences in n. are significant regarding the accurate modelling and prediction of fog.

The reason why the number concentration is such a critically parameter can be ascribed to their impact on sedimentation and

radiative cooling, which is explained in more detail in section 4.4.3.

In order to evaluate the possible effect of the erid spacing, in conjunction with different methods for calculating the
supersaturation, on CCN activation, we repeated each of the cases N2SAT, N2DIA, and N2PRG with two coarser grid spacings
of 2m and 4 m. The general effect of the grid spacing on the temporal development and structure of radiation fog is discussed
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Figure 8. As Fig. 6 but also 2 m (dot-dashed) and 4 m (dashed).

in detail in Maronga and Bosveld (2017). In this section, we will focus only on changes in LWP due to different supersaturation
calculations at different spatial model resolutions. For isolating the effect of the grid spacing, all simulations with a coarser
grid spacing were carried out with the same time step of 0.125 s, which corresponds to the average time step of the simulations
at highest grid spacing of 1%-m. In this way, effects of different time steps induced by different grid spacings, could be
eliminated.

Fig. 8 shows the LWP for all grid sensitivity runs. First of all, note that for 1 m grid spacing, the results reflect the results
shown in Fig. 6 and discussed above (i.e. significantly higher LWP for case N2SAT than for cases N2DIA and the-generat

-2N2PRG. Moreover, Fig, 8 reveals that
these results are somewhat sensitive to changes in the grid spacing. For all cases we observe a tendency towards higher
LWP values with increasing grid spacing, at least for cases N2DIA and N2PRG. These difference are, however, not larger
than 4g m~? and thus significantly smaller than the observed differences found between the different methods to calculate
supersaturation. Note, however, that the relative change in LWP with grid spacing is higher for case N2DIA than for case
N2PRG. in case of 1 m grid spacing the relative difference of the LWP is 2.1% between N2DIA and
N2PRG during the mature phase while for the case with a grid spacing of 4 m it reaches 8.1%. This might be explained by the
fact that the diagnostic scheme is very sensitive to small errors (e.g. induced by the numerical advection) in the temperature
and humidity fields (e.
larger error introduced by spurious supersaturation. We thus suppose that the increased differences (see Fig. 8) by larger grid
spacings are induced by spurious supersaturation, which affect the CCN activation and hence influence the LWP of the fog.
layer._

uantitatively speakin

. Morrison and Grabowski, 2008; Thouron et al., 2012). A coarser spatial resolution here can lead to
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Figure 9. Time series of LWP and n. (as a horizontal and vertical average of the fog layer) for the reference and NAEXP-N3EXP

Furthermore, we note that coarser grid spacings lead to later fog formation time, which is in agreement with Maronga and Bosveld (2017)

and which can be ascribed to under-resolved turbulence near the surface at coarse grids.

In summary, we can thus conclude that the sensitivity to changes in the erid spacing is rather small, but it might impl
2

differences in the LWP of the simulated fog layer of up to 4 g m—~.

5 4.3 ~Comparison-Two-moment microphysics scheme: comparison of different activation parameterizations

In numerous previous studies, the influence of aerosols and the activation process on the life cycle of fog was investigated
(e.g. Bott, 1991; Stolaki et al., 2015; Maalick et al., 2016; Zhang et al., 2014; Boutle et al., 2018). Although all three activation
schemes outlined in section 2.2.1 are comparable power law parameterizations that are initialized with identical aerosol spectra,
the influenee-on-effect on simulations of radiation fog is still unknown;-sinee-, Because changes in n. due to different activation

10 schemes have considerable-effeets-a considerable effect on the life cycle of fogand-thus-alse-, we might consider that even small

differences in n. might have a-significant feedbackalter simulated fog layers significantly. This part of the study can be regarded

as a sensitivity study of different CCN concentrations realized by applying different activation schemes. which is illustrated

also in Fig, 2. However, from a model user’s perspective, such a sensitivity is of great importance as CCN concentrations are

usually difficult (case studies) or even impossible (forecasting) to obtain and model results thus might highly depend on the
15 chosen activation parameterization,

44 LWP and nc

ts-Time series of the LWP for the reference run (case
SAT) and the three different cases (N1DIA - N3DIA) are shown in Fig. 9b-for-the reference-case-and-cases NAEXP-N3EXPa.

The highest LWP occurs for case SAT which also shows the highest n. during the formation and mature phase in comparison
20 with the other simulations (see 9b). The time series of n. shown in 9b (representing runs with the three different aerosol
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Figure 10. Height-time cross sections for the liquid water mixing ratio for NEXP-N3EXPN1DIA-N3DIA.

activation parameterization schemest, see Tab.1) reveal that, depending on the parameterization used, the a shift in n, towards

smaller or larger values is found. The quantitative differences in the number of activated aerosol by using the different activation
schemes is explained-by-due to a slightly different activation spectrum (see Appendix-Fig. 2). A linear relationship between

LWP and n. can be found: a higher n. leads to higher LWP, which is in agreement to other studies as Boutle et al. (e.g 2018

. In principle, a similar qualitative development of 7. can be observed. While n. increases during fog formation (with a local

maximum with values between 70 and 140 cm~?), it remains nearly constant during the mature phase of the fog —This-eanbe

(values between 65 and 145 cm™?).
We will see later see that activation here happens mostly at the top of the fog, but due to vertical mixing in the convective fog
layer, cloud droplets are evenly distributed over a large vertical domain. Furthermore, the mixing layer is increasing in time
so that there is no net change of the (averaged) n. in the fog layer. As soon as the sun rises and the fog layers start to

lift and turns into a stratocumulus cloud, all cases show a strong increase in n.. This increase can be explained by stronger

supersaturations induced by thermal updrafts in the developing surface-driven convective boundary layer due to surface heating
by solar radiation. Moreover, we note that while the qualitative course of n, is similar for all cases, the choice of the activation
algorithm has an impact on the number of activated aerosols and thus on the strength of the fog-layer(see Fig-10}, e.g. illustrated
in Fig. 10 via ¢. This is due to the radiation effect of the droplets. The number of droplets to which a certain amount of liquid
water is distributed plays an important role: the larger the number of droplets, the larger is the radiation-effective surface and
the higher also the optical thickness. As a result ;-on-the-one-hand;-the cooling rate from-in a fog with many small droplets
is increased, allowing more water vapor to condense and the fog to grow stronger. On-the-other-hand;-heweverBy the same
token, sedimentation also depends on the droplet radius and plays a major role that-wil-be-discussed-ater—Timeseries-of-the

development. This will be further discussed below.
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Figure 11. Time series of simulated visibility in 2 m height. Observations from Cabauw (dashed lines) were added for illustration only.

441 Visibility

In Fig. 11 the simulated visibility for the cases NHEXP-N3EXP-N1DIA-N3DIA in 2 m height as-well-as-the-observed-value-is
shewntogether with the observed values at Cabauw (for illustration only). Visibility is calculated from the LES data following
folewing-Gultepe et al. (2006) as

1002

e e

(with-n—and-grwith n. and g given in units of cm ™3 and gm ™3, respectively)—Henee -the-visibility-issignificantly-affected
by—. This visibility estimation thus significantly depends on the droplet number concentration and the liquid water content.

We-note_Unlike in the first part of this paper, analyzing visibility estimations from the simulations might illuminate the
capability of LES to predict visibility. Fig. 11 reveals that visibility follows the same general temporal developed in—alt
stmulations—for all cases, with a rapid decrease during-at fog formation, deepening, and dissipation; with minimum values
around 100 m (which is similarto-the-observationsclose to the observed values). We also see noteworthy differences, par-
ticularly shortly before 0200 UTC (before fog deepening) at around 0545 UTC (shortly after sunrise). For both time marks,
case NAEXP-N1DIA - N3EXP-N3DIA display sudden increases in visibility, due to an fast decrease of n. in 2m height; and
which are not reproduced by case SAT, as n. is fixed value in this case. The sudden increase in visibility around 0045 UTC in
the observations is possibly related to this process. Also, the time marks of formation and dissipation vary. For cases NEXP
NIDIA - N3EXP-N3DIA the formation time is significantly advanced compared to case SAT, while dissipation time only
shows a small tendency towards earlier times, at least for NAEXP-and-N3EXP-Case- N2ZEXP-N1DIA and N3DIA. Case N2DIA
displays a different behavior, with a later fog formation and higher visibility and accordingly earlier dissipation time. This is in

line with the findings discussed above (i.e. a much weaker fog layer that, as a direct consequence, can dissipate much faster).

Otherwise, all cases display almost identical visibility as soon as the fog has deepened.
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Table 2. Table of fog’s life cycle time marks.

Simulation ~ Onset ~ Maximum  Lifting ~ Dissipation
NI1DIA 0025 UTC  0510UTC  0810UTC 1005 UTC
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4.4.2 Time marks of the fog life cycle

The effect of the different droplet concentration (induced by the usage of different activation schemes) on the time marks of
the fog life cycle is summarized in Tab. 2. While N1DIA and N3DIA have similar time marks, N2DIA stands out and show.
a delayed onset by 25 min, while the maximum liquid water mixing ratio is reached 45 min earlier than in the other cases.
Also lifting and dissipation are affected and occurred 15 min and 40 min (with respect to simulation N3DIA) earlier. This is
due to a lesser absolute liquid water mixing ratio which evaporates faster by the incoming solar radiation. Therefore, it can be
concluded that the use of different activation schemes (if they change the droplet number concentration) has an effect on the
time marks on the life cycle as well as on the fog height and the amount of liguid water within the fog layer.

4.4.3 Budgets of liquid water and droplet number concentration

In this section we will analyze the budgets of liquid water and droplet number concentration in physical terms. As in the
preceding section, we will use the cases with different activation parameterizations, since they provide us a range of different
CCN concentrations. Figure 12a shows the profiles of the liquid water mixing ratio at 0400 UTC, 0600 UTC, and 0800 UTC-
the fog is beyond the scope of this paper. The maximum ¢ in the fog layer is reached at approximately 0600 UTC at a height
of 60m. Afterwards a further vertical growth of the fog can be observed, where no further increase in liquid water takes
places as a result of larger vertical extent of the mixing layer and due to rising temperatures after sunrise{see-Fig—22a)—.
Moreover, Fig. 12b,c show the liquid water budget during the mature phase of the fog at 0600 UTC, when the fog was fully
developed. Almost all three cases show identical values for condensation rates {see-Fig—2b)-in the lowest part of the fog
layer, with values being in the same order as the evaporation rates, so that the net gain in this region appears to be small
(see Fig. 12b). However, the N2EXP-N2DIA case (with the lowest n.) exhibits a generally lower absolute evaporation rate
compared to both other cases, which can be attributed to the slightly higher mean values of the relative humidity (not shown)
than in NAHEXP-and-N3EXPNIDIA and N3DIA. In the upper part of the fog layer, higher values of the condensation rate are
observed (especially for NHEXP-and-N3EXPN1DIA and N3DIA) with a concurrent decrease in evaporation rates, leading to
differently strong deepening of the fog layer. At a height of approximately 80 m a maximum of the evaporation rates can be
observed, representing the presence of subsaturated regions in this height and the top of the fog. Larger differences can be

observed in the sedimentation rates: First and foremost the sedimentation is proportional to the liquid water mixing ratio (see
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also Eq. 4). However—the-The strength of sedimentation also depends on the mean radius of the droplets, which increases
with decreasing number of activated drops. Here, a lower n. for a given amount of liquid water leads to a higher mean radius,
compared to a higher n. where the same amount of water is distributed to more drops, decreasing the mean radius. Integrated
over height all three cases exhibit approximately the same sedimentation rates. Therefore, case N2EXP-suffers-the-mostfrom
the-N2DIA experiences the strongest loss of liquid water due to sedimentation (in relative terms). Moreover, Fig. 12¢ shows
that sedimentation partially counteracts the gains caused by condensation at the upper edge of the fog. AHl-n-al-itThe net

advection transports liquid water from the second third of the fog layer (position of the maximum) to higher levels. It can be
summarized that all shewn-preeesses-affeet-terms contribute significantly to the net change of the liquid water mixing ratio-

Heweverin-, illustrating that all microphysical processes deserve a proper modelling for radiation fog. In the mature phase,
however, sedimentation plays a key role, showing the highest values for the individual tendencies. As a result liquid water is

slowly and constantly removed from the fog layer. These findings are in good agreement with previous investigations by Bott
(1991).

The sum of all tendencies, which is shown in Fig. 12d, is the height-dependent change of the liquid water. Also here it can
be seen that in the lower 50 m the net tendency is negative, while in higher levels we observe a positive tendency, so that the
fog continues growing vertically, while the liquid water content within the fog layer decreases.

Figure 13a shows-additionally shows the profiles of n.at-0400-UTE-0600-UTFC-and-0800-UTE. We note that the profiles
of the different cases differ quantitatively but not qualitatively. The stage of the fog can thus be identified in the profiles for
all cases: At 0400 UTC highest supersaturations occur close to the ground due to cooling of the surface and near-surface air,
leading to high activation rates and therefore high n. near the surface (not shown). At 0600 UTC a well-mixed layer has
developed that is driven by the radiative cooling from the fog top. While the turbulent mixing leads to a vertical well-mixed n,
we note the maximum at the top, where the radiative cooling induces immense aerosol activation. This is also-displayed-further

illustrated in the budget of the n {see-in Fig. 13b,c);-where-the-instantaneous-rates-for-, where instantaneous data at 0600 UTC

are-is shown. Here, we see clearly that aerosol activation at the top of the fog layer is the dominant process in the mature phase

of the fog, while activation near the surface is relati

ton-comparably small. Evaporation of droplets, though small
in magnitude, occurs only at the fog top, reflecting updrafts-upward motions of foggy air penetrating the subsaturated air aloft

where droplets then evaporate. Also, we see that both advection and sedimentation rates are much smaller than activation rates

so that the net change in n. is controlled by the activation near the fog-top during the mature phase of the fog.
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Figure 12. Profiles (instantaneously and horizontally averaged) of liquid water mixing ratio at 0400 UTC, 0600 UTC and 0800 UTC and
profiles of explieitliquid water budget terms at 0600 UTC.

a) b) c) d)
150
s “;B:ﬁ gg ﬂlg 4I06 ute ——evaporation ——advection —total
—.—N3DIA 04 UTC —— activation ——sedimentation

120 {2 1 ] |

0 T B PP -— S

. : .
0 40 80 120 160 200 240 -0.20 0.00 0.20 0.40 0.60 020 0.00 0.20 040 0.60 -0.20 0.00 0.20 0.40 0.60
K -3 -1
n (cm®) n, budget (cm?®s™)

Figure 13. Profiles (instantaneously and horizontally averaged) of n. at 0400 UTC, 0600 UTC and 0800 UTC and profiles of explieit-n.
budget terms at 0600 UTC.

5 Conclusions
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The main objective of this work was to investigate the influence of the choice of the supersaturation calculation and activation
arameterizations used in LES models on the life cycle a ehei teeH ithi
foglayer-

51 1 ¢ . leulati CON-netivati

of simulated nocturnal deep radiation fog under typical continental aerosol conditions. For this purpose we performed a series
of LES runs based on a typical deep fog event as observed at Cabauw (Netherlands).

seheme-In_the main part of this study we applied a two-moment microphysics scheme with an activation parameterization
of Cohard et al. (1998) and usingsaturation-adjastment-(N2SAT)-the-exphieitscheme (NZEXP)-investigated the influence of
&%mmmmm@&nmmm a
prognostic
m%wwmwmmﬁ%ﬂww%mwmmm
the results we found that in case of saturation adjustment the-EWP-is-nearly-70% higher-than-for-the-otherschemes—InFig-—7
pfeﬁ}e%f&whqmd%%eﬁmﬂﬂgﬂﬁeﬂefeﬂﬂém@wﬂroplet number concentration €ﬁght—)ﬂf&shew1a—Hefe—fhe

are produced in comparison to
simulation with the diagnostic or prognostic method. This results in a more than 70% higher LWP for the saturation adjustment
W&:rmwm& of lifting and dissipation of the fog %meeeﬁe&emferﬁmﬁm&mwﬂg—&awfa&%—adjﬁﬁmeﬂ%
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sly-layer. An explanation for such differences
between the schemes can be found in the general assumptions made within the methods. As saturation adjustment assumes
that the complete water vapor surplus is removed within one time step, the relative-differences—(ratio-of N2EXP-to- N2PRG)

a STTCG—SPd o—9 argCr—ud attv pcd

ease-of 1-m-grid-spaeing-supersaturation used for activation must be parameterized. In agreement with Thouron et al. (2012)
we found that those values are higher as in the other cases, which leads to great feedback of the fog layer. Moreover, we found
that the diagnostic method and the i i i ing

prognostic method
yield similar results. However, in a grid spacing sensitivity study we observed that the relative differences between the fog
tayer—As-sedimentation-and-prognostic and diagnostic approach increase as the spatial resolution decrease. We assume that
this is due to larger errors of spurious supersaturations which lead to an overestimation of activation in the diagnostic case. This
in turn effect the sedimentation velocity as well as the effective radius and hence the radiative cooling, which are key-processes
or-fog-are-sensitive-to amber-of-activated-drop such-errors-should-be-consideredresults in higher values for the LWP.

using a one-moment microphysics scheme, we compared the possible error introduced when-by using saturation adjustment
in comparison with an explieit-diagnostic and prognostic method for calculating the supersaturation for diffusional growth:

The-, i.e. neglecting activation and prescribing a constant droplet number concentration. With this assumptions we were able
to isolate the error introduced by saturation adjustment on condensation and evaporation. However, the results showed that,

although the model time step was inappropriate for the assumptions made during saturation adjustment, the differences in LWP
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are at most 1% and the general life cycle is not affected. This could be attributed to the fact that the typical supersaturations
in fog are in the range of a few tenths of a percent, and the resulting absolute differences are too small to induce a further

influence on dynamics, microphysics or radiation. This result implies that saturation adjustment is an acceptable method if no
activation parameterization is available (with simultaneous consideration that the latter is highly recommended).

In a second part of our study, the effect of different activation schemes of Twomey (1959), Cohard et al. (1998) and

Khvorostyanov and Curry (2006) on the simulated fog life cycle were-investigated{eases NAEXP-to-N3EXP)was investigated.
Even though these parameterizations are-very-appear to be rather similar, our results indicate that the resulting number of acti-

vated aerosols (and consequently the number of droplets), known to be a crucial parameter for the fog development, differed

signifieantly—An-analysis-of the-budgets-ofcan differ significantly. However, it must be mentioned that these differences are
attributed to the fact that the CCN concentration is different for the investigated schemes. This part of the study can thus also
be understood as a sensitivity study for different CCN concentrations realized by the usage of different activation schemes.
In order to get a deeper insight into the spatial and temporal development of deep radiation fog, we performed an additional

the-mature phase-isocated-dominated by condensational growth throughout the fog layer with a maximum at the top of the
fog layer —The-latterrest om-the-radiative-coolingof-thefog-top,producing-thelargest-supersaturations—Neverthele

is-radi {(due to longwave radiative cooling) and by significant
sedimentation of fog droplets from upper levels towards lower levels, while only little liquid water is lost by sedimentation (to

the ground) and evaporation. The fact that the simulated cases displays significant differences in the fog strength could be traced
back to the ' ' st i

rowth at the fog top, induced by different activation of CCN. For n., our simulations indeed indicate that activation is the

dominant process, located in a narrow height level, while all other processes (i.e. evaporation, advection, and sedimentation

27



10

15

20

25

30

VPstrength
of the activation process and is thus related to the number of CCN and accordingly the activation parameterization used in the
model.

In summary, the present study indicates that the choice of the used mierophysies-parameterization-supersaturation calculation
can be a key factor for the simulation of radiation fog. While-the-effect-of-applyingsaturation-adjustment-in-case-of-assuming

we recommend to use the prognostic approach to calculate the supersaturations-supersaturation for fog layer in case of a
ful-two-moment microphysics considering activation. MereeverTherewith, the effect of spurious cloud edge supersaturation is
mitigated and too large activation rates are omitted. Further, the choice of the chosen activation scheme has an-noticeableimpact
efanoticeable impact on the number concentration of CCN and hence on the LWP and fog heightlayer depth. However, we have
no means to give advice which activation parameterization performs best. In order to give a more educated recommendation
here, we would need observational data of size distributions from aerosol and fog droplets.

In order to overcome these-the remaining limitations of the present study ;-we-plan-to-revisitthat are related to microphysical

arameterizations, we are currently working on a follow-up study in which we are revisiting this particular fog case using a

Lagrangian particle-based approach to simulate the microphysics of dropletswhieh-. This will allow for explicitly simulating
the development of the 3D droplet size distribution in the fog layer (e.g. Shima et al., 2009). This approach will also allow to
resolve all relevant microphysical processes such as activation and diffusional growth directly, instead of parameterizing them.
As such simulations are computationally very expensive, only a very limited number of simulations are feasible at the moment,
so that most future numerical investigations will - as in the present work - rely on bulk microphysics parameterizations. Based
on the results using the Lagrangian approach, however, we hope to be able to give an educated recommendation on the best

choice for such bulk parameterizations.

Code availability. The PALM model used in this study (revision 2675 and revision 3622) is publicly available on http://palm-model.org/trac/
browser/palm?rev=2675 and http://palm-model.org/trac/browser/palm?rev=3622,respectively. For analysis, the model has been extended and
additional analysis tools have been developed. The extended code, as well as the used Job-Setups and the used PALM source code are publicly

available on https://doi.org/10.25835/0067929. All questions concerning the code-extension will be answered from the authors on request.

6 Aectivationspeetrum
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