
We thank all three reviewers for their thorough and constructive comments. We hope to have 
clarified the issues the reviewers brought up and we feel that the revised version of the 
manuscript is significantly improved.   
 
Below please find our detailed response to all three reviewers’ comments.  
 

1. Reviewer 1 
 
“Accumulation” is often used for describing the ice sheet surface mass balance.  As snowfall is 
only one component of the surface mass balance, it would be better to use another word for 
the snowfall derived from ground-based and spaceborne radars such as “accumulated 
snowfall” or just “snowfall”. 
 
We appreciate the distinction between actual accumulation and snowfall. In the paper we now 
use ‘snowfall accumulation’ throughout to describe the latter, while we refer to accumulation 
whenever we compare against or use the stake field measurements. Note, that we discuss the 
terms other than snowfall that contribute to the total accumulation in the paper. It is also 
worth noting that at least over the higher Greenland Ice Shield (GrIS), snowfall is by far the 
dominant term in the actual accumulation as noted toward the end of Section 3.4.1. 
 
Section 3.1: A recent paper has pointed out some ground clutter issues over Greenland in the 
CloudSat 2C-SNOW-PROFILE product: Palerme, C., Claud, C., Wood, N. B., L’Ecuyer, T., & 
Genthon, C. (2018).  How does ground clutter affect CloudSat snowfall retrievals over ice 
sheets?. IEEE Geoscience and Remote Sensing Letters. doi:10.1109/LGRS.2018.2875007 
 
We thank the reviewer for pointing us to this paper, which was published in December 2018, a 
few months after our discussion paper was finished (submitted September 2018). The results 
that Palerme et al. present regarding ground clutter are in very good agreement with our 
findings and fully support our analysis. We have added the citation.  
 
Section 3.2:  It would be interesting to see a map showing the effect of the ad-hoc correction 
(equation 1) on the Greenland snowfall rate. What is the spatial variability of the ad-hoc 
correction in terms of snowfall rate? 
 
This information is shown in Figure 6. In particular, there is a hump visible in the black curve at 
around 20-30 dBz. This hump is caused by ground clutter. It adds about 10% to the grand-mean 
snowfall rate. However, keep in mind that those increases occur only in areas with 
heterogeneous topography (Figure 5) and do not affect the higher GrIS.  
 
In order to make this clearer, we have now added this discussion and point explicitly to the 20 - 
30 dBz range. 
 



Section 3.4: The authors did not discuss the possible effect of blowing snow on the snow 
accumulation measured by the stake field. Would it possible that blowing snow significantly 
affects the snow accumulation measured by the stake field? 
 
This issue has been discussed in earlier publications and is generally thought to be of lesser 
importance. We have added a brief discussion on blowing snow toward the end of Section 2.2 
 
P3, line 23: I would not say “leading to a slight annual cycle in the number of observations 
available over Greenland” since the number of CloudSat observations is reduced by about 50 
% during the winter. 
 
We agree and have dropped the word ‘slight’.  
 
P5, figure 2, caption:  “CloudSat data density over Greenland at 1x2 degrees (left, 
approximately 100 km x 100 km) and 0.025 x 0.05 degrees (right, approximately 2.5 km x 2.5 
km).” Please provide the latitude at which “1x2 degrees” is equal to 100 km x 100 km and 
0.025 x 0.05 is equal to 2.5 km x 2.5 km. 
 
Valid at 60 N. We have added this in the caption. 
 

 
P13, lines 18-19: I don’t understand the following example: “For example, for an observed 
reflectivity of -30 dBz, the correction is +4 dB leading to a corrected reflectivity of -26 dBz, 
which still does not produce any significant snowfall”. From equation (1): dBz corrected = dBz 
1000...1500 + [ (1   0.2 * dBz 1000...1500 ) > 0 ], For -30 dBz: dBz corrected = -30 + 1 – 0.2*(-30) 
dBz corrected = -23 
 
This was a calculation error on our end. Thanks for catching this. We have corrected it 
correspondingly.  
 
P20, line 7-8: “We correct for topography issues and identify the lowest radar bin above the 
surface not affected by ground clutter using the IceBridge BedMachine topography as 
outlined in Section 3.1” I would not say “and identify the lowest radar bin above the surface 
not affected by ground clutter” but rather that the 5th bin above the surface deduced from 
the IceBridge BedMachine topography is used for estimating the surface snowfall rate. There 
is no test performed on the vertical profiles of reflectivity in order to identify ground clutter 
contamination. 
 
We have changed this accordingly. 
 
P22, line 1: How is the mean snowfall rate from CloudSat calculated? Is it calculated from the 
monthly averages in order to avoid the sampling issues?  This should be reported in the text. 
 
Correct. We have added this information.  



 
P30, lines 4-6:  “This result might well be specific to ERA-Interim and in the future studies it 
will be interesting to test different climate models and reanalysis against the CloudSat 
observations.” Behrangi et al., 2016 have compared Greenland precipitation from CloudSat to 
several reanalyses (ERA-Interim, MERRA, and NCEP). Behrangi, A., Christensen, M., 
Richardson, M., Lebsock, M., Stephens, G., Huffman, G.J., Bolvin, D., Adler, R.F., Gardner, A., 
Lambrigtsen, B., & Fetzer E. (2016) Status of high-latitude precipitation estimates from 
observations and reanalyses. J. Geophys. Res.Atmos. 121, 4468–4486. 
 
 
Thanks. We have added this citation and some discussion.  

 

  



2. Reviewer 2 
 

We do not perform any vertical interpolation of CloudSat data. We just take the 5th bin above 
whatever the CloudSat surface bin is with respect to the topography. We believe an 
interpolation would under no circumstances be advisable since it basically reduces the vertical 
resolution.   
 

An impact of melting ice over time on the climatology of snowfall would only be possible 
insofar as to which CloudSat bin above the surface would be picked. We believe this is only a 
minor concern, given the uncertainties in choice of Z-S relationship and other sources of error.   
 

We show this already at the very end in Figure 20. 
 

The correction was created by fitting a regression line through the data between -20 dBz and +5 
dBz. We have added that piece of information now.   
 

Page 8, line 20 - When you re-derive the snowfall rate based on the 5 th bin of CloudSat, 
could you explain how do you proceed? For example, if the IceBridge BedMachine surface 
topography bin is lower than the CloudSat digital elevation model, are you considering a 
linear interpolation of the difference of both topographies between the 4 th and the 5 th bins 
of CloudSat? 
 

 
Page 8, line 24 - It is indicated that differences between the two digital elevation models are 
caused by melting in ablation zones. In the context of global warming, using such a long 
dataset as CloudSat without comparing it to a topographic dataset that does not evolve over 
time could it add uncertainties? 
 
We do not indicate in our paper that differences between the CloudSat topography and 
ICEBRIDGE are caused by melting. We only acknowledge melting could potentially contribute to 
the difference. In our view, it is much more likely that IceBridge is simply more accurate than 
the CloudSat topography, because IceBridge is actually dedicated to the GrIS topography. 
However, we have no way of proving this.   
 

Figure 3 - As in this figure, could you show a figure of the initial and corrected snowfall rates? 
I suppose that the ground-clutter affected measurements, as seen in figure 4, could be 
observed when the differences in elevation between BedMachine and CloudSat are strong. 
 

Page 10, line 11 - How did you establish this equation? 
 



We are not sure we understand what the reviewer is asking. It is also not clear to us, where 
exactly in Figure 10 the reviewer sees the ‘overestimation of surface precipitation’.  
 
 

We have now added a brief section on uncertainties (in Section 2.4), where we also refer the 
reader to literature on uncertainties of individual Z-s relationships. In the context of the current 
study the difference between different Z-S relationships is more important than uncertainties 
associated with individual Z-S relationships. 
 

Figure 7 - This correction seems to overestimate the precipitation below 5 dBZ and 
underestimate the precipitation values between 5 dBz and 20 dBz, as seen in the right panel. 
In other studies, such as Souverijns et al., 2018, a difference between measurements at 1200 
(CloudSat reference level) and 300 (Micro-rain radar first bin) was calculated in order to 
propose a discrepancy between 1200 m and surface snowfall rates, what could it provide for 
this study? 
 
We thank the reviewer for pointing us to the Souverijns et al., 2018 paper which was published 
just around the time we submitted our paper and hence we were not aware of it. As the 
reviewer points out, the methodology for correction employed in Souverijns et al., 2018 is 
slightly different than ours. It is not easily transferable to our method, as we use a set of 
different Z-S relationships that would all lead to different corrections if the correction was 
performed on S. We therefore believe that our correction, working directly on observed Z-
values, rather than retrieved S-values, is more appropriate in this context. We have referenced 
the Souverijns et al., 2018 paper now.  
 
It is true there is a slight overestimation of the correction but actually only up to about 0 dBz. 
This is compensated by a slight underestimation between 0 and +5 dBz (above +5 dBz, the 
correction does not apply, as stated in the text). One cannot, of course, expect a simple 
statistical correction to perform perfectly everywhere. The important issue is that the corrected 
values are much closer to the surface Z-values than the uncorrected values. This can most easily 
be seen by comparing the left and center panels of Figure 7. 
 
The relative effect of the correction compared to other uncertainties can also be seen in Figure 
10. The uncertainty is dominated by variability between different Z-S relationships and not by 
the impact of corrections.  
  
Figure 10 - Again, the correction you are applying on the different Z-S relationships seems to 
overestimate surface precipitation. A first comparison between CloudSat and MMCR 
datasets, then would a comparison between MMCR 1200 m.a.g.l. and ground levels be more 
interesting for evaluating the rate of snowfall at the surface? 
 

Figure 10 - What are the confidence intervals of these Z-S relationships? 
 



Section 3.4.2 - In my opinion, this part should be further developed. Indeed the revisit time at 
Summit is low and the satellite must certainly be missing a large number of events, as seen 
on figure 12. However, it seems to overestimate other events significantly. […]  
  
This reviewer comment has three sub-questions, which we answer below.  
 

• […] Could you first study and show the occurrence of Summit precipitation events 
observed by ground instruments, stacking field and satellite, thus recomparing the 
observed ground precipitation rates with the assumed CloudSat rates?  

 
It is not clear to us what exactly the reviewer is proposing here. However, we hope that the 
additional discussion we have added regarding temporal and spatial sampling does answer this 
question as well.   
 

• […] As done in the study by Souverijns et al., 2018, could you discuss about 
commissions and omissions errors of the satellite in order to give a better estimate of 
the precipitation rate spatial and temporal uncertainties of CloudSat?  

 
We are not sure what the word ‘commissions’ means in this context. We assume the reviewer 
wants us to further investigate the temporal and spatial sampling associated with CloudSat. We 
are not sure what this additional discussion would yield. The spatial and temporal uncertainty 
of both CloudSat and MMCR observations in themselves do not play a role.  
 
However, when comparing CloudSat to MMCR, the representativeness of MMCR w.r.t. to 
CloudSat does play a role. This representativeness depends on various issues including the 
temporal sampling of CloudSat, the spatial distance between CloudSat and concurrent MMCR 
observations, and the spatial heterogeneity of the observed snowfall scenes.  
 
As a result, comparisons of CloudSat with MMCR will be noisier than comparisons between 
MMCR and other ground-based observations at Summit (e.g the stake field). The effect of this 
can best be studied by comparing Figures 11 (where we compared MMCR with the stake field) 
and Figure 12 (where we compare CloudSat with MMCR). The additional noise manifests itself 
in reduced correlations between CloudSat and MMCR (compared to stake field and MMCR, 
Figure 11). 
 
 In our paper we are concerned with retrieval issues related to systematic errors in the CloudSat 
data  (.e.g ground-clutter, Z-S relationships). We are not as much concerned with issues related 
to increased noise in direct comparisons, which can be mitigated in the climatology by large-
scale temporal and spatial averaging. We therefore do not see any need for extending our 
analysis in the way suggested by the reviewer.  
 

• […] Are you taking into account and can you quantify blowing snow processes over 
stacking field on the accumulation rate, that are impossible to take into account on 
CloudSat measurements, occurring at low altitude?  



 
The effects of blowing snow/snow drift on the stake field as well as on accumulation over the 
GrIS in general have been studied earlier. See the discussion in Castellani et al. (2015). In our 
initial manuscript we had failed to mention these findings. We have now added a discussion of 
the issue toward the end of Section 2.2 addressing these issues.  
 
 

See answer to earlier question by Reviewer 2 on ‘Figure 10 – What are the…’ . 
 
Figure 19 - What does this study show about the period from 2006 to 2011, before the failure 
of CloudSat, where day and night observations can be considered?  
 
We are not certain how to interpret the question. If the reviewer is just asking how Figure 19 
looks like for the years 2006-2011, the results presented in Figure 19 do include the years 2006-
2011. We do not believe the data density of CloudSat is high enough to further separate out 
shorter time periods.  
 
However, it might be the reviewer is asking whether there is a bias caused by CloudSat only 
observing during daytime in the later time period after its battery failure in early 2012 
(Reviewer #3 has that same question). This would be a more serious matter. In order to exclude 
this possibility, we have investigated the diurnal cycle of precipitation over Summit from our 
MMCR dataset, which is sampled at 1-minute intervals. The below figure (Figure R1) shows the 
diurnal cycle of precipitation for all four seasons. There is no diurnal cycle apparent from the 
MMCR, except for JJA, where the ‘daytime’ precipitation appears to be lower than the 
‘nighttime’ precipitation. Note, that strictly speaking there is no nighttime at Summit in JJA, but 
still the solar zenith angle is lower around midnight local time. The diurnal cycle seen in Fig R1 
for JJA  might or might not be a physical effect caused by this solar forcing. It would definitely 
be of interest to further study the potential diurnal cycle of precipitation in summertime over 
the GrIS. For all other seasons, no diurnal cycle is apparent in Figure R1 and this the result is 
consistent with expectations. During wintertime no solar forcing is expected as the sun will not 
rise above the horizon. During the spring and fall seasons, the solar forcing will be very weak.  
 
In order to now answer the question as to whether the CloudSat sampling issues after 2011 
could cause a bias in the observed snowfall rates, one has to keep in mind that CloudSat data in 
summer are NOT affected by data loss (see Figure 1). Only nighttime CloudSat observations are 
affected, thereby most strongly reducing the data coverage in winter, when no diurnal cycle in 
precipitation is present.  
 
In summary: 

Page 22, line 1 - You are assuming an uncertainty on CloudSat measurement over the GrIS of 
7,5 cm/year based on the spread of the Z-S relations, but hat confidence do you place in 
these relationships? 
 



It is conceivable there might be a diurnal cycle in precipitation over Summit in summertime. 
Figure R1 seems to indicate this is the case. However, in summertime CloudSat consistently 
samples the full diurnal cycle even after the battery failure in early 2012. It is therefore very 
unlikely, that this failure would introduce biases in CloudSat-derived monthly-mean 
precipitation compared to the earlier CloudSat time period before the battery failure. The 
reduced data amount during wintertime might lead to increased noise in the CloudSat-based 
snowfall estimates during the later years. Minimizing this noise is one reason, why we average 
the final climatology over all years available (and over larger regions). 
 

 

Figure R1: Diurnal cycle of precipitation over Summit derived from 
MMCR observations. DJF: December-January-February; MAM: 
March-April-May; JJA: June-July-August; SON: September-October-
November 

 
 
Figure 20 - Are these CloudSat measurements assumed at the surface or observed at 1200 
m.a.g.l.? What is the S-Z relation used for the MMCR? 
 
CloudSat: observations are taken from the 5th radar bin above the surface and corrected for 
height according to the methodology we developed in the paper. For comparison, we also 
added the CloudSat original SNOWPROF snowfall rates. For MMCR Z-S relationship we used 
KB09_LR3 as a Z-S relationship (see Table 1 in the paper). We have added this information now 
in the figure caption.  
  



3. Reviewer 3 
 
P2, Ln 12: van den Broeke et al. (2016) point ... This is a complex sentence. Please 
rewrite. 
 
We have split this sentence in two now. 
 
P3, Ln 13: ...however, only daytime scene... The author considered daytime data only after 
2011, while both daytime and night-time data are considered between 2006 and 
2011. Is there any bias in the results due to diurnal data? 
 
Please see our detailed response (including figure R1) to Reviewer #2 who had the same 
question.  
 
P6, Ln 19:  To compare CloudSat CPR and the MMCR,....   It is not clear what is compared, 
reflectivity or snowfall rate. 
 
We have added ‘snowfall rates’. 
 
P6, Ln 24:  ... allow transferring results between the two bands.  The sensitivity of CloudSat 
CPR and MMCR may be different. What is the sensitivity of MMCR. In comparison analysis, do 
the authors considered sensitivity of both radars. Ln32: (2011))0. Check it. 
 
Both instruments have a low enough sensitivity threshold (<= - 30 dBz) so that differences in 
their sensitivity do not make any difference in terms of retrieved snowfall rates. 
 
 
P8, Ln 20: re-derive the snowfall rates based on the 5th radar bin above the surface. Any 
specific reason for choosing 5th bin . 
 
Excellent point. This is discussed later in the manuscript but appears very ad-hoc here. In order 
to clarify why we chose the 5th bin, we have now added the corresponding reference. 
 
P 9, Ln 5: ....significant number of high reflectivities associated with very high... Any role of 
Mie-scattering? 
 
We believe Mie scattering does not play a role in this. Firstly, the actual snowfall rates over the 
GrIS are quite small. Secondly, Mie scattering would reduce the reflectivity observed for a given 
snowfall rate (as the backscatter efficiency as function of particle diameter flattens out 
compared to the Rayleigh regime). Also, from our analysis it is clear that we are dealing with 
surface clutter. 
 
P12, Ln14: Vertical resolution of CloudSat is 240 m as mentioned in Page 3. 



 
We believe the discussion in the paper regarding CloudSat’s vertical resolution and sampling is 
correct. The CloudSat data is oversampled at a vertical resolution of 240 m. However, the actual 
vertical resolution of CloudSat is 500 m (as correctly stated on Page 3). That is, if a data bin is at, 
say 1250 m, it is representative for a range between 1000 and 1500 m.  
 
P12, Ln 15: How the equivalent radar reflectivity measured at W-band compared with 
Ka-band measurements?  Sensitivities of both the radars are different and thus the 
comparison of reflectivity is not so straightforward. The authors mentioned about the spatial 
averaging but didn’t mention about the temporal averaging for performing the radar 
reflectivity comparison? 
 
The comparison of reflectivity between Ka and W-band would only be not straight-forward, if 
either (a) Mie-effects affects the observations or (b) one of the radars has a significantly worse 
detectability threshold than the other radar. The effects of (a) Mie-scattering are discussed in 
detail in the paper (Figure 9 and associated discussion). Both MMCR and CloudSat have a low 
enough detectability threshold (<= -30 dBz) that (b) is not an issue.  Regarding temporal 
averages, we perform temporal averages only on snowfall rates (and not on reflectivities, which 
would be incorrect). However, Figure 9 only deals with Z-S relations, so issues of temporal 
averaging to do not play a role. 
 
P13: How eq(1) is derived? 
 
The correction was created by fitting a regression line through the data between -20 dBz and +5 
dBz. We have added that piece of information now.   
 
 
P13: Ln 18: -20 dBz. I couldn’t see -30 dBz in the figure 7. 
 
The -30 dBz just serve as an example in this context. We have re-formulated the corresponding 
paragraph to make this clearer.  
 
P17:  Ln 6:....  effective density... Please elaborate “effective density”.  If effective density is 
higher what it mean? 
 
We have added some explanation and a reference to Section 2.5, where effective density is 
discussed.  


