Responses to Reviewer Comments

Energy Transport, Polar Amplification, and ITCZ Shifts in the GeoMIP G1 Ensemble
R. D. Russotto and T. P. Ackerman

Responses to reviewer comments in blue. Following the responses are a revised manuscript
showing differences from the original version, and then a clean revised manuscript.

Reviewer 1
General Comments

In this study the authors investigate the impacts of solar geoengineering and global warming on
atmospheric meridional energy fluxes by using results from an intermodel ensemble (GeoMIP)
and by employing a moist energy balance model (EBM). The EBM is combined with GeoMIP
output in order to attribute energy transport changes to different climate forcing agents and
climate feedbacks. The study seeks to answer two separate questions related to meridional
energy transport: 1. how does solar geo impact the poleward energy transport at high latitudes,
and 2. how does solar geo impact the cross-equatorial energy flux. In essence, the first question
asks whether solar geo would exacerbate or counteract high-latitude warming while the second
question asks which aspects of GCMs contribute most to uncertainty in changes to tropical
precipitation. The authors show that solar geo would counteract the poleward energy transport
enhancement under global warming, which they rather elegantly attribute to changes in moisture
transport. This result helps to explain the observed mid-latitude drying signal in previous solar
geo studies (e.g. Tilmes et al., 2013) and is a very useful inference. It also helps to explain why
solar geo effectively (though not completely) offsets high-latitude warming. In an attribution
study with an EBM, the authors attribute the largest source of uncertainty in poleward energy
transport changes to cloud feedbacks, in agreement with previous studies looking at energy
transport under global warming. They also show that cloud feedbacks contribute most to
uncertainties in cross equatorial energy transfer (and hence tropical rainfall migration) under
solar geo.

The paper is a very useful contribution to the solar geoengineering literature and helps to shed
light on important results of previous studies such as residual high-latitude warming. The
background information (section 1) is comprehensive and the methodology is sound. The use of
an EBM is appropriate, although I think the disparities between the results of the EBM and
GCMs (e.g. Fig. 5) should be elucidated more carefully in the text. My primary concern with the
paper is the lack of consideration for oceanic energy transport changes — in particular for cross-
equatorial energy fluxes where oceanic energy transport is important. The manuscript would
benefit from looking at oceanic energy transport changes explicitly (a methodology for



calculating meridional oceanic energy transport is provided by Hawcroft et al, 2016). This may
elucidate why the ITCZ shifts in abrupt4xco?2 are not correlated with atmospheric cross-
equatorial energy transport changes. If the authors are unable or unwilling to investigate oceanic
energy fluxes, then I would suggest altering the title of the manscript to “Atmospheric energy
transport, polar amplification, and ITCZ shifts in the GeoMIP G1 ensemble” to better reflect the
paper's contribution. Once these changes (and various minor changes listed below) are made, I'd
be happy to recommend publication.

Thank you for the detailed suggestions in this review. The differences between the EBM and
GCM results are smaller now that a major bug has been fixed in our implementation of the EBM
(see response to Reviewer 2’s Major Point 2). We add more discussion of the EBM-GCM
differences in this version.

As for ocean transport, we have added some discussion of this to the introduction, However, we
still think our focus on atmospheric energy transport makes sense. As Reviewer 2 points out, any
changes in oceanic heat transport or storage are already taken into account in the atmospheric
energy budget via the surface fluxes.

The poleward ocean heat transport is important to another aspect of this study: the explanation
for the residual polar amplification in G1. We originally did not adequately discuss the
possibility of an increase in ocean heat transport as a possible reason for this, but Hong et al.
(2017) found that poleward heat transport by the ocean (northward across 30 degrees N in the
Atlantic) decreases in G1, like that by the atmosphere. We now discuss this in the paper.

Specific Comments
P1 L5: First instance of CO2 — define as carbon dioxide
Done.

P1 L8: Mention explicitly that it is the radiative forcing from enhanced GHGs that is being offset
by solar reduction in G1

Done.

P1 L8: Sentence beginning “In G1,...” - consider starting with “We show that ...” to distinguish
your results from prior results

Done. Also added clarification about sign of net forcing.

P1 L19: Consider replacing “compensated for”” with “counteracted”. Also add a suitable
reference at the end of this sentence



Done.

P1 L23: Sentence beginning “since reflecting sunlight would affect ...” is ambiguous. Explain
why solar geoengineering leaves residual warming at high latitudes — at least give the primary
theories — e.g. more sunlight in the tropics on average — with a suitable reference (e.g. Kravitz et
al., 2013)

This sentence has been rewritten, and a reference has been added. The rest of the paragraph has
also been revised, to maintain a logical flow.

P2 L12: Replace “subtropical” with “tropical” - Haywood et al identified Sahelian drought as a
concern of hemispheric geoengineering and did not look at the subtropics

Done.

P2 L14: Add a suitable reference to the last sentence of this paragraph — which study explicitly
identifies an ITCZ shift following a symmetric SAI application?

We now refer to Smyth et al., 2017, which studied ITCZ shifts in G1 (like this study does). A
solar constant reduction is an example of a symmetric solar geoengineering deployment. Space
mirrors would effectively cause a solar constant reduction.

P2 L15: You say “ITCZ shifts are closely related to the meridional transport of energy by the
atmosphere”. This is irrefutable, although you should add an appropriate reference, but only tells
half the story. Add more discussion about the relative importance of ocean heat transport here,
and its ability to control ITCZ position. The following references may be useful: Green and
Marshall (2017), Hawcroft et al (2016), Haywood et al (2016), Hwang et al (2017), Marshall et
al (2014)

We have added a paragraph discussing the relationships of the ITCZ to the atmosphere and
ocean energy transport to the introduction, citing some of these and some other references.

P2 L30: The aim of G1 is not to “keep global mean temperature at approximately preindustrial
levels” as you say — be more explicit about the simulation design

We now clarify that the experiment is designed to maintain energy balance at the top of
atmosphere.

P4 L5: Define V.F_ at first use (i.e. latent energy transport)

We now define F, and also clarify FL and Fu as horizontal fluxes to distinguish from the surface
fluxes.



Figs 1 and 2: Consider also changing the y-units to '‘poleward energy transport' rather then
'northward energy transport' to assist comparisons. Lastly, I'd suggest putting 'Latitude (N)' as the
x-title rather than 'Latitude’

These suggested changes to the figures have been made.
P7 L2: Add a suitable reference for the DSE response to high-latitude warming

We have added reference to Hwang et al. (2011) here, and we also now refer back to Figures 1
and 2.

Eqn 3: This equation is valid for temperature in units in Kelvin, whereas your plots give
temperature in units of °C — pick one for consistency and use throughout the manuscript — I'd
personally go with the SI unit K

We now use K consistently throughout the paper.

P8 L14: Sentence “This leaves the differing spatial patterns of forcings as the only possible
explanation” should have a caveat that meridional ocean heat transfer is negligible at high-
latitudes (e.g. Fig. 6 in Hawcroft et al 2016)

We have now cited this figure as well as the reduction in Atlantic Meridional Overturning
Circulation strength found by Hong et al. (2017) and a lack of increased energy input to the
tropical ocean as reasons not to expect an increase in oceanic heat transport to the poles.

P8 L30: I recommend that the authors explicitly look at changes to meridional ocean heat
transfer in the G1 and abrupt4XCQO2 simulations using the methodology of Hawcroft et al
(2016). Whilst the caveat about ocean heat transport in P8 L30 is appreciated, explicity looking
at changes to ocean heat content / transport would significantly improve the manuscript whilst
not altering the primary results

We have expanded on the possible reasons for the poor correlation between the ITCZ shift and
cross-equatorial energy flux in abrupt4xCO2 in the revised manuscript. See response to
Reviewer 2 major comment 1, which had some suggested reasons for this.

Fig. 4: Consider adding the correlation coefficients to the the respective figures

They are already in this figure, in the titles. We have reduced the number of decimal places from
3 to 2, following Reviewer 2’s suggestion.

P9 L2: Reference the Haywood et al (2013) study at the end of “shifts toward the warmed
hemisphere”

We decided to delete this sentence, since it lacked clarity. We now reference the Haywood et al.
(2013) study at the beginning of the next sentence.



P9 L2: Change “It implies” to “The ITCZ shifts in Fig 4b imply”
Done.

P10 L10: Change “40 °N” to “40 °N/S”

Done.

P10 L11: Add a space between piControl and (Figure 5c)

Done.

P10 L12: Yes there are strong correlations, but that doesn't mean the EBM is doing a good job!
For instance, for abrupt4XCQO2 the EBM predicts a negative poleward energy transport anomaly
at 40 °N for 6 out of the 8 models where the GCMs give a positive anomaly. This issue should be
discussed and not glossed over.

The EBM simulations have all been redone (see response to Reviewer 2 major comment 2). Now
that humidity is being correctly simulated in the EBM, the EBM does a somewhat better job of
reproducing the GCM energy transport changes. For example, the EBM now gives positive
energy transport anomalies at 40 °N/S for all models in Figure 5¢. The discussion of Figure 5 has
been updated to address the recent changes.

Fig. 5: A minor suggestion - put “40 °S/N” into the plot titles for b) and c)
Done.

Fig. 6: In the caption and the titles note that it is the northward energy transport that you are
plotting

Done.

P13 L5: Again — I urge you to explicitly assess oceanic heat uptake in these simulations — you
say that the results of the EBM imply that oceanic heat uptake differs between the GCMs — it
would not be difficult to assess this hypothesis and would add value to your results

This entire paragraph has been rewritten because of the redone EBM simulations; while the
conclusion that clouds are the largest source of inter-model spread has not changed, the spread in
the other experiments is somewhat different from before. We now mention here that the spread
in this term could represent an atmospheric response to cross-equatorial ocean energy transport.
We did not mean that the results of the EBM are the best way to make inferences about oceanic
heat uptake—in fact we calculated the net energy flux into the ocean (really into the surface, but
over land it is negligible) in order to run this experiment.

Explicitly calculating the ocean energy storage and transport would not be trivial, because it
would require obtaining and analyzing output from the ocean component of the models, which



we have not done before. In any case, Hong et al. (2017) have already done a lot of analysis in
this direction.

P13 L7: Sentence beginning “The impact of the solar forcing term ...” is very wordy and does not
read well — rephrase

This sentence was eliminated in the rewrite of this paragraph.
P13 L25: “has” — “have”
Done.

P13 L27: Sentence beginning “Models with a greater negative change...” - include an example
Added MPI-ESM-LR as an example.

P13 L30: I would also use Fig. 6 in Hawcroft et al (2016) to argue your point that poleward
energy transport changes in are likely not due to oceanic heat transport changes — i.e. more
background meridional heat transport in the atmosphere than the ocean

We have cited the Hawcroft figure (and the Hong et al. 2017 paper) at the earlier place you
suggested it, but we have deleted this sentence. The argument we originally made here was
incorrect, because the surfaceFlux experiment is about the response of the atmospheric heat
transport to the ocean heat transport and doesn’t necessarily tell us anything about what the
ocean heat transport itself is doing.

P14 L8: You should add caveats that the EBM does not get the sign of the energy transport right
in the Northern Hemisphere (Fig. 5¢). | would seriously consider removing Fig. 8A and
associated analysis due to this issue as it indicates the EBM is missing the point and any analysis
is compromised

Again, the fixed EBM now does get the sign of the energy transport right in the Northern
Hemisphere. The discussion of Figure 8A has been revised to account for the redone EBM
simulations.

P16 L18: Following “poleward atmospheric energy transport decreases” refer to Figs 1a,d

Done.



Reviewer 2
Overview

Overall, this manuscript makes an interesting contribution to the physical climate's response to
solar radiation management geoengineering. The analysis framework is centered on moist static
energy transport, which has been a valuable way of understanding other climate perturbation
(e.g., from carbon dioxide and other anthropogenic radiative forcing). Bringing this perspective
to the geoengineering simulations is helpful to understand the ways in which the reduced solar
constant is not perfectly offsetting the regional climate changes from increased carbon dioxide,
even if the global-mean surface temperature is near zero. The conclusions concerning the critical
role of the spatial pattern of the forcing (vs. the possibility that radiative feedbacks differ
between solar and greenhouse gas forcing) is nice to broadcast clearly, as the abstract does.

| think the manuscript is suitable for publication, but there are some important caveats about the
analysis that need to be added and the authors need to alter how they perturb the moist EBM to
be more consistent with what we know about the radiative forcing of carbon dioxide (at least the
global mean part).

This review, particularly the scrutiny of our methods for imposing the CO: radiative forcing in
the EBM, was extremely helpful to us as it helped us to find a bug in our implementation of the
Hwang and Frierson (2010) EBM and to finally find out why we could not originally reproduce
one aspect of their results. The bug has been fixed and the EBM experiments have all been re-run
and the associated figures replaced. Details of the bug are described below. Thank you also for
pointing out interesting papers in the literature that help to better contextualize our analysis and
understand its limitations.

Major Points
1) ITCZ shifts: recent literature

There are a few relevant new publications that the authors should engage with. Seo et al. (2017)
showed that the cross-equatorial energy flux does not always account for ITCZ shifts in GCM
simulations of carbon dioxide warming. It's fine to continue to use this as a first cut toward
understanding the simulations' behavior, but its limitations need to be acknowledged. It may be
that the non-zero intercept in Fig. 4a comes about for a reason discussed there: the gross moist
stability (energetic stratification) can also change.

We now discuss possible reasons for discrepancies between the cross-equatorial energy flux and
ITCZ shifts when discussing Fig. 4a.

Viale and Merlis (2017) analyzed simulations with solar forcing and carbon dioxide forcing and
found the ITCZ shifted a different amount. They interpreted this result through the refined
energy flux equator argument described by Bischoff and Schneider (2014). The result in Viale



and Merlis (2017) is in line with the typical GCM results here: more sensitivity to carbon dioxide
than solar forcing in ITCZ shifts, so a poleward shift in geoengineered climate. This comes about
by a different spatial pattern in the radiative forcing (not differences in radiative feedbacks).

We now mention the results of the Viale and Merlis (2017) paper when discussing the multi-
model mean ITCZ shift in Section 2.1.

Last, the TRACMIP simulations (Voigt et al., 2016) have examples of radiatively forced
warming where the ITCZ shift does not follow the energy flux equator. I've seen this shown in
conference talks, though it may not have been published yet.

This is still not published (personal communication from Michela Biasutti). We will add a
citation if it is published before the final deadline for changes to our paper.

I think this literature needs to be invoked rather than ocean heat storage (p. 8 L30) for the
breakdown in abrupt 4x simulations: the ocean heat storage is already taken into account through
the surface fluxes. That cannot explain the why the cross equatorial energy fluxes in the
atmosphere are uncorrelated to the ITCZ shift.

We now mention the Seo et al. and Bischoff and Schneider papers when discussing this
breakdown, as part of a broader discussion of the limitations of the cross-equatorial energy
transport/energy flux equator proxies for the ITCZ position.

2) Moist EBM analysis

First, | appreciate that the methodological details are described in a greater detail than in
previous papers that use this approach and the authors have made their codes available.

* Eqgn. B1 has a mistake (see North 1975 and subsequent diffusive EBM papers). There is
amissing (1 - x?):

6[1 2(’)M.S‘E
ax( x)ax

| hope this is a typesetting mistake and not a problem with the implementation of the EBM used
for the analysis.

Thank you for pointing this out. The factor of (1-x2) has in fact always been (implicitly) in the
EBM code; the error in the manuscript came from us misinterpreting the code from Yen-Ting
Hwang that was written in @ rather than x coordinates. There is also a factor of the square of the
radius of the earth that was left out of the equation (absorbed into D in the North papers). In the
revised manuscript, for clarity, we have written this equation in both 8 and x coordinates, to help
alleviate any confusion about where the (1-x2) comes from.



* The convention of OLR = aTs - b is confusing when other EBM literature has the
opposite use of a and b (e.g., OLR = a + bTs), but I understand the desire for continuity with
Hwang and Frierson (2010).

We have chosen to retain the aTs - b convention in the revised version.

* | think it's valuable to try to set the record straight concerning how Hwang and Frierson
(2010) described the change they made to do the warming EBM simulations. | thought they
made a terminology mistake, saying that they re-fit b “to capture the change in climate
sensitivity”, which would be a change in a. Changing just b is reasonable as you can think of that
as a change in radiative forcing (e.g., Rose et al., 2014). This manuscript, however, suggests both
a and b must be changed to simulate altered climates. I don't follow that, as Rose et al. (2014)
and others have done moist EBM simulations that are just changing b and have changes in
energy transport. The values of a don't seem to change too much, generally near 2 W/m?/K as
expected from the sum of temperature and water vapor feedbacks, so I'm confused.

See response to next comment.

* Again, | want to praise the authors for disclosing the methodological details. | have not
seen the parameter values for a and b when using linear fits to GCMs before (Table 4). However,
the results are troubling and perhaps earlier work would have attracted scrutiny if this had been
disclosed. If we think of b as representing the carbon dioxide radiative forcing (change in OLR
with unchanged surface temperature), the fits imply carbon dioxide radiative forcing that varies
across models from 0 to 16 W/m? (just considering the abrupt 4x column vs. the control). This is
a problem! It also affects the G1 simulations.

Thank you for bringing up this issue, as it resulted in us finding and fixing a bug in our
implementation of the EBM that affected all the EBM simulations. Hwang and Frierson (2010)
did in fact re-fit only b instead of a and b (Dargan Frierson confirmed this). The reason we
assumed that they didn’t was that we could not get much of a response of energy transport to the
“greenhouse” experiment when changing only b. It turned out that when re-implementing the
EBM in Python, we neglected to convert saturation vapor pressure from hPa to Pa, resulting in
specific humidity being too low by a factor of 100. So, we were effectively running a dry EBM
instead of a moist EBM. Now that this problem has been fixed, we get changes in MSE transport
when changing only b that are of similar magnitude to those in the Hwang et al. papers. Before
the moisture bug was fixed, changing only b amounts to a uniform reduction in OLR
everywhere, which has no effect on the energy transport (so this methodology won’t work in a
dry EBM). But when humidity can adjust to temperature, it goes up much more in the tropics
than the poles responding to a uniform initial OLR perturbation, leading to an increase in
meridional energy transport as a result of the stronger greenhouse effect.

We re-ran all of the EBM simulations with the corrected moisture issue, also having fixed a more
minor bug where it had been assumed the GCM latitudes are evenly spaced (in fact most GCMs



use non-even Gaussian grids), and re-fitting only b instead of a and b in the all-perturbation and
greenhouse experiments. The results are qualitatively similar in most respects to those in the
previous version of the manuscript, and our overall conclusions have not changed. The
agreement between the EBM and GCMs in Figure 5 has improved somewhat. The plot axes in
Figures 5 through 8 had to be expanded because the EBM moves more energy now, and the text
has been changed to reflect the changes in methodology and results where necessary.

Regarding the value of the CO. forcing, the values of 5’ where a has been fixed when re-fitting
are now included in Table 4 (and the old values of a” and b’ deleted). Comparing 5’ to b in this
table shows that the radiative forcing values are now all around 7-9 W/m? for G1; for
abrupt4xCO?2 they are a little higher in some models (as much as 13 W/m? for CESM) but this
doesn’t seem entirely unreasonable because clear-sky LW feedbacks such as water vapor and
lapse rate feedbacks are included. (Also, b’ is greater than b, as it should be with the OLR = aTs -
b convention; when re-fitting a and b, not only were the values of radiative forcing wildly
divergent, as you pointed out, but they were all negative.)

* The last important thing that should be noted is that the approach of prescribing TOA
perturbations (e.g., from cloud radiative effect changes) in the moist EBM does not capture the
fact that feedbacks are interacting with each other (Feldl et al., 2017) and with the changing
energy transport (Rose et al., 2014; Merlis, 2014; Rose and Rayborn, 2016). There's still value in
this way of diagnosing things (partially interactive), but it's not the full story and may help
explain why EBM is changes less than the GCM.

We now note these limitations, as well as the fact that the EBM does not capture the
spatial structure of CO- forcing, in the 2" paragraph of Section 3. Note that the poleward energy
transport change in the EBM is now greater than that for the GCMs in G1 and for the northern
hemisphere in abrupt4xCO2 in the redone EBM experiments (see Figures 5b,c).

3) Forcing estimates

The authors describe in conclusions that the radiative forcing for carbon dioxide is not uniform,
but this seems important enough to come earlier when describing the EBM set up (p. 10 L1).

* The authors cite only Zelinka and Hartmann (2012) (p. 15) when discussing the
extratropical response to carbon dioxide. Those authors neglected the structure of carbon
dioxide, which was subsequently included in Huang and Zhang (2014). They also looked at the
same CMIP5 abrupt 4x simulations, so it's important to confirm consistency.

Thank you for pointing out the role of the non-uniform CO> forcing in the response of energy
transport to CO- increases. The non-uniform forcing not captured by the EBM when re-fitting
only b. We now cite the Huang and Zhang paper and mention the non-uniform forcing in the
discussion of the “greenhouse” EBM experiment in Section 3.3.1.



* Other authors (e.g., Feldl and Bordoni, 2016) have taken the approach of diagnosing the
forcing, including its spatial structure, from fixed SST simulations (“troposphere adjusted
forcing”). Given my concern about the linear fit estimate of b values above, | think this is a
superior way to drive the moist EBM. Another alternative would be to take previously published
global-mean adjusted forcing estimates and use those—at least all the carbon dioxide forcing
would be near 7 W/m?,

Having re-run all the EBM simulations with corrected moisture transport and re-fitting only b
and not a, we think we have adequately addressed the concerns about accuracy of the CO>
forcing. It is true that this does not capture the spatial structure of the CO; forcing, but there are
no obvious, workable alternatives. Using forcing estimates from fixed-SST simulations would
include rapid adjustments from clouds and other variables in the “greenhouse” experiment. This
experiment was intended to simulate the effects of the enhanced greenhouse effect, including
water vapor, lapse rate and Planck feedbacks, but not cloud feedbacks. If cloud feedbacks were
included in the greenhouse experiment, they would be double-counted when the SW and LW
cloud effects were also included (as in the “all G1” and “all 4xCO2” experiments), and it would
be hard to distinguish between the effects of CO> forcing and changes in clouds. We also
considered re-fitting b in individual latitude bands instead of globally, but since we can only use
clear-sky OLR for the fit, this would miss the portion of the spatial structure of radiative forcing
that is caused by pre-existing clouds (thanks to Dargan Frierson for pointing this out).

Minor Points

p. 3 L19: “moisture fluxes™ terminology is not ideal for the latent surface fluxes, given that
meridional energy and moisture fluxes are discussed later.

“Moisture” here has been changed to “latent heat”.

Fig. 3: how close is the global-mean surface temperature change to zero in these simulations? |
understand this is discussed in other papers using G1, but it would be helpful to at least state a
representative number (e.g., within 0.2 K).

Global mean temperature changes have been added to Table 1.

Fig. 3 caption: presumably these are zonal *and annual* mean *surface air* temperature
changes? | didn't see this in the main text either. Likewise for saturation vapor pressure.

It has now been clarified that these are surface air temperature and surface specific humidity. A
clarification that all months are included has been added to the description of the averaging
procedure in the first paragraph of Section 2.

p. 8 L27, and elsewhere: a big excessive on the number of digits for r.

The number of digits for r has been reduced from 3 to 2 throughout the paper.



Fig. 5: plot 1-to-1 lines here
Done. Also, the plot aspect ratio has been changed to 1:1.

p. 16 L6: the ocean heat uptake is weighted toward subpolar oceans (vs. a uniform uptake which
wouldn't affect extratropical atmospheric energy transport)

We now make this clarification in the text.

Specific Comment 1

P4 L10-13: The "unphysical result" problem stated in your manuscript is due to a postprocessing
(CMORizing) error in the first G1 realization (rlilpl) from BNU-ESM, there is no such problem
in the second G1 realization (r2ilpl). You could download all BNUESM CMIP5/GeoMIP
results at http://esg.bnu.edu.cn/thredds/esgcet/catalog.html. If you have problems please let us
know.

The r2ilpl realization of G1 in BNU-ESM still has the problem that the global mean
temperature is not adequately maintained at preindustrial levels, which is important to our
analysis. After this comment was posted, the BNU modeling group provided us with the output
from a new G1 realization, r3ilpl, which did a good job of maintaining global mean
temperature. However, there was not enough time to incorporate this model into our analysis for
this revision. We have removed the reference to the “unphysical result” in the text.
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Abstract.

The polar amplification of warming and the ability of the inter-tropical convergence zone (ITCZ) to shift to the north
or south are two very important problems in climate science. Examining these behaviors in global climate models (GCMs)
running solar geoengineering experiments is helpful not only for predicting the effects of solar geoengineering, but also for
understanding how these processes work under increased carbon dioxide (CO,). Both polar amplification and ITCZ shifts are
closely related to the meridional transport of moist static energy (MSE) by the atmosphere. This study examines changes in
MSE transport in 10 fully coupled GCMs in Experiment G1 of the Geoengineering Model Intercomparison Project, in which
the solar constant is reduced to compensate for the radiative forcing from abruptly quadrupled CO, concentrations. In G1,
poleward MSE transport decreases relative to preindustrial conditions in all models, in contrast to the CMIP5 abrupt4xCO2
experiment, in which poleward MSE transport increases. Sinee-We show that since poleward energy transport decreases rather
than increasing, and local feedbacks cannot change the sign of an initial temperature change, the residual polar amplification
in the G1 experiment must be due to the net positive forcing in the polar regions and net negative forcing in the tropics, which
arises from the different spatial patterns of the simultaneously imposed solar and CO, forcings. However, the reduction in
poleward energy transport likely plays a role in limiting the polar warming in G1. An attribution study with a moist energy
balance model shows that cloud feedbacks are the largest source of uncertainty regarding changes in poleward energy transport

in mid-latitudes in G1, as well as for changes in cross-equatorial energy transport, which are anticorrelated with ITCZ shifts.

1 Introduction

As solar geoengineering, or the artificial cooling of earth by reflecting sunlight, increasingly gains attention as part of a possible
strategy to deal with the effects of climate change, two important issues are whether the polar amplification of COs-induced
warming can be fully eempensated-forcounteracted, and whether regional precipitation patterns will shift, exacerbating flooding
in some areas and drought in others (e.g. Irvine et al., 2010) . Polar amplification is the phenomenon in which the poles warm
by more than the tropics when atmospheric CO; concentrations are increased. While the reasons for polar amplification are not
yet completely understood, it has already been observed in the instrumental temperature record (e.g. Bekryaev et al., 2010) and

is a robust behavior in climate models (e.g. Holland and Bitz, 2003). Since reflecting sunlight would affect Earth’s-radiation
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sthe tropics more strongly than the poles,

it has been hypothesized that < asit would reduce the meridional

temperature gradient (e.g. Keith and Dowlatabadi, 1992) , leading to tropical cooling and polar warming under the combined

CO, and geoengineering forcings. We refer to this effect as “residual polar amplification”. Early model simulations of solar
geoengineering scenarios, involving a simultaneous COs increase and solar constant decrease (Govindasamy and Caldeira,

2000; Govindasamy et al., 2003), found that

nfact—~eliminatedthe residual polar amplification was relatively small, with latitudinal temperature patterns looking much
more like the preindustrial climate than the climate under increased CO, without geoengineering. However, these-types—of

we-refer-to-this-effeetas—some residual polar amplification “still occurs as a robust feature of these types of model experiments

Questions about shifts in regional precipitation under solar geoengineering are motivated by evidence from paleoclimate data
and climate model studies that if one hemisphere is preferentially warmed, the intertropical convergence zone (ITCZ) shifts to-
ward that hemisphere (e.g. Broccoli et al., 2006). Model studies have shown that such an effect could occur for changes in many
different variables that affect the inter-hemispheric albedo contrast, such as high-latitude ice cover (Chiang and Bitz, 2005),
mid-latitude forest extent (Swann-et-al5-26042)-(Swann et al., 2012; Lagué and Swann, 2016) , and tropospheric sulfate aerosol
concentration (Hwang et al., 2013). In the context of solar geoengineering, Haywood et al. (2013) demonstrated that preferen-
tially injecting reflective aerosols into one hemisphere shifts the ITCZ towards the other hemisphere, causing drought in some
subtropieal-tropical areas. Even for-under a hemispherically symmetric solar geoengineering deployment, ¥FEZ-shifts-might
stithoceur-due-to-differing-albedos-andfor radiative-feedbacks-between-hemispheressuch as space-based mirrors (represented

Both polar amplification and ITCZ shifts are closely related to the meridional transport of energy by the atmosphere-

- which makes
atmospheric energy transport an important aspect of the effects of solar geoengineering to study. The sensitivity of the
ITCZ, in _particular, to energy transport in the atmosphere and ocean in present and future climates has recently been a
topic of great research interest. Studies with slab ocean models with imposed hemispherically asymmetric energy fluxes
(e.g. Kang et al., 2008; Yoshimori and Broccoli, 2008) found that an anomalous Hadley circulation transports energy from the
warmed hemisphere across the equator, shifting the ITCZ towards the warmed hemisphere (because moisture is transported by

the lower branch of the Hadley cell, while energy is transported by the upper branch). However, later studies (e.g. Kay et al., 2016; Hawcrofi

that this effect is substantially weaker in GCM simulations that include a full ocean circulation coupled to the atmosphere.
This is because an anomalous wind-driven ocean circulation develops in response to changes in the atmospheric Hadley
circulation, allowing the ocean to do most of the work of transporting the excess energy in one hemisphere across the equator
(Green and Marshall, 2017) . Still, we can consider the ITCZ position in the framework of the atmosphere and take ocean heat
transport and storage into account via surface energy fluxes.
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This study builds off the methods of a particular set of studies of atmospheric energy transport in projects in which multiple
global climate models (GCMs) are-were run for the same radiative forcing scenarios. Hwang and Frierson (2010) showed

that poleward transport of atmospheric moist static energy (MSE) increases under increased COy concentrations in Coupled
Model Intercomparison Project, Phase 3 (CMIP3) models. They used a moist energy balance model (EBM) to attribute the
change in MSE transport across 40° latitude to different forcing and feedback terms, and found that cloud feedbacks are
responsible for most of the inter-model spread in this quantity. Hwang et al. (2011) found that poleward dry static energy
(DSE) transport in mid-to-high latitudes decreases with warming due to the reduced equator-to-pole temperature gradient
(since warming is amplified at the poles), but moisture transport increases due to the overall warming combined with the
nonlinearity of the Clausius-Clapeyron equation and the increase in moisture transport is enough to lead to an increase in MSE
transport overall. Frierson and Hwang (2012) found that shifts in the ITCZ with warming in the CMIP3 slab ocean ensemble
are anticorrelated with changes in atmospheric energy transport across the equator, with cloud feedbacks again being the largest
source of uncertainty.

The Geoengineering Model Intercomparison Project (GeoMIP) provides an opportunity to use similar methods to investigate
how atmospheric energy transport may change under solar geoengineering conditions, which can help us understand the reasons
for residual polar amplification and tropical precipitation shifts. We analyze the results of GeoMIP experiment G1 (Kravitz
etal., 2011), in which the solar constant is reduced at the same time as the CO concentration is quadrupled in order to maintain
top of atmosphere (TOA) energy balance and therefore keep the global mean temperature approximately at preindustrial levels.
For comparison, we also examine two CMIPS model runs: piControl, a preindustrial run, and abrupt4xCO?2, in which COs is
quadrupled but the solar constant remains the same.

GeoMIP has yielded insights into how temperature and precipitation patterns may change under solar geoengineering.
Kravitz et al. (2013a) found that residual polar amplification occurs in all models running the G1 experiment. Global mean
precipitation decreases in G1 because the reduction in solar radiative flux at the surface is primarily balanced by a reduction in
evaporation (Kravitz et al., 2013b). The precipitation reduction is evident over monsoonal land regions, as well as in the global
mean, and extreme precipitation events are reduced in G1, in contrast to an increase in abrupt4xCO2 (Tilmes et al., 2013).

Reducing the solar constant is an approximation of more realistic proposals for solar geoengineering, such as injecting
aerosols into the stratosphere. One example of how the physics differs between these scenarios involves the magnitude of
the reduction in global mean precipitation. Solar constant reduction experiments underestimate the precipitation reduction
compared to model runs that increase the concentration of sulfate aerosols in the stratosphere (Niemeier et al., 2013; Ferraro
and Griffiths, 2016). This is because sulfate aerosols absorb longwave radiation, which reduces the net atmospheric radiative
cooling rate and therefore allows for less precipitation, since the latent heat release from precipitation formation must be
balanced by net radiative cooling. (See, e.g., Pendergrass and Hartmann (2014) for a discussion of the atmospheric energy
constraints on global mean precipitation). Even with this caveat, the G1 experiment is useful because of its simplicity and
because it eliminates confounding effects from global mean temperature changes.

We use the G1 experiment to investigate changes in meridional energy transport under solar geoengineering, the factors

responsible for these changes, and the associated effects on tropical precipitation and polar amplification. Section 2 describes
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the energy and meisture-latent heat transport changes that occur in the G1 and abrupt4xCO2 experiments. Section 3 attributes
these energy transport changes to different forcing and feedback terms, using the moist energy balance model (EBM) of Hwang

and Frierson (2010). Conclusions are provided in Section 4.

2 Energy and moisture transport changes

Using the top-of-atmesphere{FOA—-TOA and surface energy and moisture fluxes from the GeoMIP GCM experiments,
we calculate changes in the meridional transport of MSE by the atmosphere. By subtracting the MSE transport in piControl
from that in G1, we can understand how the combined CO, increase and solar constant decrease affect MSE transport, or,
in other words, how well solar reductions can restore preindustrial patterns of atmospheric energy transport. For comparison,
we also examine how the CO, increase alone affects MSE transport by subtracting the MSE transport in piControl from that
in abrupt4xCO2. Following Kravitz et al. (2013a) and other papers analyzing GeoMIP results, we use the average of years
11-50 of the G1 and abrupt4xCO2 experiments in order to exclude the rapid changes that occur during the first few years. For
piControl, we average over the first 40 years of model output provided by the modeling groups. (The period analyzed does not
include any model spin-up period.) All averages are multi-annual means including all months.

We calculate the energy flux into the atmosphere from the GCM output as the sum of terms on the right-hand side of the

following energy budget equation:

V- Fu =Rl ron + R) +SH+LH (1)

net,surface

where I is the vertically integrated horizontal moist static energy flux, Riet Toa 18 the net downward radiative flux at
T

net,surface

the top of the atmosphere, R is the net upward radiative flux at the surface, SH is the net upward surface sensible
heat flux, and LH is the net upward surface latent heat flux. Since the net energy flux into the atmospheric column must be
balanced by energy transport out of the column, we can calculate the northward atmospheric moist static energy transport as a
function of latitude by integrating V - F'ys, first zonally and then cumulatively northward from the south pole. It is also useful
to decompose the MSE transport into latent energy (moisture) transport and dry static energy (DSE) transport, in order to
identify how moisture changes affect the total energy transport changes, following the methodology of Hwang et al. (2011) .
We calculate the latent energy transport from the latent heat flux and precipitation GCM output by integrating the following

equation zonally and meridionally:
V.- Fp=LH-L,P 2)

where F, is the vertically integrated horizontal latent energy flux, L, is the latent heat of vaporization of water and P is
precipitation. We calculate the DSE transport by subtracting the latent energy transport from the MSE transport.

Table 1 lists the GeoMIP models included in this analysis. The models in this study all had solar constant reductions between

3.2% and 5.0% and global mean temperatures in G1 within 0.3 K of those in piControl. Three of the original 13 GeoMIP
models are excluded: BNU-ESM, because it did not adequately restore the global mean temperature in the G1 and-because-the



Table 1. Models included in this study, with references, institutions, and-solar constant reduction in the G1 experiment (A Sg), and global
mean temperature change in G1 - piControl (AT).

Model Reference Institution %ﬁeehic—&eﬂﬂerJrNAV@Q
CanESM-2 Arora et al. (2011) Canadian Centre for Climate Modeling and Analysis 4.0%
CCSM4 Gent et al. (2011) National Center for Atmospheric Research 4.1%
CESM-CAMS5.1-FV  Hurrell et al. (2013) National Center for Atmospheric Research 4.7%
CSIRO-MK3L-1-2*  Phipps et al. (2011) Commonwealth Scientific and Industrial Research Organization/ 3.2%
Bureau of Meteorology
GISS-E2-R* Schmidt et al. (2014) NASA Goddard Institute for Space Studies 4.5%
HadGEM2-ES Collins et al. (2011) Met Office Hadley Centre 3.9%
IPSL-CMS5A-LR Dufresne et al. (2013)  Institut Pierre Simon Laplace 3.5%
MIROC-ESM Watanabe et al. (2011)  Atmosphere and Ocean Research Institute (The University of Tokyo), 5.0%

National Institute for Environmental Studies,

and Japan Agency for Marine-Earth Science and Technology
MPI-ESM-LR Giorgetta et al. (2013)  Max Planck Institute for Meteorology 4.7%
NorESM1 Bentsen et al. (2013) Bjerknes Centre for Climate Research, 4.0%

Norwegian Meteorological Institute

* These models are excluded from the second part of this study (the EBM analysis) because the necessary output fields were not archived.

altrealizations that were available when our
analysis was done; EC-Earth, because the precipitation output file was corrupted; and HadCM3, because many of the output

fields required for this study are no longer available. Methodological details of these calculations are described in Appendix A.
2.1 Poleward transport in mid-latitudes

5 Changes in the zonal mean northward MSE, latent energy and dry static energy (DSE) transport for G1 minus piControl are
shown in Figure 1. Poleward MSE transport in mid-latitudes is reduced under G1 in all 10 models and, when decomposed into
the latent and DSE components, both of these terms are reduced as well. Figure 2 shows the same calculations for abrupt4xCQO2
minus piControl. In this case, poleward DSE transport decreases but moisture transport increases by more than enough to
compensate, leading to an increase in total MSE transport. This corroborates the result seen by Held and Soden (2006) and

10 Hwang et al. (2011) in CMIP3 global warming scenarios.

To understand why the energy transport changes are different for global warming and geoengineering conditions, we look
at zonal mean changes in temperature and saturation vapor pressure. Figures 3a,b show the zonal mean temperature change
in G1 and abrupt4xCO?2 relative to preindustrial. (These are also plotted in Figure 1 of Kravitz et al. (2013a), but our plots
include only the models analyzed here and, for G1, we use a smaller y-axis range to show more detail.) In G1, the tropics are

15 cooled while the poles are warmed (Figure 3a). There is warming everywhere in abrupt4xCO2 but more so in the polar regions,
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Figure 1. Northward energy transport (PW) for G1 minus piControl, poleward of 30° N (a-c) and 30° S (d-f), for total moist static energy

transport (a, d), latent energy transport (b, ), and dry static energy transport (c, f), in the GeoMIP models and the multi-model mean.

especially the Arctic (Figure 3b). In both cases, this pattern of temperature change results in a weakening of the equator-to-pole

temperature gradient and reduces the poleward transport of dry static energy (Figures 1c,f and 2c,f), similar to the result found
by Hwang et al. (2011) .
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Figure 2. As in Figure 1 but for abrupt4xCO2 minus piControl.

The mechanism for the difference in moisture transport is apparent from changes in saturation vapor pressure, e, which we

calculate using an approximate form of the Clausius-Clapeyron equation (e.g. Hartmann, 2016, eq. 1.11):

{7 (m7))

where L, is the latent heat of vaporization of water, R, is the gas constant for water vapor, and 7 is the temperature in

es = (6.11hPa)exp 3)

K. In abrupt4xCO2 (Figure 3d), es increases more in the tropics than it does near the poles because e is approximately
exponential with respect to temperature. A slight warming in the tropics leads to a larger increase in ey because the tropics

were initially warmer than the poles. In G1, however (Figure 3c), the tropics cool and the poles warm, so saturation vapor
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Figure 3. Zonal mean surface air temperature changes relative to piControl for G1 (a) and abrupt4xCO2 (b), and analogous zonal mean

surface saturation vapor pressure changes (c,d), in GeoMIP models and multi-model mean.

pressure, like temperature, decreases in the tropics and increases (to a lesser extent) at high latitudes relative to piControl.
Assuming the moisture content in the atmosphere scales with Clausius-Clapeyron, and the meridional winds are roughly
the same, poleward moisture transport increases in abrupt4xCO2 and decreases in G1 because the equator-to-pole moisture

gradient has strengthened in abrupt4xCO2 and weakened in G1.

A decrease in poleward energy transport has been previously reported in a single-model study running the G1 setu
Schaller et al., 2014) . In addition to a G1 experiment, that study also included runs which included only the CO5 increase or
solar constant decrease. The decrease in poleward energy transport in their G1 run is not equal to the sum of the increase in the
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“CO2+” run and the decrease in the “solar-" run in either hemisphere (see their Table 3). Also, the changes in poleward energy.
transport are not symmetrical in their solar increase and solar decrease run. This indicates that the response of meridional MSE
transport to various climate forcings is nonlinear, and we cannot simply add and subtract the responses to individual climate
forcings to predict the responses to combined forcings. The nonlinearity of the Clausius-Clapeyron equation is a likely source
of these nonlinear responses.

In G1, poleward MSE transport decreases, but the poles are still warmed relative to the tropics. This implies that the residual
polar amplification in G1 must be due to the differing spatial patterns of the opposing solar and CO5 forcings, with the solar
forcing being greater in absolute magnitude in the tropics, where there is more sunlight to reduce. Local radiative feedbacks
such as the ice-albedo feedback cannot be responsible for the residual polar amplification because these can only amplify
or dampen a temperature change, but cannot reverse its sign. Another possible explanation would be an increase in _ocean
heat transport; we have not calculated this explicitly, but Hong et al. (2017) found that the Atlantic Meridional Overturnin
Circulation, which transports heat to the Arctic, slightly weakens in G1. While they only looked at heat transport in_the
Atlantic, there is a net decrease in energy flux into the ocean in the tropics (see their Figure 4b), so there is no reason to
expect an increase in poleward ocean heat transport, In addition, the poleward energy transport by the oceans is much less than
that by the atmosphere at high latitudes (e.g. Hawcroft et al., 2017, Figure 6) , so small changes to it would not be expected to
significantly affect the polar warming. This leaves the differing spatial patterns of the forcings as the only possible explanation

The decrease in poleward MSE transport likely diminishes the polar warming in G1, relative to what would happen if forcings
and feedbacks were allowed to operate locally but energy transport was fixed at piControl levels. It would be a useful avenue
for future research to quantify the effect of reduced energy transport, as well as local feedbacks, on the polar warming in G1,
similar to the study of Arctic amplification under global warming by Pithan and Mauritsen (2014). The reduction in poleward
moisture transport may help explain the reduction in mid-latitude precipitation seen in Tilmes et al. (2013); quantifying this

effect would also be a useful research direction.
2.2 Cross-equatorial energy transport and ITCZ shifts

Figure 4a shows the relationship between shifts in the ITCZ in G1 relative to piControl and changes in the transport of moist
static energy across the equator. We define the position of the ITCZ as the latitude where half of the zonally integrated rainfall
between 15°S and 15°N lies to the south and half lies to the north, following Hwang and Frierson (2010). In the multi-model

mean, the ITCZ shifts northward by 0.14 degrees, but there is significant inter-model spread, ranging from -0.33 to 0.89 degrees.

“Fhese-shifts A multi-model mean northward ITCZ shift is consistent with the result of Viale and Merlis (2017) that the ITCZ
shifts northward by a greater amount for a CO; increase than for solar constant increase in slab ocean aquaplanet GCM runs
with a prescribed northward ocean heat transport that keeps the ITCZ in the northern hemisphere. However, caution must be
taken in assuming that the results from CO, and solar forcing runs can be added linearly, for reasons discussed above. The

ITCZ shifts in G1 are moderately anticorrelated with the change in cross-equatorial energy transport (correlation coefficient

r =-0:768-0.77). Anticorrelation between these quantities is consistent with previous work (e.g. Frierson and Hwang, 2012;
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Hwang et al., 2013), and is expected because the Hadley cell transports energy primarily in its upper branch but moisture
primarily in its lower branch.

For ITCZ shifts in abrupt4xCO2, however, there is no correlation between shifts in the precipitation-median ITCZ and

cross-equatorial energy transport (r = 8:6710.07; not shown). Fhis-may-be-due-tochangesinoceanheat storage-and-transpe
) olowing an-abrupt-quadrupling-of COywhi . .

There are several possible reasons for this, and for the fact that some
models have close to zero change in cross-equatorial energy flux but nonzero ITCZ shifts in Figure 4a. First, the ITCZ is more
closely connected to the “energy flux equator”, or the latitude at which the meridional transport of energy by the atmosphere
is zero, than it is to the cross-equatorial energy flux. Bischoff and Schneider (2014) developed a theory for the relationship
between cross-equatorial energy transport and the energy flux equator, assuming the latter was correlated with the ITTCZ
position, and argued that while the energy flux equator is proportional to the cross-equatorial energy flux, the constant of
proportionality is governed by the net energy input into the tropical atmosphere, which can allow the energy flux equator to
move while cross-equatorial energy transport does not change. We might expect this effect to occur when the atmosphere
is suddenly thrown far out of energy balance, which-limits-changes-in-energy-storage-by-the-oceanas happens when CO, is
abruptly quadrupled. Furthermore, the ITCZ, when defined as the precipitation median or maximum, does not necessarily.
always follow the energy flux equator, because the the gross moist stability, or the efficiency with which the Hadley circulation
exports energy, can change (Seo et al., 2017) .
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Figure 4b shows the ITCZ shifts in G1 plotted against the warming of the northern hemisphere relative to the southern hemi-
sphere in the same experiment. This is similar to Figure 7 of Smyth et al. (2017), but for the specific set of models included in

this study. Here, there is a positive correlation (r = 6:6660.61), slightly weaker than that for cross-equatorial MSE transport.

‘While Haywood et al. (2013) found

ITCZ shifts away from the cooled hemisphere in the extreme case of aerosol injections in only one hemisphere, the ITCZ shifts
in Figure 4b imply that solar reductions applied equally in both hemispheres could still cause regional shifts in precipitation

based on factors like the base state albedo and local radiative feedbacks that might warm one hemisphere relative to the other.
This, along with reductions in the seasonal ITCZ migration due to preferential cooling of the summer hemisphere, is discussed
elsewhere (Smyth et al., 2017). Our focus here is on the reasons for the inter-model spread in the ITCZ shifts. These are more
easily diagnosed using energy balance model attribution experiments aimed at understanding the causes for the changes in

cross-equatorial energy flux.

3 Attribution of changes using a moist EBM

In order to investigate the causes of robust changes in meridional energy transport in the G1 experiment and the largest sources
of inter-model spread, we ran attribution experiments in which we perturbed different forcing and feedback terms one at a
time. These experiments involved the moist energy balance model (EBM) first used by Hwang and Frierson (2010). We used
the GCM output to calculate the magnitude of various forcings and feedbacks, including the greenhouse and solar forcings
and cloud, surface albedo and non-cloud atmosphere feedbacks, and we used the EBM to understand how atmospheric energy
transport would respond to each forcing or feedback in isolation. The advantage of using a moist EBM over directly integrating
the energy fluxes associated with each forcing or feedback is that it allows for a coupled response between the energy transport,
local temperature, and longwave radiative cooling.

The EBM takes as input the zonal mean surface and TOA energy fluxes and the LW cloud radiative effect from each GCM,

and calculates the outgoing longwave radiation (OLR) as a function of surface temperature based on a linear fit of the clear-sky

OLR and surface temperature output from each GCM. The net atmospheric energy flux input term is perturbed to account
for the influence of various individual forcings and feedbacks, while the intercept of the clear-sky OLR-surface temperature
relationship is re-fit in the perturbation climates (G1 and abrupt4xCQO2) to account for the enhanced greenhouse effect. Net

vertical energy flux convergences at each latitude are balanced by meridional diffusion of MSE. We obtained a meridional

energy transport estimate from the EBM by meridionally integrating this diffusion term. Several limitations of the EBM

experiments must be noted. The approach of prescribing ener: erturbations associated with feedbacks that are static in time
does not take into account the interactions of different feedbacks with each other (analyzed by Feldl et al. (2017) ) or changes in
the feedbacks that arise from the changing energy transport (Merlis, 2014; Rose et al., 2014; Rose and Rayborn, 2016) . Also

changing the intercept of the OLR-temperature fit does not account for the nonuniformity of the COs radiative forcing with
latitude (Huang and Zhang, 2014) . Appendix B describes the methods for these experiments in more detail.
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3.1 Comparison of EBM and GCM-derived energy transport
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Figure 5. Meridional energy transport changes calculated by moist EBM (x-axis) versus those diagnosed from the GCM output (y-axis). (a):

northward energy transport across the equator, for G1 minus piControl; (b): poleward energy transport changes across 40° N and S, for G1

minus piControl; (c): as in (b) but for abrupt4xCO2 minus piControl. Diagonal solid lines are 1:1 lines.
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Table 2. Summary of attribution experiments run with moist energy balance model.

Name Effects considered OLR fit from
APRPcloud SW radiative response at TOA due to cloud changes piControl
APRPnoncloud  SW radiative response at TOA due to non-cloud atmosphere changes piControl
APRPsurface SW radiative response at TOA due to surface albedo changes piControl
solarForcing solar constant change (for G1), or nonlinear SW feedbacks (for abrupt4xCO2) piControl
surfaceFlux net SW, LW, sensible and latent heat flux changes at surface; i.e. surface energy storage  piControl

LWCRE difference in net TOA LW radiation between clear-sky and all-sky conditions piControl
greenhouse enhanced greenhouse effect G1 or abrupt4xCO2
all_ Gl sum of effects listed in first 7 rows Gl

all_4xCO2 sum of effects listed in first 7 rows abrupt4xCO2

The “OLR fit” refers to the fitting of coefficients for a linearized greenhouse effect based on surface air temperature and clear-sky OLR output from the GCMs; shown in

the table is the GCM experiment from which these fits were drawn. Table 4 shows the actual fit coefficients.

In order to be helpful in understanding the causes of the GCM behaviors, the EBM needs to predict changes in GCM-
derived energy fluxes reasonably well when all forcing and feedback terms are considered. Figure 5 shows the meridional
MSE transport across specific latitudes calculated by the EBM versus the same quantities diagnosed directly from the output
of each GCM, for cross-equatorial transport in G1 minus piControl (Figure 5a), for poleward transport across 40°N/S in G1
minus piControl (Figure 5b), and for the same comparison in abrupt4xCO2 minus piControl (Figure 5c). There are generally
strong correlations in each of these cases. Cross-equatorial energy transport changes in abrupt4xCO2 minus piControl are not

examined because these did not correlate well with ITCZ shifts. Note that, for G1 minus piControl, the cross-equatorial energy

transport appears to change more easily in the GCMs than in the EBM, and-the-intereept-isnonzero-inFigure-Sewhile the
oleward energy transport across 40° N/S changes more in the EBM than in the GCMs. Also, for abrupt4xCO?2 - piControl

the EBM tends to underestimate poleward energy transport changes in the Northern Hemisphere and overestimate them in the
Southern Hemisphere. With these cautions in mind regarding the exact magnitude of the changes, the EBM predicts changes

in GCM-derived energy fluxes well enough to proceed to the attribution experiments.
3.2 Attribution of cross-equatorial energy transport changes

The attribution experiments are summarized in Table 2. Two experiments, “all_G1” and “all_4xCO2”, consider all of the
forcing and feedback terms for the two perturbation climates. There are three experiments that perturb shortwave feedbacks,
based on the Approximate Partial Radiation Perturbation (APRP) method (Taylor et al., 2007). APRP uses a single-layer
radiative transfer model to estimate the TOA radiative response to changes in clouds, non-cloud atmospheric scattering and
absorption, and surface albedo, based on monthly mean GCM cloud fraction output and SW radiative flux output at the surface
and TOA. We refer to our SW feedback attribution experiments as the “APRPcloud”, “APRPnoncloud”, and “APRPsurface”

experiments, which consider cloud, non-cloud atmosphere, and surface albedo feedbacks, respectively. The “solarForcing”
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Figure 6. Changes in northward cross-equatorial energy transport calculated by moist EBM for G1 minus piControl in various attribution

experiments.

experiment considers the change in insolation at the TOA due to the solar constant change. The “surfaceFlux” experiment
considers the change in the net downward energy flux at the surface, which represents energy storage and transport by the
ocean. The “LWCRE” experiment considers changes in the LW cloud radiative effect, or the difference between clear-sky and
all-sky net TOA LW fluxes. Finally, the “greenhouse” experiment considers the enhanced clear-sky greenhouse effect, which
includes the CO, forcing and the water vapor, Planck and lapse rate feedbacks. The calculations of the input terms for the EBM
for each experiment are described in more detail in Appendix B.

Figure 6 shows the changes in northward energy transport across the equator for G1 minus piControl in each of the exper-
iments listed in Table 2. The “all_G1” results are the same as those plotted on the x-axis on Figure 5a and show that there is
considerable inter-model spread in the value of the cross-equatorial energy transport changes. None of the experiments shown
in Figure 6 moves cross-equatorial energy transport in the same direction in all 8 models (although the APRPcloud experiment
eomes-and greenhouse experiments come close), so we cannot say with much confidence that any one forcing or feedback
is likely to push the ITCZ one way or the other under a solar geoengineering scenario. However, it is useful to examine the
inter-model spread in each experiment in order to determine which terms cause the most uncertainty in response of the ITCZ
to solar geoengineering.

The two attribution experiments with the largest inter-model spread are the APRPcloud and LWCRE experiments, which
correspond to SW and LW cloud feedbacks. This indicates that changes in clouds are the largest source of uncertainty regarding
how cross-equatorial energy transport and, therefore, the ITCZ would respond to a hemispherically symmetric solar geoengi-
neering scenario. This is similar to the finding of Frierson and Hwang (2012) that cloud feedbacks are the largest source of

uncertainty for cross-equatorial energy transport changes in slab ocean simulations of COs-induced warming.
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ﬂr“hefxpeﬂmeﬂt—wﬁh—the—next-hfgest'The APRPsurface, solarForcing, surfaceFlux, and greenhouse experiments have smaller

inter-model

than the two cloud experiments but are similar to each other. The spread in the surfaceFlux experiment indicates different
responses of the atmosphere in different models to changes in either heat storage or cross-equatorial energy transport —TFhe

n-by the ocean. The appreciable inter-model spread in
the solarForcing experiment suggests that the base state suffaee—aﬂdﬂfmespheﬂ&&}bede*beemﬂe%spaﬁaﬂytmtfefm&&f

inter-hemispheric albedo

difference is an important factor in the ITCZ response to solar geoengineering and solar forcings in general. This is interestin
in the light of the result of Haywood et al. (2016) that tropical precipitation in the HadGEM2-ES is highly sensitive to the
difference in the mean albedo between the hemlspheres b&%%h&smaﬂﬂﬁemﬂedekspfeaéﬂ%e%efemgeaqaeﬁmeﬁﬁﬁ

i irreand that equalizing them can improve GCM tropical precipitation biases.

3.3 Attribution of poleward energy transport changes
3.3.1 G1 minus piControl

Figure 7 shows the results of the same attribution experiments shown in Figure 6, but for poleward energy transport at 40°
N (Figure 7a) and 40° S (Figure 7b). In the all_G1 experiment, poleward energy transport decreases at this latitude in both
hemispheres. Poleward energy transport decreases in the solarForcing experiment for each model, and increases in the green-
house experiment, but not by enough to compensate. The increase in poleward transport in the greenhouse experiment can be

understood in terms of the increasing moisture transport argument discussed in Section 2 for the abrupt4xCO2 experiment. The

radiative-foreing-isroughly-spatiallyuniform-CQ, radiative forcing in the EBM is spatially uniform since OLR, in the initial
erturbation, is reduced by the same amount everywhere (see Appendix B), but atmospheric moisture increases more in the

tropics than at the poles because the atmosphere was warmer in the tropics to begin with. The reduction in tropical moisture in
the solarForcing case is greater than the increase in the greenhouse case because there is more sunlight to reduce in the tropics,

causing a greater raciative-temperature perturbation there for solar reductions than for greenhouse gas increases. One caveat to.

this point is that in the actual atmosphere the CO, radiative forcing is stronger in the tropics than at the poles (although by as
much as the solar forcing), which contributes to stronger poleward energy transport (Huang and Zhang, 2014) ; this mechanism
for increased energy transport under greenhouse gas forcings is not captured by the EBM.

The APRPcloud experiment exhibits an increase in poleward energy transport in both hemispheres in all models, which is
consistent with a decrease in low cloud cover causing heating in the tropics. Schmidt et al. (2012) noted that low cloud cover
decreased in four GCMs running G1. A more detailed investigation of the cloud changes in the full GI ensemble and their
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Figure 7. As in Figure 6 but for changes in poleward atmospheric energy transport across 40° N (a) and 40° S (b), for G1 minus piControl.

physical mechanisms and radiative effects will be the subject of a future study, None of the various feedback-experiments
has—other feedback experiments have a consistent effect on the-sign—of-the-change-of-poleward energy transport inbeth
hemispheresacross 40° N/S, but the different feedback terms appear to rearrange the models in the all_G1 experiment, and
contribute to the inter-model spread, with SW cloud feedbacks being the largest contributor. Models with a greater negative
change in the solarForcing experiment (e.g. MPI-ESM-LR) also tend to have a greater positive change in the greenhouse ex-

periment, and the compensation between these effects tends to reduce the inter-model spread. This implies that the remaining
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Fhe-fact that the solar forcing is the only term contributing to the reduction of poleward energy transport in G1 in all models

implies that the imperfect compensation between SW and LW forcings, not local feedbacks, causes this reduction.

5 3.3.2 abrupt4xCO2 minus piControl

EBM: Poleward energy transport at 40°N: abrupt4xCO2 - piControl
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Figure 8. As in Figure 7 but for abrupt4xCO2 minus piControl.
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Figure 8 is the equivalent of Figure 7, but for abrupt4xCO2 minus piControl. For abrupt4xCO?2, the greenhouse attribution
experiment results in an increase in poleward energy transport, similar to the same experiment for G1. SW cloud feedbacks
(APRPcloud experiment) are the largest contributor to the inter-model spread, followed by LW cloud feedbacks. Surface
albedo feedbacks (APRPsurface) also contribute to the inter-model spread, but generally reduce poleward energy transport.
(The increase in moisture due to tropical warming that results in greater poleward energy transport in the fall-abraptdxCO2
all_4xCO2 experiment does not show up when only surface albedo is perturbed.) This feedback term is mainly due to ice
melt at high latitudes, which would be expected to reduce the equator-to-pole temperature gradient and therefore also reduce
poleward energy transport. The LWCRE experiment also reduces poleward energy transport for abrupt4xCO2, because the LW
cloud feedback is positive at high latitudes due to an increase in the optical depth of high clouds (Zelinka et al., 2012). As with
G1, non-cloud atmosphere SW feedbacks have small effects on the poleward energy transport for abrupt4xCO2, but there is a
consistent increase in this case, presumably due to increases in SW absorption by water vapor. The solarForcing experiment
in this case represents the residual between the total TOA net shortwave radiation changes and the individual feedback terms
calculated using APRP; these effects are minor.

The surfaceFlux experiment has a much greater impact on poleward energy transport for abrupt4xCO2 than for G1, or for
the 20th and 21st century CMIP3 runs analyzed by Hwang and Frierson (2010). This is because, while the TOA was kept
approximately in energy balance in G1, and the imbalance is relatively small in 20th and 21st century runs, the abrupt4xCO2
case represents a response to an impulse that throws the climate system far out of equilibrium, with much energy being stored

in the oceans over time. The 4

termcontributes-much-more-to-this-uneertainty-in-is strongest in high latitudes, leading to a compensating increase in poleward
atmospheric energy transport in the abruptdxCO?2 which-is-far-out-of-equilibrivm;thanin-Gl-where-the-global-mean-energy
balaiweﬂk&ﬁ%&appfeﬁma{e}ymam&meéwrﬁaw&gflgm

4 Conclusions

Our analysis of the GeoMIP G1 ensemble shows that, when CO, concentrations are increased and the solar constant is reduced
to compensate, poleward atmospheric energy transport decreases (Figures 1a,d). This is because of an increase in polar tem-
peratures and decrease in tropical temperatures, or “residual polar amplification”, that results from the different spatial patterns
of the opposing solar and CO; forcings. The polar warming and tropical cooling cause a decrease in both dry static energy

transport, which depends on the equator-to-pole temperature gradient, and latent heat transport, which depends on the merid-
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ional gradient of saturation vapor pressure. Residual polar amplification cannot be due to increases in poleward atmospheric
energy transport, as might have been thought, because poleward energy transport actually decreases. It cannot be due to local
feedbacks such as the ice-albedo feedback because these feedbacks cannot reverse the sign of an initial temperature change.
Poleward energy transport by the ocean in the North Atlantic decreases (Hong et al., 2017) , and there is no reason to expect an
increase in poleward energy transport by the ocean overall given the decrease in net energy flux into the ocean in the tropics.
Instead, the spatial distribution of the combined CO5 and solar forcing causes this pattern of temperature change, while the
decrease in poleward energy transport then acts as a negative feedback that limits the polar warming in G1.

The reduction of poleward energy transport helps explain why the difference in temperature change in the poles and the
tropics is not nearly as much in G1 as it is in abrupt4xCO2, or in other words, why solar geoengineering in the form of a
uniform solar constant reduction manages to eliminate most (but not all) of the polar amplification of COs-induced warming.
The role of moisture transport is critical here. When COy, is increased by itself, poleward latent heat transport increases because
of the large increase in moisture in the tropics, and this amplifies polar warming. In the G1 scenario, by contrast, the cooling
of the tropics reduces the amount of moisture in the air, lessening the energy transport to the poles. This indicates that tropical
moisture content is a very important control on the meridional temperature gradient. Geoengineering schemes have been
designed that, in GCMs, avoid the problem of over-cooling the tropics by preferentially reducing sunlight in high latitudes
(Ban-Weiss and Caldeira, 2010; Kravitz et al., 2016). It would be useful to analyze the changes in atmospheric energy transport
in these scenarios in order to better understand the role moisture transport would play in attempting to regulate temperatures in
various latitudes.

Our EBM attribution experiments illustrate the specific forcings and feedbacks responsible for the changes in meridional
energy transport in G1. The solar forcing causes a reduction in poleward energy transport in mid-latitudes; the enhanced
greenhouse effect only partially counteracts this. Cloud feedbacks are generally the largest contributors to the inter-model
spread in both mid-latitude poleward energy transport changes and cross-equatorial energy transport changes, which are a
predictor of ITCZ shifts. The large uncertainty in these quantities associated with clouds implies that an improved physical
understanding of the changes in clouds in G1 would help our understanding of how regional precipitation and temperature
changes would play out under a solar geoengineering scenario. A more in-depth analysis of the cloud changes in the GeoMIP
G1 ensemble will be the subject of a future study.

The finding that poleward atmospheric energy transport decreases in the G1 experiment relative to piControl is relevant for
understanding why polar amplification of warming happens under increased CO5. In warmer climates, the increased poleward
energy transport contributes to the amount of polar amplification that occurs, as evidenced by model studies in which surface
albedo is held constant (Alexeev et al., 2005; Graversen and Wang, 2009). However, our analysis of G1 shows that increases
in poleward atmospheric energy transport are not necessary in order to have a decrease in the equator-to-pole temperature
gradient. These results are particularly interesting in the light of the finding by Hwang et al. (2011) that polar amplification is
actually negatively correlated with changes in atmospheric energy transport into the polar regions in CMIP3 global warming
simulations. Our results reinforce the conclusion of Hwang et al. (2011) that changes in energy transport alone cannot predict

changes in the meridional temperature gradient, which is actually governed by the coupling between energy transport and local
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feedbacks. It is useful to remember as well that radiative forcings are not spatially uniform, and the structure of the CO4 forcing
can affect atmospheric circulations in warming simulations (Merlis;2645)-(e.g. Huang and Zhang, 2014; Merlis, 2015) . The
spatial structure of radiative forcing is part of the set of processes, including local feedbacks and energy transport by the
atmosphere and ocean, that interactively determine the Earth’s meridional temperature pattern. Due to the complexity of these
interactions, changes in the temperature gradient cannot be quantitatively predicted without a general circulation model. To
better understand these interactions, it would be useful to do further analysis to quantify the contributions of different local

feedbacks to the amount of polar warming in the G1 experiment.

Appendix A: Details of GCM-derived energy transport calculations

Often, when calculating meridional energy transport based on a cumulative integration of energy flux convergence into the col-
umn from GCM output, there is a residual energy transport at the north pole, because the models’ internal energy conservation
involves terms that are not included in the reported fields energy flux fields, or else because the models used slightly different
values of physical constants than we used in our diagnostics. For some models (CCSM4, CESM-CAMS.1-FV, GISS-E2-R,
HadGEM2-ES, MIROC-ESM and NorESM1-M), this error can be reduced or nearly eliminated by adding Ly Py, to the
right side of Equation 1, where L is the latent heat of fusion of ice and Py o is the mass flux of snowfall at the surface. This
term accounts for the net energy flux into the atmosphere when snow crystals form in the atmosphere and then melt on land or
in the ocean. (We also do this for the calculation of moisture transport in Eq. 2.) For the rest of the models, including this term
increases the north pole residual, so we omitted it, assuming that this term had been already accounted for inside the latent heat
flux output field. Omitting this term in the first set of models as well did not significantly affect our results.

To correct for any remaining energy flux residual, we subtract the following error function E from the northward energy

transport profile:
N
E() = 5 (1+sin(9)) (AD)

where ¢ is the latitude and N is the residual northward energy transport at the north pole. This correction function assumes
that each unit area of Earth’s surface contributes equally to the error. To demonstrate that the error is small, Table 3 shows
the values of N in piControl and the change in N in the other 2 runs relative to piControl. The errors are generally small (<
.15 PW), except for MIROC-ESM, but even in this case the difference in the error between the runs is still small (all models
have error < .06 PW for G1 minus piControl, or .09 PW for abrupt4xCO2 minus piControl). Once the correction in Eq. (A1)
is applied, the energy transport residual should only affect the results (in terms of differences between runs) if the errors are
spatially nonuniform and the spatial pattern of the error differs between the runs. Since even the total error differences are

small between runs, these residuals should not be a significant source of error in our analysis.

20



10

15

Table 3. Northward energy transport residual error at north pole in different models and runs, to 4 decimal places.

Model N (piControl) (PW) N (G1 - piControl) (PW) N (abrupt4xCO2 - piControl) (PW)
CanESM-2 -0.0531 0.0411 0.0809
CCSM4 0.0162 -0.0025 0.0015
CESM-CAMS.1-FV 0.0172 -0.0138 0.0027
CSIRO-MK3L-1-2 0.1429 -0.0093 0.0857
GISS-E2-R 0.0135 -0.0002 0.0033
HadGEM2-ES -0.0270 0.0137 0.0164
IPSL-CMS5A-LR 0.0373 -0.0549 0.0027
MIROC-ESM -1.9135 0.0593 0.0734
MPI-ESM-LR -0.1174 0.0526 -0.0515
NorESM1 0.0137 -0.00004 0.0027

Appendix B: Details of moist EBM calculations

We use the moist energy balance model first used in Hwang and Frierson (2010). Here we describe how the model works, with
an emphasis on new changes made for the solar geoengineering experiments.

The core equation of the model, as in other energy balance models (e.g. North, 1975), is a heat diffusion equation:

27\/
O _ o (pr-ortr+ p2 M poryisy (B1)
ot g Oa? OO
’(\)/I;
or, pe D 8 ,. OMSE
@_C(EI OLR+ 755 {(1 2?) D (B2)

where MSE is the moist static energy, T is surface temperature, C' is an arbitrary surface heat capacity, OLR is the outgoing
longwave radiation at the top of the atmosphere, EI (“energy in”) is the net surface and TOA energy flux into the atmospheric

column excluding OLR, D is a diffusivity coefficient for MSE, p; is the surface pressure, g is the acceleration due to gravity,

~1_is the radius of the earth, and z = sinf where ¢ is the latitude.

We have explicitly written out the 72 that comes from the Laplacian operator in equation B2 rather than absorbing it into D as

is often done (e.g. North, 1975) . Noting that dx = cosfd6, equation B2 can also be written in terms of latitude, which is more

convenient in terms of specifying inputs for EI as functions of latitude without converting to sine latitude first:

Ty _ ps D 0  OMSE
5 _C(EI—OLR—i—gﬂCOSeae {coa@ = D (B3)
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Table 4. Values of fit coefficients for clear-sky OLR as a function of temperature for use in moist EBM analysis.

Model a(Wm 2K  &AGH-a (abraptdxCO21b (W m~?2) b (Gl) U (abrupt4xCO2)
CanESM-2 2.0667 +9934-2:0439-326.83  344:74-334.99 320:64-335.00
CCSM4 2.1604 2:0898-2:0946-350.06  338:74-358 31 34+:84-360.35
CESM-CAMS5.1-FV 2.0724 +9907-1:9837-328.98  345:49-337.74 346:62-341.62
HadGEM2-ES 2.1531 2:0942-2:4200-349.37  34+00-357.38 349-6+-358.99
IPSL-CM5A-LR 2.2149 2:4429-2.4504-363.39  350:70-370.58 352:36370.46
MIROC-ESM 2.0512 +9585-1:9732-327.40  340:59-336.37 343.99-336.18
MPI-ESM-LR 2.0157 +9284-1:9314-315.55 3002232447 300:50-324.34
NorESM1 2.1403 2:06652:1043-346.36  333:94-354.38 344.57-354.68

We assume a value of 1.06 x 10 m? s~! for D, following Hwang and Frierson (2010), and a flat topography with g = 9.8
m s~2 and p, = 980 hPa. N i iff ivative-of i

and-We step forward in time with a relative time step of % =1 x 10~*. The model is considered to have converged when T}

differs by less than .001 K everywhere in the domain between successive time steps.

The moist static energy is calculated according to:
MSE = C,Ts + L,q (B4)

where C), is the heat capacity of air at constant pressure, L, is the latent heat of vaporization of water, and ¢ is the specific
humidity. We calculate ¢ as a function of T; using Equation 3, assuming a relative humidity of 80%.

The OLR is treated as a linear function of temperature:
OLR=aTs -0 (BS)

where the coefficients a and b are calculated as linear least-squares fits from the monthly surface air temperature and clear-
sky OLR output in each of the GCMs over the first 40 years of piControl. To consider the enhanced greenhouse effect
in “perturbation” climates (G1 and abrupt4xCO2), we fit new coefficients «—and-b’, maintaining the original value of a
(following Hwang and Frierson (2010) ), based on the surface temperature and clear-sky OLR output in those experiments.

wanoand Erierson{2010 o that thev-onlvre-fit bl while keenineathesame

4-)»Table 4 shows the values of a, b, @~and b’ we calculated for each of the GCMs.

To run the EBM, we input the a and b coefficients shown in Table 4, and an EI term calculated differently for the different
attribution experiments. For the EBM runs representing piControl conditions, we combine the following terms from the zonal

mean output of each GCM:

EIpiControl =5- LC + Fs (B6)
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where S is the net downward SW radiation at the TOA, L¢ is the LW cloud radiative effect (clear-sky OLR minus all-sky
OLR), and Fj is the net upward surface flux, including SW and LW radiation, sensible heat flux and latent heat flux.

For the “full” perturbation runs emulating the G1 and abrupt4xCO2 experiments, we use «-and-b’ instead of «-and-b for the
OLR calculation, and the EI term is:

EIperturb = EIpiControl + CS + As +1+ ALC +0+AS (B7)

where C'g, A; and I are the change in the net downward TOA SW radiation associated with cloud, non-cloud atmosphere,
and surface albedo feedbacks, respectively, calculated using the Approximate Partial Radiation Perturbation (APRP) method
(Taylor et al., 2007); A L« is the change in the LW cloud radiative effect in the GCM output; O is the change in the net surface
flux in the GCM output; and AS is the change in the solar forcing. We calculate AS by taking the change in net TOA SW
radiation between the control and perturbation climates, and subtracting C'g, A, and I to get the change in solar radiation that
is not due to any of the three feedback terms. In G1 this represents the effect of changing the solar constant; in abrupt4xCO2
this represents a residual feedback not accounted for by a linear sum of the other 3 feedbacks.

For the individual attribution experiments (except “greenhouse”), we use «-and-b in the OLR calculation, and the EI terms

are calculated as follows (experiment labels following Table 2):

EIsprPeloud = Elpicontrol +Cs (B8)
EIspRPnoncloud = Elpicontrol + As (B9)
Elaprpsurface = Elpicontrol + 1 (B10)
ElsolarForcing = Elpicontrol + AS (B11)
ElurfaceFlux = Elpicontrol + O (B12)
Eltwcere = Elpicontrol + ALc (B13)

For the “greenhouse” experiment, we use the control value of EI, but use ¢and-b’ instead of ¢-and-b for the OLR calculation.

The northward energy transport output by the EBM and shown in figures 6 through 8 is the cumulative meridional integration
of the MSE diffusion term in Eq. (B2). The discretization of the diffusion equation for numerical solving inevitably results in
some loss of energy, so after integrating, we apply a correction for residual northward transport at the North Pole for the EBM

results, using Eq. (A1).
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Abstract.

The polar amplification of warming and the ability of the inter-tropical convergence zone (ITCZ) to shift to the north or south
are two very important problems in climate science. Examining these behaviors in global climate models (GCMs) running solar
geoengineering experiments is helpful not only for predicting the effects of solar geoengineering, but also for understanding
how these processes work under increased carbon dioxide (COs3). Both polar amplification and ITCZ shifts are closely related
to the meridional transport of moist static energy (MSE) by the atmosphere. This study examines changes in MSE transport in
10 fully coupled GCMs in Experiment G1 of the Geoengineering Model Intercomparison Project, in which the solar constant is
reduced to compensate for the radiative forcing from abruptly quadrupled CO4 concentrations. In G1, poleward MSE transport
decreases relative to preindustrial conditions in all models, in contrast to the CMIP5 abrupt4xCO2 experiment, in which
poleward MSE transport increases. We show that since poleward energy transport decreases rather than increasing, and local
feedbacks cannot change the sign of an initial temperature change, the residual polar amplification in the G1 experiment must
be due to the net positive forcing in the polar regions and net negative forcing in the tropics, which arises from the different
spatial patterns of the simultaneously imposed solar and COs forcings. However, the reduction in poleward energy transport
likely plays a role in limiting the polar warming in G1. An attribution study with a moist energy balance model shows that
cloud feedbacks are the largest source of uncertainty regarding changes in poleward energy transport in mid-latitudes in G1, as

well as for changes in cross-equatorial energy transport, which are anticorrelated with ITCZ shifts.

1 Introduction

As solar geoengineering, or the artificial cooling of earth by reflecting sunlight, increasingly gains attention as part of a possible
strategy to deal with the effects of climate change, two important issues are whether the polar amplification of COs-induced
warming can be fully counteracted, and whether regional precipitation patterns will shift, exacerbating flooding in some areas
and drought in others (e.g. Irvine et al., 2010). Polar amplification is the phenomenon in which the poles warm by more than the
tropics when atmospheric CO5 concentrations are increased. While the reasons for polar amplification are not yet completely
understood, it has already been observed in the instrumental temperature record (e.g. Bekryaev et al., 2010) and is a robust

behavior in climate models (e.g. Holland and Bitz, 2003). Since reflecting sunlight would affect the tropics more strongly
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than the poles, it has been hypothesized that it would reduce the meridional temperature gradient (e.g. Keith and Dowlatabadi,
1992), leading to tropical cooling and polar warming under the combined CO- and geoengineering forcings. We refer to this
effect as “residual polar amplification”. Early model simulations of solar geoengineering scenarios, involving a simultaneous
CO., increase and solar constant decrease (Govindasamy and Caldeira, 2000; Govindasamy et al., 2003), found that the residual
polar amplification was relatively small, with latitudinal temperature patterns looking much more like the preindustrial climate
than the climate under increased CO, without geoengineering. However, some residual polar amplification still occurs as a
robust feature of these types of model experiments (e.g. Kravitz et al., 2013a).

Questions about shifts in regional precipitation under solar geoengineering are motivated by evidence from paleoclimate
data and climate model studies that if one hemisphere is preferentially warmed, the intertropical convergence zone (ITCZ)
shifts toward that hemisphere (e.g. Broccoli et al., 2006). Model studies have shown that such an effect could occur for changes
in many different variables that affect the inter-hemispheric albedo contrast, such as high-latitude ice cover (Chiang and Bitz,
2005), mid-latitude forest extent (Swann et al., 2012; Lagué and Swann, 2016), and tropospheric sulfate aerosol concentration
(Hwang et al., 2013). In the context of solar geoengineering, Haywood et al. (2013) demonstrated that preferentially injecting
reflective aerosols into one hemisphere shifts the ITCZ towards the other hemisphere, causing drought in some tropical areas.
Even under a hemispherically symmetric solar geoengineering deployment, such as space-based mirrors (represented by a solar
constant reduction), ITCZ shifts can still occur (Smyth et al., 2017).

Both polar amplification and ITCZ shifts are closely related to the meridional transport of energy by the atmosphere, which
makes atmospheric energy transport an important aspect of the effects of solar geoengineering to study. The sensitivity of the
ITCZ, in particular, to energy transport in the atmosphere and ocean in present and future climates has recently been a topic
of great research interest. Studies with slab ocean models with imposed hemispherically asymmetric energy fluxes (e.g. Kang
et al., 2008; Yoshimori and Broccoli, 2008) found that an anomalous Hadley circulation transports energy from the warmed
hemisphere across the equator, shifting the ITCZ towards the warmed hemisphere (because moisture is transported by the
lower branch of the Hadley cell, while energy is transported by the upper branch). However, later studies (e.g. Kay et al., 2016;
Hawcroft et al., 2017) found that this effect is substantially weaker in GCM simulations that include a full ocean circulation
coupled to the atmosphere. This is because an anomalous wind-driven ocean circulation develops in response to changes in the
atmospheric Hadley circulation, allowing the ocean to do most of the work of transporting the excess energy in one hemisphere
across the equator (Green and Marshall, 2017). Still, we can consider the ITCZ position in the framework of the atmosphere
and take ocean heat transport and storage into account via surface energy fluxes.

This study builds off the methods of a particular set of studies of atmospheric energy transport in projects in which multiple
global climate models (GCMs) were run for the same radiative forcing scenarios. Hwang and Frierson (2010) showed that
poleward transport of atmospheric moist static energy (MSE) increases under increased CO2 concentrations in Coupled Model
Intercomparison Project, Phase 3 (CMIP3) models. They used a moist energy balance model (EBM) to attribute the change
in MSE transport across 40° latitude to different forcing and feedback terms, and found that cloud feedbacks are responsible
for most of the inter-model spread in this quantity. Hwang et al. (2011) found that poleward dry static energy (DSE) transport

in mid-to-high latitudes decreases with warming due to the reduced equator-to-pole temperature gradient (since warming is
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amplified at the poles), but moisture transport increases due to the overall warming combined with the nonlinearity of the
Clausius-Clapeyron equation and the increase in moisture transport is enough to lead to an increase in MSE transport overall.
Frierson and Hwang (2012) found that shifts in the ITCZ with warming in the CMIP3 slab ocean ensemble are anticorre-
lated with changes in atmospheric energy transport across the equator, with cloud feedbacks again being the largest source of
uncertainty.

The Geoengineering Model Intercomparison Project (GeoMIP) provides an opportunity to use similar methods to investigate
how atmospheric energy transport may change under solar geoengineering conditions, which can help us understand the reasons
for residual polar amplification and tropical precipitation shifts. We analyze the results of GeoMIP experiment G1 (Kravitz
etal., 2011), in which the solar constant is reduced at the same time as the CO, concentration is quadrupled in order to maintain
top of atmosphere (TOA) energy balance and therefore keep the global mean temperature approximately at preindustrial levels.
For comparison, we also examine two CMIP5 model runs: piControl, a preindustrial run, and abrupt4xCO2, in which CO3 is
quadrupled but the solar constant remains the same.

GeoMIP has yielded insights into how temperature and precipitation patterns may change under solar geoengineering.
Kravitz et al. (2013a) found that residual polar amplification occurs in all models running the G1 experiment. Global mean
precipitation decreases in G1 because the reduction in solar radiative flux at the surface is primarily balanced by a reduction in
evaporation (Kravitz et al., 2013b). The precipitation reduction is evident over monsoonal land regions, as well as in the global
mean, and extreme precipitation events are reduced in G1, in contrast to an increase in abrupt4xCO2 (Tilmes et al., 2013).

Reducing the solar constant is an approximation of more realistic proposals for solar geoengineering, such as injecting
aerosols into the stratosphere. One example of how the physics differs between these scenarios involves the magnitude of
the reduction in global mean precipitation. Solar constant reduction experiments underestimate the precipitation reduction
compared to model runs that increase the concentration of sulfate aerosols in the stratosphere (Niemeier et al., 2013; Ferraro
and Griffiths, 2016). This is because sulfate aerosols absorb longwave radiation, which reduces the net atmospheric radiative
cooling rate and therefore allows for less precipitation, since the latent heat release from precipitation formation must be
balanced by net radiative cooling. (See, e.g., Pendergrass and Hartmann (2014) for a discussion of the atmospheric energy
constraints on global mean precipitation). Even with this caveat, the G1 experiment is useful because of its simplicity and
because it eliminates confounding effects from global mean temperature changes.

We use the G1 experiment to investigate changes in meridional energy transport under solar geoengineering, the factors
responsible for these changes, and the associated effects on tropical precipitation and polar amplification. Section 2 describes
the energy and latent heat transport changes that occur in the G1 and abrupt4xCO2 experiments. Section 3 attributes these
energy transport changes to different forcing and feedback terms, using the moist energy balance model (EBM) of Hwang and

Frierson (2010). Conclusions are provided in Section 4.
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2 Energy and moisture transport changes

Using the TOA and surface energy and moisture fluxes from the GeoMIP GCM experiments, we calculate changes in the
meridional transport of MSE by the atmosphere. By subtracting the MSE transport in piControl from that in G1, we can
understand how the combined CO; increase and solar constant decrease affect MSE transport, or, in other words, how well
solar reductions can restore preindustrial patterns of atmospheric energy transport. For comparison, we also examine how the
CO., increase alone affects MSE transport by subtracting the MSE transport in piControl from that in abrupt4xCO2. Following
Kravitz et al. (2013a) and other papers analyzing GeoMIP results, we use the average of years 11-50 of the G1 and abrupt4xCO2
experiments in order to exclude the rapid changes that occur during the first few years. For piControl, we average over the first
40 years of model output provided by the modeling groups. (The period analyzed does not include any model spin-up period.)
All averages are multi-annual means including all months.

We calculate the energy flux into the atmosphere from the GCM output as the sum of terms on the right-hand side of the

following energy budget equation:
V- F]W = Rﬁet,TOA + cht,surfacc + SH +LH (l)

where F) is the vertically integrated horizontal moist static energy flux, Rfmt Toa 1s the net downward radiative flux at
T

net,surface

the top of the atmosphere, R is the net upward radiative flux at the surface, SH is the net upward surface sensible
heat flux, and LH is the net upward surface latent heat flux. Since the net energy flux into the atmospheric column must be
balanced by energy transport out of the column, we can calculate the northward atmospheric moist static energy transport
as a function of latitude by integrating V - F;, first zonally and then cumulatively northward from the south pole. It is also
useful to decompose the MSE transport into latent energy (moisture) transport and dry static energy (DSE) transport, in order
to identify how moisture changes affect the total energy transport changes, following the methodology of Hwang et al. (2011).
We calculate the latent energy transport from the latent heat flux and precipitation GCM output by integrating the following

equation zonally and meridionally:
V-F,=LH-L,P 2

where F, is the vertically integrated horizontal latent energy flux, L, is the latent heat of vaporization of water and P is
precipitation. We calculate the DSE transport by subtracting the latent energy transport from the MSE transport.

Table 1 lists the GeoMIP models included in this analysis. The models in this study all had solar constant reductions between
3.2% and 5.0% and global mean temperatures in G1 within 0.3 K of those in piControl. Three of the original 13 GeoMIP
models are excluded: BNU-ESM, because it did not adequately restore the global mean temperature in the G1 realizations
that were available when our analysis was done; EC-Earth, because the precipitation output file was corrupted; and HadCM3,
because many of the output fields required for this study are no longer available. Methodological details of these calculations

are described in Appendix A.
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Table 1. Models included in this study, with references, institutions, solar constant reduction in the G1 experiment (ASy), and global mean

temperature change in G1 - piControl (AT).

Model Reference Institution ASy AT (K)
CanESM-2 Arora et al. (2011) Canadian Centre for Climate Modeling and Analysis 4.0% -0.013
CCSM4 Gent et al. (2011) National Center for Atmospheric Research 4.1% 0.233
CESM-CAMS.1-FV  Hurrell et al. (2013) National Center for Atmospheric Research 4.7% -0.157
CSIRO-MK3L-1-2*  Phipps et al. (2011) Commonwealth Scientific and Industrial Research Organization/ 3.2% 0.034
Bureau of Meteorology
GISS-E2-R* Schmidt et al. (2014) NASA Goddard Institute for Space Studies 4.5% -0.292
HadGEM2-ES Collins et al. (2011) Met Office Hadley Centre 3.9% 0.241
IPSL-CMS5A-LR Dufresne et al. (2013)  Institut Pierre Simon Laplace 3.5% 0.109
MIROC-ESM Watanabe et al. (2011)  Atmosphere and Ocean Research Institute (The University of Tokyo), 5.0% -0.065

National Institute for Environmental Studies,

and Japan Agency for Marine-Earth Science and Technology
MPI-ESM-LR Giorgetta et al. (2013)  Max Planck Institute for Meteorology 4.7% -0.011
NorESM1 Bentsen et al. (2013) Bjerknes Centre for Climate Research, 4.0% -0.044

Norwegian Meteorological Institute

* These models are excluded from the second part of this study (the EBM analysis) because the necessary output fields were not archived.

2.1 Poleward transport in mid-latitudes

Changes in the zonal mean northward MSE, latent energy and dry static energy (DSE) transport for G1 minus piControl are
shown in Figure 1. Poleward MSE transport in mid-latitudes is reduced under G1 in all 10 models and, when decomposed into
the latent and DSE components, both of these terms are reduced as well. Figure 2 shows the same calculations for abrupt4xCO2
minus piControl. In this case, poleward DSE transport decreases but moisture transport increases by more than enough to
compensate, leading to an increase in total MSE transport. This corroborates the result seen by Held and Soden (2006) and
Hwang et al. (2011) in CMIP3 global warming scenarios.

To understand why the energy transport changes are different for global warming and geoengineering conditions, we look
at zonal mean changes in temperature and saturation vapor pressure. Figures 3a,b show the zonal mean temperature change
in G1 and abrupt4xCO?2 relative to preindustrial. (These are also plotted in Figure 1 of Kravitz et al. (2013a), but our plots
include only the models analyzed here and, for G1, we use a smaller y-axis range to show more detail.) In G1, the tropics are
cooled while the poles are warmed (Figure 3a). There is warming everywhere in abrupt4xCO2 but more so in the polar regions,
especially the Arctic (Figure 3b). In both cases, this pattern of temperature change results in a weakening of the equator-to-pole
temperature gradient and reduces the poleward transport of dry static energy (Figures 1c,f and 2c,f), similar to the result found

by Hwang et al. (2011).
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Figure 1. Northward energy transport (PW) for G1 minus piControl, poleward of 30° N (a-c) and 30° S (d-f), for total moist static energy

transport (a, d), latent energy transport (b, ), and dry static energy transport (c, f), in the GeoMIP models and the multi-model mean.

The mechanism for the difference in moisture transport is apparent from changes in saturation vapor pressure, e, which we

calculate using an approximate form of the Clausius-Clapeyron equation (e.g. Hartmann, 2016, eq. 1.11):

(7))

where L, is the latent heat of vaporization of water, R, is the gas constant for water vapor, and 7" is the temperature in

3)

L,
es = (6.11hPa)exp { =
v

5 K. In abrupt4xCO2 (Figure 3d), es increases more in the tropics than it does near the poles because e is approximately



Northward energy transport difference (PW)

1.0

Moist Static Energy

1.0

Latent Energy

1.0

Dry Static Energy

(a)

0.5}

CanESM-2
CCsM4
CESM-CAM5.1-FV
CSIRO-Mk3L-1-2
GISS-E2-R
HadGEM2-ES
IPSL-CM5A-LR
MIROC-ESM
MPI-ESM-LR
NorESM1-M
Multi-Model Mean

-0.5} 4 =05} 4 =05}
_10 L L L L _10 I 1 1 1 _10 1 1 1 1
30 40 50 60 70 90 30 40 50 60 70 90 30 40 50 60 70 90
Latitude (°N) Latitude (°N) Latitude (°N)
1.0 Moist Static Energy 1.0 Latent Energy 1.0 Dry Static Energy

(d)

(e)

Northward energy transport difference (PW)

-60 -50 -40
Latitude (°N)

-60

-20

-60

-1

-50
Latitude (°N)

.0 L -1.0 L .
-90 -70 -30 -90 -70 -30 -50
Latitude (°N)

-1.0 -
-90 -70 -30

Figure 2. As in Figure 1 but for abrupt4xCO2 minus piControl.

exponential with respect to temperature. A slight warming in the tropics leads to a larger increase in eg because the tropics
were initially warmer than the poles. In G1, however (Figure 3c), the tropics cool and the poles warm, so saturation vapor
pressure, like temperature, decreases in the tropics and increases (to a lesser extent) at high latitudes relative to piControl.
Assuming the moisture content in the atmosphere scales with Clausius-Clapeyron, and the meridional winds are roughly
the same, poleward moisture transport increases in abrupt4xCO2 and decreases in G1 because the equator-to-pole moisture
gradient has strengthened in abrupt4xCO2 and weakened in G1.

A decrease in poleward energy transport has been previously reported in a single-model study running the G1 setup (Schaller

et al., 2014). In addition to a G1 experiment, that study also included runs which included only the CO5 increase or solar
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Figure 3. Zonal mean surface air temperature changes relative to piControl for G1 (a) and abrupt4xCO2 (b), and analogous zonal mean

surface saturation vapor pressure changes (c,d), in GeoMIP models and multi-model mean.

constant decrease. The decrease in poleward energy transport in their G1 run is not equal to the sum of the increase in the
“CO2+” run and the decrease in the “solar-" run in either hemisphere (see their Table 3). Also, the changes in poleward energy
transport are not symmetrical in their solar increase and solar decrease run. This indicates that the response of meridional MSE
transport to various climate forcings is nonlinear, and we cannot simply add and subtract the responses to individual climate
forcings to predict the responses to combined forcings. The nonlinearity of the Clausius-Clapeyron equation is a likely source

of these nonlinear responses.
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In G1, poleward MSE transport decreases, but the poles are still warmed relative to the tropics. This implies that the residual
polar amplification in G1 must be due to the differing spatial patterns of the opposing solar and CO- forcings, with the solar
forcing being greater in absolute magnitude in the tropics, where there is more sunlight to reduce. Local radiative feedbacks
such as the ice-albedo feedback cannot be responsible for the residual polar amplification because these can only amplify
or dampen a temperature change, but cannot reverse its sign. Another possible explanation would be an increase in ocean
heat transport; we have not calculated this explicitly, but Hong et al. (2017) found that the Atlantic Meridional Overturning
Circulation, which transports heat to the Arctic, slightly weakens in G1. While they only looked at heat transport in the
Atlantic, there is a net decrease in energy flux into the ocean in the tropics (see their Figure 4b), so there is no reason to expect
an increase in poleward ocean heat transport. In addition, the poleward energy transport by the oceans is much less than that
by the atmosphere at high latitudes (e.g. Hawcroft et al., 2017, Figure 6), so small changes to it would not be expected to
significantly affect the polar warming. This leaves the differing spatial patterns of the forcings as the only possible explanation
for the polar warming and tropical cooling in G1.

The decrease in poleward MSE transport likely diminishes the polar warming in G1, relative to what would happen if forcings
and feedbacks were allowed to operate locally but energy transport was fixed at piControl levels. It would be a useful avenue
for future research to quantify the effect of reduced energy transport, as well as local feedbacks, on the polar warming in G1,
similar to the study of Arctic amplification under global warming by Pithan and Mauritsen (2014). The reduction in poleward
moisture transport may help explain the reduction in mid-latitude precipitation seen in Tilmes et al. (2013); quantifying this

effect would also be a useful research direction.
2.2 Cross-equatorial energy transport and ITCZ shifts

Figure 4a shows the relationship between shifts in the ITCZ in G1 relative to piControl and changes in the transport of moist
static energy across the equator. We define the position of the ITCZ as the latitude where half of the zonally integrated rainfall
between 15°S and 15°N lies to the south and half lies to the north, following Hwang and Frierson (2010). In the multi-model
mean, the ITCZ shifts northward by 0.14 degrees, but there is significant inter-model spread, ranging from -0.33 to 0.89
degrees. A multi-model mean northward ITCZ shift is consistent with the result of Viale and Merlis (2017) that the ITCZ
shifts northward by a greater amount for a CO4 increase than for solar constant increase in slab ocean aquaplanet GCM runs
with a prescribed northward ocean heat transport that keeps the ITCZ in the northern hemisphere. However, caution must be
taken in assuming that the results from CO5 and solar forcing runs can be added linearly, for reasons discussed above. The
ITCZ shifts in G1 are moderately anticorrelated with the change in cross-equatorial energy transport (correlation coefficient
r =-0.77). Anticorrelation between these quantities is consistent with previous work (e.g. Frierson and Hwang, 2012; Hwang
et al., 2013), and is expected because the Hadley cell transports energy primarily in its upper branch but moisture primarily in
its lower branch.

For ITCZ shifts in abrupt4xCO2, however, there is no correlation between shifts in the precipitation-median ITCZ and cross-
equatorial energy transport (r = 0.07; not shown). There are several possible reasons for this, and for the fact that some models

have close to zero change in cross-equatorial energy flux but nonzero ITCZ shifts in Figure 4a. First, the ITCZ is more closely
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Figure 4. Shift in the ITCZ in GeoMIP models for G1 minus piControl, plotted against change in northward MSE transport across the equator
(a) and northern hemisphere mean surface temperature change minus southern hemisphere mean temperature change (b). The quantity r is

the correlation coefficient.

connected to the “energy flux equator”, or the latitude at which the meridional transport of energy by the atmosphere is zero,
than it is to the cross-equatorial energy flux. Bischoff and Schneider (2014) developed a theory for the relationship between
cross-equatorial energy transport and the energy flux equator, assuming the latter was correlated with the ITCZ position, and
argued that while the energy flux equator is proportional to the cross-equatorial energy flux, the constant of proportionality is
governed by the net energy input into the tropical atmosphere, which can allow the energy flux equator to move while cross-
equatorial energy transport does not change. We might expect this effect to occur when the atmosphere is suddenly thrown far
out of energy balance, as happens when CO, is abruptly quadrupled. Furthermore, the ITCZ, when defined as the precipitation
median or maximum, does not necessarily always follow the energy flux equator, because the the gross moist stability, or the
efficiency with which the Hadley circulation exports energy, can change (Seo et al., 2017).

Figure 4b shows the ITCZ shifts in G1 plotted against the warming of the northern hemisphere relative to the southern
hemisphere in the same experiment. This is similar to Figure 7 of Smyth et al. (2017), but for the specific set of models included
in this study. Here, there is a positive correlation (r = 0.61), slightly weaker than that for cross-equatorial MSE transport. While
Haywood et al. (2013) found ITCZ shifts away from the cooled hemisphere in the extreme case of aerosol injections in only
one hemisphere, the ITCZ shifts in Figure 4b imply that solar reductions applied equally in both hemispheres could still cause
regional shifts in precipitation based on factors like the base state albedo and local radiative feedbacks that might warm one
hemisphere relative to the other. This, along with reductions in the seasonal ITCZ migration due to preferential cooling of the

summer hemisphere, is discussed elsewhere (Smyth et al., 2017). Our focus here is on the reasons for the inter-model spread in
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the ITCZ shifts. These are more easily diagnosed using energy balance model attribution experiments aimed at understanding

the causes for the changes in cross-equatorial energy flux.

3 Attribution of changes using a moist EBM

In order to investigate the causes of robust changes in meridional energy transport in the G1 experiment and the largest sources
of inter-model spread, we ran attribution experiments in which we perturbed different forcing and feedback terms one at a
time. These experiments involved the moist energy balance model (EBM) first used by Hwang and Frierson (2010). We used
the GCM output to calculate the magnitude of various forcings and feedbacks, including the greenhouse and solar forcings
and cloud, surface albedo and non-cloud atmosphere feedbacks, and we used the EBM to understand how atmospheric energy
transport would respond to each forcing or feedback in isolation. The advantage of using a moist EBM over directly integrating
the energy fluxes associated with each forcing or feedback is that it allows for a coupled response between the energy transport,
local temperature, and longwave radiative cooling.

The EBM takes as input the zonal mean surface and TOA energy fluxes and the LW cloud radiative effect from each
GCM, and calculates the outgoing longwave radiation (OLR) as a function of surface temperature based on a linear fit of
the clear-sky OLR and surface temperature output from each GCM. The net atmospheric energy flux input term is perturbed
to account for the influence of various individual forcings and feedbacks, while the intercept of the clear-sky OLR-surface
temperature relationship is re-fit in the perturbation climates (G1 and abrupt4xCO2) to account for the enhanced greenhouse
effect. Net vertical energy flux convergences at each latitude are balanced by meridional diffusion of MSE. We obtained a
meridional energy transport estimate from the EBM by meridionally integrating this diffusion term. Several limitations of the
EBM experiments must be noted. The approach of prescribing energy perturbations associated with feedbacks that are static
in time does not take into account the interactions of different feedbacks with each other (analyzed by Feldl et al. (2017)) or
changes in the feedbacks that arise from the changing energy transport (Merlis, 2014; Rose et al., 2014; Rose and Rayborn,
2016). Also, changing the intercept of the OLR-temperature fit does not account for the nonuniformity of the CO5 radiative
forcing with latitude (Huang and Zhang, 2014). Appendix B describes the methods for these experiments in more detail.

3.1 Comparison of EBM and GCM-derived energy transport

In order to be helpful in understanding the causes of the GCM behaviors, the EBM needs to predict changes in GCM-derived
energy fluxes reasonably well when all forcing and feedback terms are considered. Figure 5 shows the meridional MSE trans-
port across specific latitudes calculated by the EBM versus the same quantities diagnosed directly from the output of each
GCM, for cross-equatorial transport in G1 minus piControl (Figure 5a), for poleward transport across 40°N/S in G1 minus
piControl (Figure 5b), and for the same comparison in abrupt4xCO2 minus piControl (Figure 5c). There are generally strong
correlations in each of these cases. Cross-equatorial energy transport changes in abrupt4xCO2 minus piControl are not ex-
amined because these did not correlate well with ITCZ shifts. Note that, for G1 minus piControl, the cross-equatorial energy

transport appears to change more easily in the GCMs than in the EBM, while the poleward energy transport across 40° N/S
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Figure 5. Meridional energy transport changes calculated by moist EBM (z-axis) versus those diagnosed from the GCM output (y-axis). (a):

northward energy transport across the equator, for G1 minus piControl; (b): poleward energy transport changes across 40° N and S, for G1

minus piControl; (c): as in (b) but for abrupt4xCO2 minus piControl. Diagonal solid lines are 1:1 lines.
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Table 2. Summary of attribution experiments run with moist energy balance model.

Name Effects considered OLR fit from
APRPcloud SW radiative response at TOA due to cloud changes piControl
APRPnoncloud  SW radiative response at TOA due to non-cloud atmosphere changes piControl
APRPsurface SW radiative response at TOA due to surface albedo changes piControl
solarForcing solar constant change (for G1), or nonlinear SW feedbacks (for abrupt4xCO2) piControl
surfaceFlux net SW, LW, sensible and latent heat flux changes at surface; i.e. surface energy storage  piControl

LWCRE difference in net TOA LW radiation between clear-sky and all-sky conditions piControl
greenhouse enhanced greenhouse effect G1 or abrupt4xCO2
all_ Gl sum of effects listed in first 7 rows Gl

all_4xCO2 sum of effects listed in first 7 rows abrupt4xCO2

The “OLR fit” refers to the fitting of coefficients for a linearized greenhouse effect based on surface air temperature and clear-sky OLR output from the GCMs; shown in

the table is the GCM experiment from which these fits were drawn. Table 4 shows the actual fit coefficients.

changes more in the EBM than in the GCMs. Also, for abrupt4xCO?2 - piControl, the EBM tends to underestimate poleward
energy transport changes in the Northern Hemisphere and overestimate them in the Southern Hemisphere. With these cautions
in mind regarding the exact magnitude of the changes, the EBM predicts changes in GCM-derived energy fluxes well enough

to proceed to the attribution experiments.
3.2 Attribution of cross-equatorial energy transport changes

The attribution experiments are summarized in Table 2. Two experiments, “all_G1” and “all_4xCO2”, consider all of the
forcing and feedback terms for the two perturbation climates. There are three experiments that perturb shortwave feedbacks,
based on the Approximate Partial Radiation Perturbation (APRP) method (Taylor et al., 2007). APRP uses a single-layer
radiative transfer model to estimate the TOA radiative response to changes in clouds, non-cloud atmospheric scattering and
absorption, and surface albedo, based on monthly mean GCM cloud fraction output and SW radiative flux output at the surface
and TOA. We refer to our SW feedback attribution experiments as the “APRPcloud”, “APRPnoncloud”, and “APRPsurface”
experiments, which consider cloud, non-cloud atmosphere, and surface albedo feedbacks, respectively. The “solarForcing”
experiment considers the change in insolation at the TOA due to the solar constant change. The “surfaceFlux” experiment
considers the change in the net downward energy flux at the surface, which represents energy storage and transport by the
ocean. The “LWCRE” experiment considers changes in the LW cloud radiative effect, or the difference between clear-sky and
all-sky net TOA LW fluxes. Finally, the “greenhouse” experiment considers the enhanced clear-sky greenhouse effect, which
includes the CO, forcing and the water vapor, Planck and lapse rate feedbacks. The calculations of the input terms for the EBM
for each experiment are described in more detail in Appendix B.

Figure 6 shows the changes in northward energy transport across the equator for G1 minus piControl in each of the exper-

iments listed in Table 2. The “all_G1” results are the same as those plotted on the x-axis on Figure 5a and show that there is
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Figure 6. Changes in northward cross-equatorial energy transport calculated by moist EBM for G1 minus piControl in various attribution

experiments.

considerable inter-model spread in the value of the cross-equatorial energy transport changes. None of the experiments shown
in Figure 6 moves cross-equatorial energy transport in the same direction in all 8 models (although the APRPcloud and green-
house experiments come close), so we cannot say with much confidence that any one forcing or feedback is likely to push the
ITCZ one way or the other under a solar geoengineering scenario. However, it is useful to examine the inter-model spread in
each experiment in order to determine which terms cause the most uncertainty in response of the ITCZ to solar geoengineering.

The two attribution experiments with the largest inter-model spread are the APRPcloud and LWCRE experiments, which
correspond to SW and LW cloud feedbacks. This indicates that changes in clouds are the largest source of uncertainty regarding
how cross-equatorial energy transport and, therefore, the ITCZ would respond to a hemispherically symmetric solar geoengi-
neering scenario. This is similar to the finding of Frierson and Hwang (2012) that cloud feedbacks are the largest source of
uncertainty for cross-equatorial energy transport changes in slab ocean simulations of CO2-induced warming.

The APRPsurface, solarForcing, surfaceFlux, and greenhouse experiments have smaller inter-model spread than the two
cloud experiments but are similar to each other. The spread in the surfaceFlux experiment indicates different responses of
the atmosphere in different models to changes in either heat storage or cross-equatorial energy transport by the ocean. The
appreciable inter-model spread in the solarForcing experiment suggests that the base state inter-hemispheric albedo difference
is an important factor in the ITCZ response to solar geoengineering and solar forcings in general. This is interesting in the light
of the result of Haywood et al. (2016) that tropical precipitation in the HadGEM2-ES is highly sensitive to the difference in the

mean albedo between the hemispheres, and that equalizing them can improve GCM tropical precipitation biases.
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3.3 Attribution of poleward energy transport changes

3.3.1 G1 minus piControl

EBM: Poleward energy transport at 40°N: G1 - piControl
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Figure 7. As in Figure 6 but for changes in poleward atmospheric energy transport across 40° N (a) and 40° S (b), for G1 minus piControl.

Figure 7 shows the results of the same attribution experiments shown in Figure 6, but for poleward energy transport at
40° N (Figure 7a) and 40° S (Figure 7b). In the all_G1 experiment, poleward energy transport decreases at this latitude in

5 both hemispheres. Poleward energy transport decreases in the solarForcing experiment for each model, and increases in the
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greenhouse experiment, but not by enough to compensate. The increase in poleward transport in the greenhouse experiment can
be understood in terms of the increasing moisture transport argument discussed in Section 2 for the abrupt4xCO?2 experiment.
The CO4 radiative forcing in the EBM is spatially uniform since OLR, in the initial perturbation, is reduced by the same amount
everywhere (see Appendix B), but atmospheric moisture increases more in the tropics than at the poles because the atmosphere
was warmer in the tropics to begin with. The reduction in tropical moisture in the solarForcing case is greater than the increase
in the greenhouse case because there is more sunlight to reduce in the tropics, causing a greater temperature perturbation
there for solar reductions than for greenhouse gas increases. One caveat to this point is that in the actual atmosphere the COq
radiative forcing is stronger in the tropics than at the poles (although by as much as the solar forcing), which contributes to
stronger poleward energy transport (Huang and Zhang, 2014); this mechanism for increased energy transport under greenhouse
gas forcings is not captured by the EBM.

The APRPcloud experiment exhibits an increase in poleward energy transport in both hemispheres in all models, which is
consistent with a decrease in low cloud cover causing heating in the tropics. Schmidt et al. (2012) noted that low cloud cover
decreased in four GCMs running G1. A more detailed investigation of the cloud changes in the full G1 ensemble and their
physical mechanisms and radiative effects will be the subject of a future study. None of the other feedback experiments have a
consistent effect on poleward energy transport across 40° N/S, but the different feedback terms appear to rearrange the models
in the all_G1 experiment, and contribute to the inter-model spread, with SW cloud feedbacks being the largest contributor.
Models with a greater negative change in the solarForcing experiment (e.g. MPI-ESM-LR) also tend to have a greater positive
change in the greenhouse experiment, and the compensation between these effects tends to reduce the inter-model spread. This
implies that the remaining inter-model spread comes from the feedback terms. The fact that the solar forcing is the only term
contributing to the reduction of poleward energy transport in G1 in all models implies that the imperfect compensation between

SW and LW forcings, not local feedbacks, causes this reduction.
3.3.2 abrupt4xCO2 minus piControl

Figure 8 is the equivalent of Figure 7, but for abrupt4xCO2 minus piControl. For abrupt4xCO?2, the greenhouse attribution
experiment results in an increase in poleward energy transport, similar to the same experiment for G1. SW cloud feedbacks
(APRPcloud experiment) are the largest contributor to the inter-model spread, followed by LW cloud feedbacks. Surface albedo
feedbacks (APRPsurface) also contribute to the inter-model spread, but generally reduce poleward energy transport. (The
increase in moisture due to tropical warming that results in greater poleward energy transport in the all_4xCO2 experiment
does not show up when only surface albedo is perturbed.) This feedback term is mainly due to ice melt at high latitudes, which
would be expected to reduce the equator-to-pole temperature gradient and therefore also reduce poleward energy transport. The
LWCRE experiment also reduces poleward energy transport for abrupt4xCO?2, because the LW cloud feedback is positive at
high latitudes due to an increase in the optical depth of high clouds (Zelinka et al., 2012). As with G1, non-cloud atmosphere
SW feedbacks have small effects on the poleward energy transport for abrupt4xCO2, but there is a consistent increase in this

case, presumably due to increases in SW absorption by water vapor. The solarForcing experiment in this case represents the
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Figure 8. As in Figure 7 but for abrupt4xCO2 minus piControl.

residual between the total TOA net shortwave radiation changes and the individual feedback terms calculated using APRP;
these effects are minor.

The surfaceFlux experiment has a much greater impact on poleward energy transport for abrupt4xCO2 than for G1, or for
the 20th and 21st century CMIP3 runs analyzed by Hwang and Frierson (2010). This is because, while the TOA was kept
approximately in energy balance in G1, and the imbalance is relatively small in 20th and 21st century runs, the abrupt4xCO2

case represents a response to an impulse that throws the climate system far out of equilibrium, with much energy being stored in
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the oceans over time. The energy loss from the atmosphere to the ocean is strongest in high latitudes, leading to a compensating

increase in poleward atmospheric energy transport in the abrupt4xCO?2 surfaceFlux experiment.

4 Conclusions

Our analysis of the GeoMIP G1 ensemble shows that, when CO, concentrations are increased and the solar constant is reduced
to compensate, poleward atmospheric energy transport decreases (Figures 1a,d). This is because of an increase in polar tem-
peratures and decrease in tropical temperatures, or “residual polar amplification”, that results from the different spatial patterns
of the opposing solar and CO; forcings. The polar warming and tropical cooling cause a decrease in both dry static energy
transport, which depends on the equator-to-pole temperature gradient, and latent heat transport, which depends on the merid-
ional gradient of saturation vapor pressure. Residual polar amplification cannot be due to increases in poleward atmospheric
energy transport, as might have been thought, because poleward energy transport actually decreases. It cannot be due to local
feedbacks such as the ice-albedo feedback because these feedbacks cannot reverse the sign of an initial temperature change.
Poleward energy transport by the ocean in the North Atlantic decreases (Hong et al., 2017), and there is no reason to expect an
increase in poleward energy transport by the ocean overall given the decrease in net energy flux into the ocean in the tropics.
Instead, the spatial distribution of the combined CO5 and solar forcing causes this pattern of temperature change, while the
decrease in poleward energy transport then acts as a negative feedback that limits the polar warming in G1.

The reduction of poleward energy transport helps explain why the difference in temperature change in the poles and the
tropics is not nearly as much in GI as it is in abrupt4xCO?2, or in other words, why solar geoengineering in the form of a
uniform solar constant reduction manages to eliminate most (but not all) of the polar amplification of CO,-induced warming.
The role of moisture transport is critical here. When COs is increased by itself, poleward latent heat transport increases because
of the large increase in moisture in the tropics, and this amplifies polar warming. In the G1 scenario, by contrast, the cooling
of the tropics reduces the amount of moisture in the air, lessening the energy transport to the poles. This indicates that tropical
moisture content is a very important control on the meridional temperature gradient. Geoengineering schemes have been
designed that, in GCMs, avoid the problem of over-cooling the tropics by preferentially reducing sunlight in high latitudes
(Ban-Weiss and Caldeira, 2010; Kravitz et al., 2016). It would be useful to analyze the changes in atmospheric energy transport
in these scenarios in order to better understand the role moisture transport would play in attempting to regulate temperatures in
various latitudes.

Our EBM attribution experiments illustrate the specific forcings and feedbacks responsible for the changes in meridional
energy transport in G1. The solar forcing causes a reduction in poleward energy transport in mid-latitudes; the enhanced
greenhouse effect only partially counteracts this. Cloud feedbacks are generally the largest contributors to the inter-model
spread in both mid-latitude poleward energy transport changes and cross-equatorial energy transport changes, which are a
predictor of ITCZ shifts. The large uncertainty in these quantities associated with clouds implies that an improved physical

understanding of the changes in clouds in G1 would help our understanding of how regional precipitation and temperature
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changes would play out under a solar geoengineering scenario. A more in-depth analysis of the cloud changes in the GeoMIP
G1 ensemble will be the subject of a future study.

The finding that poleward atmospheric energy transport decreases in the G1 experiment relative to piControl is relevant for
understanding why polar amplification of warming happens under increased CO5. In warmer climates, the increased poleward
energy transport contributes to the amount of polar amplification that occurs, as evidenced by model studies in which surface
albedo is held constant (Alexeev et al., 2005; Graversen and Wang, 2009). However, our analysis of G1 shows that increases
in poleward atmospheric energy transport are not necessary in order to have a decrease in the equator-to-pole temperature
gradient. These results are particularly interesting in the light of the finding by Hwang et al. (2011) that polar amplification is
actually negatively correlated with changes in atmospheric energy transport into the polar regions in CMIP3 global warming
simulations. Our results reinforce the conclusion of Hwang et al. (2011) that changes in energy transport alone cannot predict
changes in the meridional temperature gradient, which is actually governed by the coupling between energy transport and local
feedbacks. It is useful to remember as well that radiative forcings are not spatially uniform, and the structure of the CO5 forcing
can affect atmospheric circulations in warming simulations (e.g. Huang and Zhang, 2014; Merlis, 2015). The spatial structure
of radiative forcing is part of the set of processes, including local feedbacks and energy transport by the atmosphere and ocean,
that interactively determine the Earth’s meridional temperature pattern. Due to the complexity of these interactions, changes
in the temperature gradient cannot be quantitatively predicted without a general circulation model. To better understand these
interactions, it would be useful to do further analysis to quantify the contributions of different local feedbacks to the amount of

polar warming in the G1 experiment.

Appendix A: Details of GCM-derived energy transport calculations

Often, when calculating meridional energy transport based on a cumulative integration of energy flux convergence into the col-
umn from GCM output, there is a residual energy transport at the north pole, because the models’ internal energy conservation
involves terms that are not included in the reported fields energy flux fields, or else because the models used slightly different
values of physical constants than we used in our diagnostics. For some models (CCSM4, CESM-CAMS.1-FV, GISS-E2-R,
HadGEM2-ES, MIROC-ESM and NorESM1-M), this error can be reduced or nearly eliminated by adding Ly Py, to the
right side of Equation 1, where L ¢ is the latent heat of fusion of ice and Py o is the mass flux of snowfall at the surface. This
term accounts for the net energy flux into the atmosphere when snow crystals form in the atmosphere and then melt on land or
in the ocean. (We also do this for the calculation of moisture transport in Eq. 2.) For the rest of the models, including this term
increases the north pole residual, so we omitted it, assuming that this term had been already accounted for inside the latent heat
flux output field. Omitting this term in the first set of models as well did not significantly affect our results.

To correct for any remaining energy flux residual, we subtract the following error function E from the northward energy

transport profile:

B(8) =% (1+5in(6) (A1
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Table 3. Northward energy transport residual error at north pole in different models and runs, to 4 decimal places.

Model N (piControl) (PW) N (G1 - piControl) (PW) N (abrupt4xCO2 - piControl) (PW)
CanESM-2 -0.0531 0.0411 0.0809
CCSM4 0.0162 -0.0025 0.0015
CESM-CAMS.1-FV 0.0172 -0.0138 0.0027
CSIRO-MK3L-1-2 0.1429 -0.0093 0.0857
GISS-E2-R 0.0135 -0.0002 0.0033
HadGEM2-ES -0.0270 0.0137 0.0164
IPSL-CM5A-LR 0.0373 -0.0549 0.0027
MIROC-ESM -1.9135 0.0593 0.0734
MPI-ESM-LR -0.1174 0.0526 -0.0515
NorESM1 0.0137 -0.00004 0.0027

where ¢ is the latitude and N is the residual northward energy transport at the north pole. This correction function assumes
that each unit area of Earth’s surface contributes equally to the error. To demonstrate that the error is small, Table 3 shows
the values of N in piControl and the change in N in the other 2 runs relative to piControl. The errors are generally small (<
.15 PW), except for MIROC-ESM, but even in this case the difference in the error between the runs is still small (all models
have error < .06 PW for G1 minus piControl, or .09 PW for abrupt4xCO2 minus piControl). Once the correction in Eq. (A1)
is applied, the energy transport residual should only affect the results (in terms of differences between runs) if the errors are
spatially nonuniform and the spatial pattern of the error differs between the runs. Since even the total error differences are

small between runs, these residuals should not be a significant source of error in our analysis.

Appendix B: Details of moist EBM calculations

We use the moist energy balance model first used in Hwang and Frierson (2010). Here we describe how the model works, with
an emphasis on new changes made for the solar geoengineering experiments.

The core equation of the model, as in other energy balance models (e.g. North, 1975), is a heat diffusion equation:

T _ o (EI ~OLR+ psDVQMSE) (B1)
a1 g

or

or, ps D O ,. OMSE

= C(EI OLR-+125 o {(1 ) D (B2)

where MSE is the moist static energy, 1 is surface temperature, C' is an arbitrary surface heat capacity, OLR is the outgoing

longwave radiation at the top of the atmosphere, EI (“energy in”) is the net surface and TOA energy flux into the atmospheric
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column excluding OLR, D is a diffusivity coefficient for MSE, p; is the surface pressure, g is the acceleration due to gravity,
r is the radius of the earth, and z = sinf where 6 is the latitude. We have explicitly written out the 2 that comes from the
Laplacian operator in equation B2 rather than absorbing it into D as is often done (e.g. North, 1975). Noting that dz = cos #d#,
equation B2 can also be written in terms of latitude, which is more convenient in terms of specifying inputs for EI as functions
of latitude without converting to sine latitude first:

oTs ps D 0 OMSE
87§C<EIOLR+97“2005986 {cos@ 20 }) (B3)

We assume a value of 1.06 x 10 m? s~! for D, following Hwang and Frierson (2010), and a flat topography with g = 9.8
m s~2 and p, = 980 hPa. We step forward in time with a relative time step of % =1 x 10~%. The model is considered to have
converged when T differs by less than .001 K everywhere in the domain between successive time steps.

The moist static energy is calculated according to:
MSE = C,Ts + Lyq (B4)

where C,, is the heat capacity of air at constant pressure, L, is the latent heat of vaporization of water, and ¢ is the specific
humidity. We calculate ¢ as a function of T using Equation 3, assuming a relative humidity of 80%.

The OLR is treated as a linear function of temperature:
OLR =aTs -0 (B5)

where the coefficients a and b are calculated as linear least-squares fits from the monthly surface air temperature and clear-
sky OLR output in each of the GCMs over the first 40 years of piControl. To consider the enhanced greenhouse effect in
“perturbation” climates (G1 and abrupt4xCQO2), we fit new coefficients b’, maintaining the original value of a (following
Hwang and Frierson (2010)), based on the surface temperature and clear-sky OLR output in those experiments. Table 4 shows
the values of a, b, and b we calculated for each of the GCMs.

To run the EBM, we input the a and b coefficients shown in Table 4, and an EI term calculated differently for the different
attribution experiments. For the EBM runs representing piControl conditions, we combine the following terms from the zonal

mean output of each GCM:
EIpiControl =5- LC + Fs (B6)

where S is the net downward SW radiation at the TOA, L¢ is the LW cloud radiative effect (clear-sky OLR minus all-sky
OLR), and Fj is the net upward surface flux, including SW and LW radiation, sensible heat flux and latent heat flux.
For the “full” perturbation runs emulating the G1 and abrupt4xCO2 experiments, we use b’ instead of b for the OLR calcu-

lation, and the EI term is:

EIperturb = EIpiControl + CS + As +1+ ALC +O0+AS (B7)
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Table 4. Values of fit coefficients for clear-sky OLR as a function of temperature for use in moist EBM analysis.

Model aWm?2K™) bWm?2) ¥ (Gl) b (abruptdxCO2)
CanESM-2 2.0667 326.83  334.99 335.00
CCSM4 2.1604 350.06 35831 360.35
CESM-CAMS5.1-FV 2.0724 32898  337.74 341.62
HadGEM2-ES 2.1531 34937 357.38 358.99
IPSL-CM5A-LR 2.2149 363.39  370.58 370.46
MIROC-ESM 2.0512 327.40  336.37 336.18
MPI-ESM-LR 2.0157 315.55  324.47 324.34
NorESM1 2.1403 346.36  354.38 354.68

where C'g, A; and I are the change in the net downward TOA SW radiation associated with cloud, non-cloud atmosphere,
and surface albedo feedbacks, respectively, calculated using the Approximate Partial Radiation Perturbation (APRP) method
(Taylor et al., 2007); A L is the change in the LW cloud radiative effect in the GCM output; O is the change in the net surface
flux in the GCM output; and AS is the change in the solar forcing. We calculate AS by taking the change in net TOA SW
radiation between the control and perturbation climates, and subtracting C's, A, and I to get the change in solar radiation that
is not due to any of the three feedback terms. In G1 this represents the effect of changing the solar constant; in abrupt4xCO2
this represents a residual feedback not accounted for by a linear sum of the other 3 feedbacks.

For the individual attribution experiments (except “greenhouse”), we use b in the OLR calculation, and the EI terms are

calculated as follows (experiment labels following Table 2):

Elaprpclond = Elpicontrol + Cs (B8)
EIoPRPnoncloud = Elpicontrol + As (B9)
Elxprpsurface = Elpicontrol + 1 (B10)
ElsolarForcing = Elpicontrol + AS (B11)
ElurfaceFlux = Elpicontrol + O (B12)
Eltwcere = Elpicontrol + ALc (B13)

For the “greenhouse” experiment, we use the control value of EI, but use b’ instead of b for the OLR calculation.

The northward energy transport output by the EBM and shown in figures 6 through 8 is the cumulative meridional integration
of the MSE diffusion term in Eq. (B2). The discretization of the diffusion equation for numerical solving inevitably results in
some loss of energy, so after integrating, we apply a correction for residual northward transport at the North Pole for the EBM

results, using Eq. (Al).
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