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Authors’ reply to reviewers’ comments on ‘Multi-model comparison of the 

volcanic sulfate deposition from the 1815 eruption of Mt. Tambora’ by 

Marshall et al. 

 

We thank the Reviewers for their detailed and constructive assessment of our manuscript. Their 

comments and suggestions have greatly helped to improve our paper. Our reply begins with 

some general changes we have made to the paper, followed by our point-by-point replies. 

Reviewer comments are in italics and coloured dark grey. 

 

General changes 

 

In addition to the reviewer comments, upon revision, the authors have also made the following 

corrections (see also tracked changed document for minor corrections): 

 

A spin-up issue was discovered in the SOCOL-AER runs and these have since been repeated. 

In the new runs the carbonyl sulphide (OCS) level was also set to 337 pptv as opposed to ~500 

pptv (Table 1). As a consequence, all figures in the manuscript have been updated. Overall the 

main results in comparison to the other models have not changed, but sulfate deposition over 

the ice sheets has increased for both background and Tambora deposition. The text has been 

updated accordingly. 

 

In the revised manuscript we have used the full model names instead of abbreviations to avoid 

confusion with the use of sub-models as names.  

 

We have rephrased the text under Table 2 regarding the injection details for each model. 

Despite a uniform injection in CESM1(WACCM) and UM-UKCA, both these injections were 

divided amongst several grid boxes and each model grid did this differently. As such we 

thought it was misleading to state that for CESM1(WACCM) the overlap of model levels 

resulted in the emission fluxes peaking in the centre of the plume and to say nothing of UM-

UKCA, where similar effects may be occurring. Instead we have added the sentence: “as the 

models are not on regular grids and their vertical resolutions differ, the distribution of the 

emission over the model grid boxes cannot be exactly the same. As a result, the injection 

profiles differed slightly between the models” 
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We have also added an additional author, James Pope, who was invaluable in setting up the 

UM-UKCA runs. We apologise for the oversight in not including him. 

 

Point-by-point reply 

 

Reviewer 1: C. Gao 

 

This work is an important contribution to intermodel comparison and evaluation of volcanic 

simulation. The model derived relationship between volcanic sulfur injection and ice core 

volcanic aerosol deposition, if the results converge, can provide critical information to verify 

or improve the ice-core-based reconstruction of past volcanism.  The paper is well written; the 

results are clearly presented and discussed. I would like to recommend the paper to be 

published in this journal after addressing the following points: 

 

We thank Chaochao Gao for the helpful comments and have addressed these below.  

 

1. In section 2 "Model set-up and ice core data". Are the four models the only aerosol models 

available for Tambora simulation? If that’s the case, please state; if not, please explain if there 

is any criteria taken to choose the models.  

 

There were no selection criteria as the four models are the only aerosol models available that 

were able to simulate deposition. A fifth model (CAMB-UPMC-M2D) was included in the 

initial Tambora experiment as part of Zanchettin et al. (2016), but the model did not simulate 

deposition and was therefore excluded from the analysis in our paper. We have added this 

statement to Sect. 2 and have also updated the abstract and introduction to specify that five 

models simulated the eruption as part of the VolMIP pre-study. 

 

Also, please briefly describe model performance in previous studies. 

 

We have added the following paragraph to describe model performance when simulating the 

eruption of Mt. Pinatubo in 1991:  

 

“All four models simulate the 1991 eruption of Mt. Pinatubo in reasonable agreement with 

observations of the sulfate burden, aerosol optical depth and stratospheric heating (Niemeier et 
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al., 2009; Toohey et al., 2011; Dhomse et al., 2014; Sheng et al., 2015b; Mills et al., 2016), 

giving confidence in the models’ overall abilities to accurately simulate the atmospheric and 

climatic effects of a large-magnitude eruption. However, the models vary in the details 

regarding the model-observation comparisons. For example, MAECHAM5-HAM (Niemeier 

et al., 2009) and SOCOL-AER (Sheng et al., 2015b) simulated a too rapid aerosol decay and 

UM-UKCA (Dhomse et al., 2014) had a low bias in the model-simulated aerosol effective 

radius compared to observations. Possible reasons for these differences include omitted or 

under-represented influences from meteoric particles, too large sedimentation and cross-

tropopause transport and too fast transport from tropics to high latitudes. Conversely, the 

models differ in the amount of emitted SO2 required to achieve good comparisons to 

observations with the mass of SO2 emitted by the four models ranging from 10 Tg for UM-

UKCA (Dhomse et al., 2014) and CESM1(WACCM) (Mills et al., 2016; 2017) to 12-14 Tg 

for SOCOL-AER (Sheng et al., 2015b) to 17 Tg for MAECHAM5-HAM (Niemeier et al., 

2009; Toohey et al., 2011). For this reason, the use of a common protocol in this study (Sect. 

2.2) enables us to better attribute potential differences in the results to model processes rather 

than to the eruption source parameters.” 

 

2. In section 3 "Results" 

2.1 The argument of “models have similar background sulfate deposition  patterns" 

sounds weak to me, please provide more quantitative evidence/analysis  to  support 

the argument.  The color scale in Figure 1 and few other figures seems misleading, 

please consider using a monotone color scale. 

 

We included the sentence as a statement with the aim of highlighting what can be seen in Figure 

1; that the patterns of deposition are similar across the models as described in the opening 

sentences, despite differences in the magnitude. To make things clearer we have referred to 

Figure 1. To show quantitatively that the background deposition is similar at the poles we have 

also moved Figure S4, which shows the ice core fluxes versus the model-simulated values, 

from the supplementary material to the main text. This is now Figure 3 (please also see reply 

to point 2.3). 

 

We have considered alternative colour scales but find that the use of this diverging scale 

highlights the regional variations in deposition more clearly. We therefore retain the original 

colour scale. 
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2.2 A short description of model configuration, especially those closely related to transport 

dynamic would be helpful to understand the difference in the results. A short summary of the 

model performance and its implication at the end of this section would be nice. 

 

We have extended section 2 to include a more detailed paragraph at the beginning to describe 

the models, with additional section sub-headings. The models all include parameterizations of 

key aerosol processes such as nucleation, condensation and coagulation and simulate the 

transport of aerosol through sedimentation and large-scale circulation by the Brewer-Dobson 

circulation. There are differences in these parameterizations across the models. However, the 

authors feel that it is beyond the scope of this paper to address these in detail, given that it 

would be impossible with these simulations alone to determine the relative importance of each 

process, in addition to differences arising from model resolution and the individual deposition 

schemes. The inter-model differences found in this study are motivation for more dedicated 

multi-model comparison projects, which explicitly look at differences in model processes, such 

as the Interactive Stratospheric Aerosol Modelling Intercomparison Project (ISA-MIP). We 

have introduced this project in the conclusion. 

 

We have added a brief description of the processes that are included in each model as well as 

highlighting in this section that the representation of the QBO differs in each model, which will 

impact the initial transport of sulfate aerosol. We have also added a brief description of the 

deposition schemes used in the models and further references for each model, which the reader 

can explore. We have also moved the details from Table 1 in the supplementary to Table 1 in 

the main paper. 

 

The deposition schemes in SOCOL-AER are relatively simple and are not related to the 

precipitation. We have therefore removed references to precipitation-deposition correlations 

for SOCOL-AER throughout the paper. 

 

At the end of section 3.1 we have extended the last paragraph to explain each model’s polar 

deposition and have added the following text to summarize the model performance and the 

implications: 

 

“Overall, the magnitude of the deposited sulfate in CESM1(WACCM) and MAECHAM5-

HAM, where deposition to the ice sheets is dominated by wet deposition, is expected to be 
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driven by the snow accumulation rates across the ice sheets, which are well represented by all 

models (Fig. S3). In UM-UKCA, although the polar deposition is correlated with the polar 

precipitation, the ice sheet sulfate deposition mostly occurs by dry deposition. This is because 

this model de-activates nucleation scavenging if more than a threshold fraction of the cloud 

water is present as ice, greatly reducing the aerosol scavenging in polar regions. In SOCOL-

AER, fewer regional details are captured since the deposition scheme is simpler and is not 

connected to precipitation, and therefore the deposition mostly reflects the tropospheric 

distribution of sulfate. 

In summary the models simulate similar overall patterns of background sulfate 

deposition fluxes, although there are differences in the regional details and magnitude. The 

similarities and realistic deposition patterns amongst the models suggests that the background 

sulfate emissions, transport and deposition processes are reasonably parameterized. Although 

SOCOL-AER is less able to simulate regional details, its simplified deposition scheme is still 

sufficient for the analysis of inter-hemispheric differences and the temporal evolution of 

deposition. 

 

2.3 P7L3-4, "the four models simulate similar background sulfate deposition patterns 

and magnitudes  and  compare  well  to  pre-industrial  ice  core  sulfate  fluxes",  please 

provide a table lists all pairs of the model-ice core values to support this statement. 

 

We agree that a table of the comparisons would be useful, and indeed this information was 

provided in supplementary Figure 4, which showed scatter plots of the ice core fluxes versus 

those simulated in each model. We have therefore moved this figure to the main text and added 

a 1:1 line so that the reader can more easily see how each model-simulated value compares to 

each ice core for both Antarctica and Greenland, and also to the other models. As such, all of 

the comparisons can be seen in this one figure and we do not think it is necessary to have a 

table as well. This figure can now be directly compared to the same figure as for the Tambora 

sulfate ice core deposition fluxes (Figure 7) so the reader can more easily compare how the 

models perform under the background and perturbed conditions. 

 

The new SOCOL-AER runs show higher deposition to the ice sheets and therefore we have 

rephrased this sentence to not include SOCOL-AER, where the comparisons are worse than for 

the other three models. We have also added a sentence to reference the new figure (now Figure 

3). 
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2.4 The differences between wet and dry deposition across models have been discussed at 

various part of the paper, please explain in more depth what are the implication of these 

differences. 

 

The differences between wet and dry deposition across the models are due to the individual 

deposition scheme parameterizations. If dry deposition is more spatially uniform across the ice 

sheets than wet deposition, then the spatial pattern of sulfate deposition flux is a function of 

the wet deposition, but the total magnitude, dependent on the proportion of wet vs dry 

deposition. In comparison to differences between sedimentation, aerosol transport and 

stratosphere-troposphere exchange between the models, we do not think that differences in the 

wet and dry partitioning is important in explaining these results. 

 

To address this uncertainty, however, we have added the following text to the discussion (Sect. 

4.1.3): 

 

“The differences between wet and dry deposition simulated across the models are due to the 

individual deposition scheme parameterizations. The implication of these differences in 

dictating the resulting total sulfate deposition remains uncertain. However, since inter-model 

differences in volcanic sulfate deposition patterns appear unrelated to differences between 

climatological wet and dry deposition patterns, the proportion of wet vs dry deposition is likely 

of secondary importance compared to differences between the models in aerosol transport 

processes including sedimentation and stratosphere-troposphere exchange.” 

 

2.5 Some of the discussions are overlapping or repeating, for example, the temporal evolution 

of different models in the last paragraph of section 3.2.1 and section 3.2.2. 

Please consider combine them to shorten the discussion. 

 

We thank the reviewer for highlighting this and have rearranged section 3.2 and section 3.3 to 

avoid any major repetitions. We have first focussed on the global sulfate deposition (both 

spatial and temporal) (section 3.2.1) and then the ice sheet deposition (both spatial and 

temporal) (3.2.2). We have moved the description of the temporal evolution of sulfate burdens 

to section 3.3, which is now a dedicated section for all results relating to sulfate burdens and 

the relationship between burden and deposition. We have renamed the sections accordingly. 
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We have also moved the paragraphs on winds to the discussion (section 4.1.2). 

 

3. In section 4 "Discussion" 

3.1 Again, some of the discussions repeat the results in section 3. Please focus more on 

discussing the implication of the results, for example, the causes of the difference in model 

simulated Tambora deposition. 

 

We have re-written the discussion section to focus more on explaining the differences in model 

simulated deposition for Tambora and have reduced the emphasis on precipitation (much of 

this text has been removed). We have split the discussion into the following sections to address 

each reason (sulfate formation and transport, stratospheric winds and polar vortices, and the 

deposition schemes) in turn: 

 

4.1 Differences in deposited sulfate 

4.1.1 Volcanic sulfate formation and transport  

4.1.2 Dynamical effects 

4.1.3 Deposition schemes  

4.2 Implications for model differences in simulated deposition 

 

We have also removed the sentence referring to aerosol size in different modes (page 13, lines 

10-13) since this may be misleading without a comprehensive investigation of aerosol particle 

size. 

 

3.2 Please discuss why models cannot give a converged simulation of Tambora deposition, 

while they were able to simulate the preindustrial background sulfate deposition well. 

 

Because the models are able to simulate the background deposition reasonably well, the inter-

model differences in volcanic sulfate deposition are most likely due to differences in the 

volcanic aerosol formation and aerosol size due to differences in aerosol microphysics, 

stratospheric aerosol transport and stratosphere-troposphere exchange. In the background most 

of the deposited sulfate is of tropospheric origin. Differences in deposition may also become 

more pronounced in the perturbed case than in the background due to the higher sulfate aerosol 

burden. Scavenging and deposition parameterizations are highly uncertain, and the chance that 
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such parameterizations become unrealistic under the large sulfate aerosol loadings associated 

with a Tambora eruption cannot be discounted, and should be explored in future work.   

 

We hope that the re-written discussion emphasizes these reasons. We have also re-written the 

conclusions to highlight these reasons. 

 

3.3 P14L28-P15L2, the discussion in these lines seems unnecessary to me since the 

focus of this study is on model intercomparison. 

 

Although we agree that this discussion is surplus to the inter-model focus, we argue that this 

paragraph is still useful to further put the results in context especially if a reader were to use 

the ice core comparison to infer model skill. We therefore feel it is necessary to report some of 

the issues with ice core derived sulfate fluxes. 

 

4. In section 5 "Conclusions" 

4.1 P16 L10-11,  "Our derived BTD factors highlight uncertainties ..." Not necessary the actual 

uncertainties between the atmospheric burden and ice sheet deposition, but the uncertainties 

in the model’s ability to derive the relationship.  Therefore, I would recommend the authors to 

rephrase the sentence to make this distinguish. 

 

The authors agree this was misleading and have rephrased the sentence as follows: 

“Our range in derived BTD factors highlights uncertainties in the relationship between 

atmospheric sulfate burden and ice sheet deposited sulfate as simulated by models” 

 

4.2  P16L19-21,  "Using......   will  provide  the  opportunity  to  better  understand  model 

diversity and to advance our understanding of the climate response to large volcanic 

eruptions".  It is true that using the same prescribed forcings could help us to better 

understand model diversity, but only true to advance the understanding of the volcanic 

climate response if  the  prescribed  forcings  are  assumed  to  be  correct.   And if that 

is the case, what about the goal of this VolMIP study to improve the ice-core-based 

reconstruction? 

 

Agreed. We have removed the sentence about advancing our understanding. 
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Review 2: Anonymous 

 

This study does a careful comparison of the sulfate aerosol deposition from the Mt. Tambora 

eruption to test the models ability to simulate deposition observed in the ice core record as well 

as the assumption made to back out SO2 injections from ice core sulfate signals. This work is 

done using a variety of models that include microphysical aerosol modules and highlights some 

of the successes as well as the continued work that needs to be done. I do find that it is a clearly 

written paper with results that would be of interest to the ACP community and would 

recommend publication with only a few mostly minor comments for authors to address. 

 

We thank Reviewer 2 for their helpful comments and have addressed these below.  

 

The main comment I have would be related to needing some additional discussion of hydroxyl 

radical (OH). I would like the authors to include more details on OH in the main paper and 

possibly consider a figure in the main text or supplement showing something like profiles of its 

tropical concentrations in the various models (both background and perturbed if applicable).   

The table S1 would be best to include in the actual paper rather then the supplement.  3 Models 

have interactive OH and 1 prescribed.  Given OH’s critical role in the conversion of SO2 into 

sulfate aerosol and given the differences in sulfate aerosol evolution in the different models it 

would be really helpful to look at whether any differences in the amount of OH or its 

distribution can explain the differences in sulfate conversion noted on page 8 lines 17-20. 

 

The authors acknowledge the importance of OH in dictating the initial aerosol formation but 

the effects of OH are second order to differences in aerosol sedimentation and large-scale 

transport when explaining the inter-model deposition. However, we agree that the paper will 

be enhanced by adding these details. 

 

We have combined the details of Table S1 with Table 1 and have added an additional paragraph 

in section 2 to describe the models, which also highlights the OH details in each model. 

Photolysis rates are not impacted by the sulfate aerosol in any of the models and we have added 

this statement. Columns labelled “injection height” and “location of injection” are not included 

in the new Table 1. This information is instead specified under Table 2. 
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We find that the models have similar background concentrations and distributions of 

stratospheric OH and have added this statement to the discussion (section 4.1.1) and included 

this figure in the supplementary (Figure S5). We find that in the models with interactive OH 

the tropical OH is depleted in the first ~2 months after the eruption. We have also added a 

supplementary figure of the percentage change in tropical OH concentrations in the first 8 

months after the eruption (Figure S6). This figure illustrates the average tropical depletion but 

depletion rates in the actual aerosol plume would be much higher. 

 

We have introduced the depletion of SO2 in section 3.3 and have added the following text to 

section 4.1.1: 

 

“MAECHAM5-HAM is the only model that has prescribed OH (Table 1). OH may become 

depleted in dense volcanic clouds by reaction with SO2, affecting the rate of sulfate aerosol 

formation (Bekki, 1995). The background stratospheric OH concentrations are similar between 

the models (Fig. S5) but in SOCOL-AER, UM-UKCA and CESM1(WACCM), in the first 2 

months after the eruption, stratospheric tropical OH becomes depleted, with ensemble mean 

peak reductions of between 15-33% (Fig. S6). This reduces the rate of sulfate aerosol formation 

compared to MAECHAM5-HAM where the SO2 will be more rapidly oxidised, and explains 

the later peaks in sulfate burdens in these models.” 

 

For the models with interactive OH does the sulfate aerosol impact photolysis rates, 

which would decrease OH formation and slow conversion.  Does stratospheric water 

vapor increase in these runs, increasing OH production? Do any of the models deplete 

OH when reacting with SO2? If so it would be important to note in the text, if not mention as a 

source of uncertainty in the sulfate conversion. 

 

Photolysis rates are not impacted by the sulfate aerosol in any of the models and we have added 

this statement to section 2. Because studies have shown that this effect is not as important as 

reductions in OH due to depletion by SO2 (e.g. Mills et al., 2017, JGR), we do not think it is 

necessary to add any more discussion here. The models do deplete the OH when reacting with 

SO2 (see answer above). 

 

Not all the models outputted the stratospheric water vapour, so we have been unable to 

investigate this in detail. We find that in all models the OH concentration increases after the 
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initial depletion (due to oxidation of SO2); in SOCOL-AER, where the stratospheric water 

vapour was available, we find that the stratospheric water vapour does increase synchronously 

with the OH increase. These findings are shown in the figures below: 

 

 

Figure 1: Percentage change in tropical OH for each model (ensemble mean) 

 

 

Figure 2: Percentage change in stratospheric water vapour in SOCOL-AER (ensemble mean). Stratospheric 

water vapour does increase similar to the increase in OH (see Fig. 1). 

Given that the later increase in OH does not affect the sulfate aerosol burden (since it is now 

decaying) and the focus of the paper on deposition, we argue that additional details on 

stratospheric water vapour are beyond the scope of the paper.  

 

page 5 line 2 you should add “as emitting” after simulated or something similar. 

 

We have rephrased the sentence as follows: “The eruption was simulated by emitting the SO2 

over 24 hours on 1 April” 

 



12 

 

page 6 line 20-22 Is there a notable difference between UKCA and other models in this regard 

that would be worth discussing it seems like a potentially important point concerning the focus 

of this paper w.r.t. deposition schemes. 

 

We have found that UM-UKCA de-activates nucleation scavenging in clouds with a lot of ice, 

which accounts for why deposition is predominantly dry over the ice sheets. We have 

mentioned this in the text when explaining the deposition differences, i.e., in section 3.1. Please 

also see the replies to reviewer 1 point 2.2. 

 

In general, given the focus of this paper a brief mention of the deposition scheme used in each 

model and reference would be very helpful. 

 

We agree that these details would be very helpful so have added a description of these schemes 

in section 2 along with additional references.  

 

page 13 lines 13-14 More discussion about OH here and earlier would be helpful 

 

Please see replies to earlier comments and tracked changes in the revised manuscript. 

 

page 13 lines 15-17 I don’t think it is beyond the scope of this paper to show or discuss the OH 

since it is critical in the formation of the sulfate aerosols and could help address difference in 

the the sulfate burdens 

 

Please see replies to earlier comments. We have included an additional figure (Figure S6) to 

show the changes in OH after the eruption.  

 

page 14 lines 19-20 sentence starting with “Even if the models were perfect” I would 

recommend removing this sentence, it is not necessary and confusing 

 

We agree and have removed the sentence. 

 

Table S1 SOCOL is listed as 8S location of injection the rest are equator is the a typo 

or real difference in injection latitude. 
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This is real. We argue that since it is close enough to the equator it can still be defined as an 

equatorial eruption. We do not think there are significant implications of this that warrant 

further discussion in the paper. Since combining the information from Table S1 to Table 1, this 

information has been added as a statement under Table 2. 
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Abstract. The eruption of Mt. Tambora in 1815 was the largest volcanic eruption of the past 500 years. The eruption had 

significant climatic impacts, leading to the 1816 ‘Year Without a Summer’ and remains a valuable event from which to 

understand the climatic effects of large stratospheric volcanic sulfur dioxide injections. The eruption also resulted in one of 

the strongest and most easily identifiable volcanic sulfate signals in polar ice cores, which are widely used to reconstruct the 

timing and atmospheric sulfate loading of past eruptions. As part of the Model Intercomparison Project on the climatic response 5 

to Volcanic forcing (VolMIP), fourfive state-of-the-art global aerosol models simulated this eruption. We analyse both 

simulated background (no Tambora) and volcanic (with Tambora) sulfate deposition to polar regions and compare to ice core 

records. The models simulate overall similar patterns of background sulfate deposition, although there are differences in 

regional details and magnitude. Background sulfate deposition is of similar magnitude across all models and compares well to 

ice core records. However, the volcanic sulfate deposition varies considerably between the models with differences in timing, 10 

spatial pattern and magnitude. between the models. Mean simulated deposited sulfate on Antarctica ranges from 19 to 264 kg 

km-2, and on Greenland from 31 to 194 kg km-2
, as compared to the mean ice core-derived estimates of roughly 40-50 kg km-

2, for both Greenland and Antarctica. The ratio of the hemispheric atmospheric sulfate aerosol burden after the eruption to the 

average ice sheet deposited sulfate varies between models by up to a factor of 15. Sources of this inter-model variability include 

differences in both the formation and the transport of sulfate aerosol. Our results suggest that deriving relationships between 15 

sulfate deposited on ice sheets and atmospheric sulfate burdens from model simulations may be associated with greater 

uncertainties than previously thought.highlight the uncertainties and difficulties in deriving historic volcanic aerosol radiative 

forcing of climate, based on measured volcanic sulfate in polar ice cores. 

1 Introduction 

Mt. Tambora in Indonesia (8.2S, 118.0E) erupted in April 1815 (e.g. Oppenheimer, 2003) and had a considerable 20 

impact on climate, leading to widespread tropical and Northern Hemisphere mean cooling of ~1C and a ‘Year Without a 

Summer’ in 1816 (e.g. Raible et al., 2016). Volcanic sulfate aerosol, produced from the oxidation of sulfur dioxide (SO2) 

emitted into the atmosphere by volcanoes, is transported throughout the atmosphere and deposited to the surface by both wet 

and dry processes, some of which is eventually incorporated into polar ice (e.g. Robock, 2000). Bipolar volcanic sulfate 

deposition signals are presumed to result from tropical eruptions, whereby sulfur entering the tropical stratosphere is converted 25 

to sulfate aerosol, which is transported globally by the Brewer-Dobson circulation (e.g. Trepte et al., 1993; Langway et al., 

1995; Robock, 2000; Gao et al., 2007). Polar ice core deposition signals typically start around 0.5-1 year after a large tropical 

eruption and remain elevated for approximately 2 - 3 years (Robock and Free, 1995; Sigl et al., 2015). Throughout the last 

2500 years, polar ice core records show over 200 sulfate spikes, which have been used to estimate the timing, evolution and 

magnitude of radiative forcing of climate caused by volcanic eruptions during this period (Sigl et al., 2015). The 1815 eruption 30 

of Mt. Tambora produced the 6th largest bipolar sulfate signal in the last 2500 years (Sigl et al., 2015). 
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Determining the stratospheric aerosol properties of the 1815 Mt. Tambora eruption such as spatial extent of the sulfate 

aerosol cloud, aerosol optical depth and aerosol size distribution bears substantial uncertainties, which ultimately affects the 

quantification of its climatic impacts using climate models. As part of the Model Intercomparison Project on the climatic 

response to volcanic forcing (VolMIP) (Zanchettin et al., 2016), which is a Coupled Model Intercomparison Project Phase 6 

(CMIP6) endorsed activity (Eyring et al., 2016), coordinated simulations of the 1815 eruption of Mt. Tambora were performed 5 

with fivefour state-of-the-art global aerosol models. Our study, motivated by the uncertainty that remains in the climatic forcing 

from this eruption, investigates the sources of uncertainty in the sulfate deposition to polar regions in these simulations, and 

discusses implications for reconstructions of historic volcanic forcing. 

Previous reconstructions of volcanic sulfate aerosol properties used to force climate models scaled the average sulfate 

deposited on Antarctica and Greenland to the hemispheric atmospheric sulfate aerosol burden (e.g. Gao et al., 2007; Crowley 10 

& Untermann, 2013; Sigl et al., 2015). Scaling factors (ratios of the hemispheric sulfate aerosol burden to the sulfate deposited 

at the poles) were based on the ratio of these two quantities as observed after the eruption of Mt. Pinatubo in 1991 and from 

the estimated atmospheric burden and measured deposited radioactive material after nuclear bomb tests. Previous climate 

model simulations of the ratio between atmospheric sulfate burden and polar deposited sulfate and were also used to derive 

the scaling factors (Gao et al., 2007; 2008). These scaling factors may not hold for larger eruptions where volcanic sulfate 15 

aerosol particles can grow larger, increasing their sedimentation rate (e.g. Pinto et al., 1989; Timmreck et al., 2009). Toohey 

et al. (2013) also found that differences in the dynamical response to large-magnitude eruptions changed the spatial distribution 

of the deposited sulfate. Furthermore, available ice core measurements are not evenly distributed over both ice caps, and large 

spatial variations in the sulfate deposition fluxes can exist between individual ice cores due to differences in local accumulation 

rates and sulfate redistribution by snow drift (Clausen and Hammer, 1988; Zielinski et al., 1997; Cole-Dai et al., 1997, 2000; 20 

Wolff et al., 2005; Gao et al., 2006, 2007). It is therefore important that a range of ice core records from different geographical 

regions is used to estimate the average volcanic sulfate deposited on each ice cap. Previous studies using only a few ice cores 

to reconstruct volcanic forcing histories may be biased (e.g. Zielinski, 1995; Zielinski et al., 1996; Crowley, 2000), although 

it has been demonstrated that deposition fluxes derived from single ice cores at high accumulation sites are representative of 

total ice sheet deposition (Toohey and Sigl, 2017). Gao et al. (2007), who analysed 44 ice cores to investigate the spatial 25 

distribution of volcanic sulfate deposition during the last millennium, found larger average deposited sulfate on Greenland 

(mean deposition of 59 kg km-2
, using 22 ice cores) than on Antarctica (mean deposition of 51 kg km-2, 17 ice cores) for the 

eruption of Mt. Tambora. However, Sigl et al. (2015) found, using additional high temporal-resolution ice core records in 

Antarctica (Sigl et al., 2014), average Antarctic deposited sulfate of 46 kg km-2, and a smaller average deposited sulfate on 

Greenland of 40 kg km-2, with both averages smaller than the averages provided by Gao et al. (2007). Although in Sigl et al. 30 

(2015) the Antarctic average was derived with 17 ice core records, the Greenland average was calculated from only two ice 

cores (NEEM and NGRIP) compared to the 22 cores used for Greenland in Gao et al. (2007).  

Previous modelling studies that have investigated the sulfate deposition from the 1815 eruption of Mt. Tambora have 

failed to reproduce the magnitude of the measured deposited sulfate on both ice caps compared to ice core records, although 
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the models were able to capture the spatial pattern (Gao et al., 2007; Toohey et al., 2013). Gao et al. (2007) found the model-

simulated mean deposited sulfate to be a factor of 2two greater than the ice core-derived estimate, with average Antarctic 

deposited sulfate of 113 kg km-2 and smaller Greenland deposited sulfate of 78 kg km-2. Toohey et al. (2013), on the other 

hand, found higher deposition to Greenland, and although matching the spatial pattern of deposited sulfate on Antarctica 

remarkably well, found model-simulated mean deposited sulfate to be ~4.7 times greater than inferred from ice cores. 5 

Differences between simulated and measured deposited sulfate could be caused by inaccuracies in the model representation of 

several physical processes such as the formation and transport of sulfate aerosol, sedimentation, cross-tropopause transport 

and deposition processes (e.g. Hamill et al., 1997; SPARC, 2006). Neither of the models used by Toohey et al. (2013) and Gao 

et al. (2007) included a representation of the Quasi-Biennial Oscillation (QBO), which may significantly impact the initial 

aerosol dispersion (e.g. Trepte et al., 1993). Furthermore, uncertainties exist in the source parameters used for simulating the 10 

eruption in models such as the SO2 emission magnitude and emission height. 

In general, sulfate deposited on the polar ice caps is only a small fraction of the sulfate deposited globally (e.g. Toohey 

et al., 2013) and there remains uncertainty surrounding the partitioning of the 1815 Mt. Tambora volcanic sulfate aerosol 

between both hemispheres.  Model results can aid in the interpretation of the ice core estimates, by allowing us to assess the 

relationship between the simulated atmospheric sulfate aerosol burdens and the simulated deposited sulfate.  15 

In this paper we focus on the model-simulated sulfate deposition and the implications for reconstructions of historic 

volcanic forcing by analysing the deposited sulfate simulated by four global aerosol models and comparing to ice core records. 

Sect.ion 2 describes the model simulations and ice core records. In Ssect.ion 3 we assess the sulfate deposition simulated under 

both background (no Tambora) (Sect. 3.1) and volcanically perturbed (with Tambora) conditions (Sect. 3.2) and compare the 

simulated deposited sulfate to ice core measurements. We investigate the relationship between hemispheric atmospheric sulfate 20 

burdens and mean ice sheet deposited sulfate in Ssect.ion 3.3 and explore reasons for model differences in Ssect.ion 4. 

Conclusions are presented in Ssect.ion 5. 

2 Models set-up and ice core data  

2.1 Model descriptions 

Of the five models that took part in the coordinated simulations of the 1815 eruption of Mt. Tambora (Zanchettin et al. 2016) 25 

only four simulated the sulfate deposition and are therefore included in our study. Model details are listed in Table 1. The four 

global aerosol models included in this study are listed in Table 1. In each model aerosol formation and growth is simulated 

through parameterizations of nucleation, condensation and coagulation. Three of the four models have modal aerosol schemes 

in that the aerosol particle size distribution is represented by several log-normal modes. SOCOL-AER hasIn a sectional scheme 

where the aerosol particle size distribution is represented by 40 discrete size bins (e.g. SOCOL). The models simulate the 30 

transport of stratospheric aerosol through sedimentation and large-scale circulation by the Brewer-Dobson circulation. The 

QBO is simulated by all models except for MAECHAM5-HAM and is either internally generated (UM-UKCA) or nudged 
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(CESM1(WACCM) and SOCOL-AER). In CESM1(WACCM), MAECHAM5-HAM and UM-UKCA dry deposition schemes 

are resistance-based and wet deposition is parameterized based on model precipitation and convective processes, with aerosol 

removal calculated via first-order loss processes representing in-cloud and below-cloud scavenging (Stier et al., 2005; Mann 

et al., 2010; Lamarque et al., 2012; Liu et al., 2012; Bellouin et al., 2013; Kipling et al., 2013). In SOCOL-AER dry deposition 

is calculated by multiplying concentrations in the lowest model level by fixed values depending on surface cover. Wet 5 

deposition in SOCOL-AER is not related to the precipitation in the model and tropospheric wet removal rates are 5 days mean 

lifetime for H2SO4 (Sheng et al., 2015a). Apart from MAECHAM5-HAM, the models include interactive hydroxyl radical 

(OH) chemistry, allowing OH concentrations to evolve throughout the simulations (Sect. 4.1.1). Photolysis rates are not 

impacted by sulfate aerosol in any of the models.A more comprehensive list of model specifications is provided in the 

supplementary material (Table S1).  10 

All four models simulate the 1991 eruption of Mt. Pinatubo in reasonable agreement with observations of the sulfate 

burden, aerosol optical depth and stratospheric heating (Niemeier et al., 2009; Toohey et al., 2011; Dhomse et al., 2014; Sheng 

et al., 2015b; Mills et al., 2016), giving confidence in the models’ overall abilities to accurately simulate the atmospheric and 

climatic effects of a large-magnitude eruption. However, the models vary in the details regarding the model-observation 

comparisons. For example, MAECHAM5-HAM (Niemeier et al., 2009) and SOCOL-AER (Sheng et al., 2015b) simulated a 15 

too rapid aerosol decay and UM-UKCA (Dhomse et al., 2014) had a low bias in the model-simulated aerosol effective radius 

compared to observations. Possible reasons for these differences include omitted or under-represented influences from 

meteoric particles, too large sedimentation and cross-tropopause transport and too fast transport from tropics to high latitudes. 

Conversely, the models differ in the amount of emitted SO2 required to achieve good comparisons to observations with the 

mass of SO2 emitted by the four models ranging from 10 Tg for UM-UKCA (Dhomse et al., 2014) and CESM1(WACCM) 20 

(Mills et al., 2016; 2017) to 12-14 Tg for SOCOL-AER (Sheng et al., 2015b) to 17 Tg for MAECHAM5-HAM (Niemeier et 

al., 2009; Toohey et al., 2011). For this reason, the use of a common protocol in this study (Sect. 2.2) enables us to better 

attribute potential differences in the results to model processes rather than to the eruption source parameters. 

2.2 Experiment setup 

The parameters used for the Mt. Tambora simulations are listed in Table 2. Each model simulated the eruption by 25 

emitting 60 Tg of SO2 at the approximate location of Mt. Tambora (Table S1), between approximately 22-26 km (see details 

in Table 2 regarding the injection details for each model) and during the easterly QBO phase. This SO2 emission estimate is 

based on both petrological and ice core estimates (Self et al., 2004; Gao et al., 2008), however there remains uncertainty 

regarding the amount of SO2 emitted, which could range between ~30 – 80 Tg SO2 (e.g. Stoffel et al., 2015). Nevertheless, 60 

Tg SO2 remains our best estimate. There is also uncertainty in the altitude of the emission and QBO phase due to the lack of 30 

observations. Therefore, the injection altitude and QBO phase were chosen to match those of the 1991 Mt. Pinatubo eruption 

based on satellite and lidar observations (McCormick and Veiga, 1992; Read et al., 1993; Herzog and Graf, 2010). The eruption 

was simulated by emitting the SO2 over for 24 hours on 1 April. 
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In MAECHAM5-HAM, SOCOL-AER and UM-UKCA simulations were atmosphere-only with prescribed pre-

industrial Ssea surface temperatures. In CESM1(WACCM) the simulations were run in a pre-industrial coupled atmosphere-

ocean mode., greenhouse gas concentrations, tropospheric aerosols and ozone were set to Cclimatological pre-industrial 

settings were used for greenhouse gas concentrations, tropospheric aerosols and ozone as defined by each modelling group. 

The simulations were run for five years and included five ensemble members, except for CESM1(WACCM), which had three 5 

members only. The models include additional species and processes compared to earlier modelling studies of Mt. Tambora 

(e.g. Gao et al., 2007; Toohey et al., 2013). UM-UKCA for example includes meteoric smoke particles (Brooke et al., 2017) 

and an internally generated QBO. Model output is in the form of monthly means. 

2.3 Ice core data 

The ice cores used in this analysis are provided in Tables S21-S23. The Antarctic ice cores are the most extensive 10 

array of annually resolved cores that have been used to reconstruct historic volcanic forcing (Sigl et al., 2014; 2015). Greenland 

ice core records have been compiled from several studies (Table S12). Further ice core measurements of the natural background 

sulfate deposition fluxes were taken from Lamarque et al. (2013).  

Sulfate deposition fluxes are derived from ice cores by multiplying measured sulfate concentrations by the annual ice 

accumulation rate. To derive the volcanic sulfate deposition flux contribution the natural sulfate background level (e.g. due to 15 

marine biogenic sulfur emissions) is calculated in each ice core (the non-volcanic contribution) and a threshold flux value is 

chosen, above which sulfate is assumed to be of volcanic origin. The ice core-derived volcanic sulfate deposition flux is then 

calculated as the difference between a year with the volcanic contribution and the mean of the non-volcanic years, and the 

resulting reported volcanic sulfate deposition flux is the sum of the fluxes in these perturbed years (Ferris et al., 2011; Cole-

Dai et al., 2013; Sigl et al., 2013). Our comparable model-simulated volcanic deposition flux is calculated as the sum of the 20 

sulfate deposition anomaly (perturbed run minus control run) over the duration of the deposition signal (~2-4 years). For 

SOCOL, which has a sectional aerosol scheme, diagnostics are available for the wet and dry components of the sulfate 

deposition. For modal models, each of these components is further split into the contribution from each aerosol size mode 

simulated in the models (nucleation, Aitken, accumulation, coarse). The sulfate deposition flux is calculated (comparable to 

the ice core derived values) as the sum of all of these wet and dry components with a composition of SO4
2- only. In the 25 

following sections, we define ‘total deposition’ as referring to the sum of wet and dry deposition fluxes. We define ‘volcanic 

sulfate deposition’ to specify the sulfate deposition flux anomaly due to the eruption of Mt. Tambora, and use ‘cumulative 

deposited sulfate’ to specify the time-integrated volcanic sulfate deposition fluxes. 

To compare the model-simulated results with ice core values, we calculate two statistical metrics; the Normalized 

Mean Bias (NMB) and correlation coefficient (r).  NMB is defined by: 30 

 𝑁𝑀𝐵 =  
∑ (𝑀𝑖−𝑂𝑖)𝑁

𝑖=1

∑  (𝑂𝑖)𝑁
𝑖=1

 , (1) 
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where Oi is the ice core derived sulfate deposition and Mi is the simulated sulfate deposition in the model grid box containing 

the ice core. N is the number of ice core records. For both NMB and r, each ice core is given equal weighting. We define a 

high correlation as r > 0.7 and low correlation as r < 0.3. 

3 Results 

3.1 Pre-industrial background sulfate deposition 5 

Figure 1 shows the average annual mean sulfate deposition fluxes in the pre-industrial control simulations (no 

Tambora) for each model. Areas of high background sulfate deposition fluxes are found in close proximity to sulfur emission 

sources such as continuously degassing volcanoes (e.g. in South America and Indonesia) and along and near mid-latitude storm 

tracks (30°–60°) where aerosol is removed effectively by precipitation (except SOCOL-AER where the deposition is not 

affected by precipitation). Continuously degassing volcanic emissions are not included in MAECHAM5-HAM. Sulfate 10 

deposition fluxes are higher over the oceans than over the land, mainly due to the emission of marine dimethyl sulfide (DMS).  

In general, Fig. 1 shows that the models have similar background sulfate deposition patterns, with the global mean total (wet 

+ dry) sulfate deposition flux ranging from 78 kg SO4 km-2 yr-1
 (CESM1(WACCM)) to 173 kg SO4 km-2 yr-1 (UM-UKCA).  

We find that the pre-industrial background pre-industrial global mean atmospheric sulfate burdens are similar between 

CESM1(WACCM), MAECHAM5-HAM and SOCOL-AER, but ~2-3 times larger in UM-UKCA (Fig. S1). Sulfur source 15 

species included in each model are listed in Table S1. Although the models have similar background sulfate deposition patterns, 

the partitioning of wet and dry deposition fluxes differs markedly between the models (Fig. 1, Table 3). MAECHAM5-HAM 

deposits very little sulfate by dry processes compared to the other models with annual global -total dry deposited sulfate a 

factor of 40 less than the global -total wet deposited sulfate. In SOCOL-AER, dry deposited sulfate is approximately half the 

magnitude of wet deposited sulfate. 20 

The sulfate deposited on Antarctica and Greenland is a very small fraction (less than 1%) of the sulfate deposited 

globally. In UM-UKCA the sulfate deposited on the polar ice sheets is dominated by dry deposition, which is supported by 

observations (Legrand and Mayewski, 1997), especially in the Antarctic interior (Wolff, 2012). In contrast, in MAECHAM5-

HAM, SOCOL-AER and CESM1(WACCM) the sulfate deposited on the polar ice sheets is dominated by wet deposition (i.e. 

through precipitation), suggesting an issue with the deposition or precipitation representation. However, we find that the 25 

simulated total precipitation compares well between models both globally and over the poles (Fig. S2-S3) indicating the 

differences in wet and dry deposition partitioning are due to each model’s deposition schemes. 

The annual global -total deposition for both SO2 and SO4 is listed in Table 3 for each model. Included for reference 

is the equivalent preindustrial SOX (SO2 + SO4) deposition from the multi-model mean of the Atmospheric Chemistry and 

Climate Model Intercomparison Project (ACCMIP) (Lamarque et al., 2013, their Table S4a). The ACCMIP simulations were 30 

set up as time-slice experiments and the multi-model mean listed is an average of 6 models. UM-UKCA compares well to the 

ACCMIP multi-model mean for dry SOX, but the wet SOX is 7 Tg S yr-1 higher and the SO4 deposition (29 Tg S yr-1) is also 



21 

 

much higher when compared to the other models (13-19 Tg S yr-1). MAECHAM5-HAM has a similar total for wet SOX 

compared to the ACCMIP multi-model mean, but dry deposition is a factor of 4 lower. CESM1(WACCM) has a similar total 

for wet SOX deposition compared to the ACCMIP multi-model mean but total SOX is 5 Tg S yr-1 lower. SOCOL-AER simulates 

the highest dry SOX (18 Tg S yr-1) and total SOX (44 Tg S yr-1) with total SOX 10 Tg S yr-1 greater than the ACCMIP multi-

model mean.matches the ACCMIP multi-model mean for total SOX.  5 

Following the analysis of Lamarque et al. (2013) we have taken the average sulfate deposition fluxes from 1850 to 

1860 (a non-volcanic period) in several ice cores from Antarctica and Greenland and compared the ice core fluxes to the 

modelled polar sulfate deposition fluxes in the control simulations (Fig. 2). Ice core meta-data are included in the 

supplementary information (Table S2). 

Overall, CESM1(WACCM), MAECHAM5-HAM and UM-UKCAthe four models simulate similar background polar 10 

sulfate deposition patterns and magnitudes and compare well to pre-industrial ice core sulfate fluxes. Scatter plots of the ice 

core fluxes versus those simulated by each model are shown in Fig. 3. SOCOL-AER simulates slightly higher deposition with 

reduced regional variability compared to the other models (Fig. 2). However, Ccompared to the ice cores, all models capture 

the lower sulfate deposition in the interior of Antarctica and higher sulfate deposition toward the coast. The models 

overestimate Antarctic deposition, particularly However, model-simulated sulfate deposition in West Antarctica is higher; 15 

Antarctic NMB (Sec. 2.3, Eq. (1)) range from 1.3 (UM-UKCA) to 3.92.9 (SOCOL-AER) but.  wWe find that the model-

simulated Antarctic sulfate deposition and Antarctic ice core values are highly correlated for all models with r above 0.9 for 

all models (Fig. 3S4). Deposition over the Arctic is also well captured, with MAECHAM5-HAM and CESM1(WACCM) 

slightly underestimating the sulfate deposition fluxes, both with NMB of -0.1. UM-UKCA has a very small positive NMB of 

0.0109 but SOCOL-AER has the highest Arctic deposition with a NMB of 1.71. None of the models capture the low flux 20 

recorded in Alaska as also found by Lamarque et al. (2013). 

The background polar sulfate deposition flux is highly correlated with the simulated mean polar precipitation for 

CESM1(WACCM), MAECHAM5-HAM and UM-UKCA all models, which in general can explain the simulated deposition 

patterns. Correlation coefficients in the Arctic (60° to 90°) are between 0.8 (SOCOL, MAECHAM5-HAM and UM-UKCA) 

and 0.9 (CESM1(WACCM)). The correlation coefficients are slightly higher in the Antarctic (-60° to -90°) with r = 0.9 for all 25 

models. In SOCOL-AER, the higher NMB between simulated polar sulfate deposition fluxes and ice core values is due to the 

more simplified deposition scheme in this model, which is not connected to the model’s simulated precipitation. We find that 

the Antarctic precipitation in each model matches measured accumulation rates in ice cores (Fig. S3), and with a high 

correlation with r values of between 0.7 (SOCOL-AER, included for reference) to 0.9 (CESM1(WACCM), UM-UKCA). UM-

UKCA and CESM1(WACCM) have very small NMB of ~0.1. MAECHAM5-HAM has a slightly higher NMB of 0.6 and 30 

SOCOL-AER a NMB of 0.78. In the Arctic, the models also capture the precipitation reasonably well compared to the 

accumulation in the ice cores, with NMB of between 0.1 (UM-UKCA) and 0.5 (CESM1(WACCM)) but low correlation 

coefficients (r lies between 0.1-0.2 for all models). Thus, compared to the ice cores the models capture the magnitude and 

spatial pattern of the background polar precipitation. Overall, the magnitude of the deposited sulfate in CESM1(WACCM) 
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and, MAECHAM5-HAM and SOCOL, where deposition to the ice sheets deposition is dominated by wet deposition, is 

expected to belikely driven by the snow accumulation rates across the ice sheets, which areis well represented by all models 

(Fig. S3). In UM-UKCA, although the polar deposition is correlated with the polar precipitation, the ice sheet sulfate deposition 

mostly occurs by dry deposition. This is because this model de-activates nucleation scavenging if more than a threshold fraction 

of the cloud water is present as ice, greatly reducing the aerosol scavenging in polar regions. In SOCOL-AER, fewer regional 5 

details are captured since the deposition scheme is simpler and is not connected to precipitation, and therefore the deposition 

mostly reflects the tropospheric distribution of sulfate. 

In summary the models simulate similar overall patterns of background sulfate deposition fluxes, although there are 

differences in the regional details and magnitude. The similarities and realistic deposition patterns amongst the models suggests 

that the background sulfate emissions, transport and deposition processes are reasonably parameterized. Although SOCOL-10 

AER is less able to simulate regional details, its simplified deposition scheme is still sufficient for the analysis of inter-

hemispheric differences and the temporal evolution of deposition. 

3.2 1815 Mt. Tambora eruption sulfate deposition 

3.2.1 Inter-model comparison ofGlobal sulfate deposition 

Figure 34 shows the zonalensemble mean monthly volcanic sulfate deposition (left) and cumulative deposited sulfate 15 

(right) simulated by each model and highlights inter-model differences in the timing and spatial distribution of the deposited 

sulfate. Deposition occurs rapidly in MAECHAM5-HAM with 35% of the global -total deposition occurring in 1815 and the 

majority (60%) occurring in 1816. SOCOL-AER simulates the sulfate deposition starting slightly later than in MAECHAM5-

HAM, with the majority of the deposition (75%) occurring in 1816. In contrast, only 9% of deposition in UM-UKCA occurs 

in 1815, with 55% in 1816 and 29% in 1817. In CESM1(WACCM) the deposition occurs even later, with no deposition 20 

occurring in 1815. Instead, 32% is deposited in 1816, 46% in 1817 and 17% in 1818. Deposition is longest in duration in 

CESM1(WACCM) and global -total sulfate deposition remains elevated at the end of the simulation (Fig. 54). In 

MAECHAM5-HAM deposition returns to near background levels by ~30 months after the eruption and ~40 months for UM-

UKCA and SOCOL-AER. We find individual ensemble members are similar for each model and the ensemble spread in the 

global -total volcanic sulfate deposition over time is small, as shown in Fig. 54. 25 

In UM-UKCA and CESM1(WACCM) most of the volcanic sulfate is deposited at mid-latitudes (30-60º). This 

contrasts with MAECHAM, where the deposition is globally more uniform, with greater deposition in the polar regions, and 

high deposited sulfate exceeding 360 kg SO4 km-2 over West Antarctica, which is completely absent in the other models. In 

SOCOL-AER, deposition is greatest in the Southern Hemisphere mid-latitudes. 

The models vary in the simulated relative contribution of wet deposition of sulfate and dry deposition of sulfate to 30 

the global -total cumulative deposited sulfate (Table 4), although the global -total is always dominated by wet deposition, as 

was also the case with the background sulfate deposition (Fig. 1, Table 3). Dry deposited sulfate in MAECHAM5-HAM is a 



23 

 

factor 15 lower than the dry deposited sulfate simulated by UM-UKCA and CESM1(WACCM). SOCOL-AER also simulates 

fairly low dry deposited sulfate (1.00.8 Tg S).  

The temporal and spatial evolution of the volcanic sulfate deposition ultimately reflects the evolution of the 

atmospheric volcanic sulfate burdens and the precipitation in each model. Figure 5 shows the zonal mean monthly-mean and 

global-total monthly-mean atmospheric volcanic sulfate burdens for each model. MAECHAM has the fastest conversion of 5 

SO2 to sulfate aerosol, with the global peak sulfate burden occurring only 4 months after the eruption (Fig. 5b). UKCA and 

SOCOL are next with the peak global sulfate burden occurring 6-7 months after the eruption, but the global burden in SOCOL 

decays a lot quicker than in UKCA. The global burden in WACCM peaks 12 months after the eruption and remains elevated 

until the end of the simulation and hence deposition in WACCM is longer-lived. In all models there is stronger transport of 

the sulfate aerosol to the Southern Hemisphere compared to the Northern Hemisphere (Fig. 5a) likely due to the Brewer Dobson 10 

Circulation, which is stronger in the winter hemisphere. 

3.2.2 Multi-model comparison to ice core recordsIce sheet sulfate deposition 

Although the all four models simulated similar pre-industrial background pre-industrial (no Tambora) polar sulfate 

deposition (with the exception of SOCOL-AER) (Fig. 2), the simulated polar volcanic sulfate deposition varies in time,  both 

spatially and in magnitude between the models. Figure 6 shows the simulated cumulative deposited sulfate for each model 15 

compared to the cumulative deposited sulfate measured in ice cores from Greenland and Antarctica for the 1815 Mt. Tambora 

eruption.  

In general, the ice cores from Antarctica show lower volcanic sulfate deposition in East Antarctica and higher 

deposition over the Antarctic Peninsula, with deposited sulfate ranging from 132.7 kg SO4 km-2
 (East Antarctica, core NUS07-

7) to 133 kg SO4 km-2 (Antarctic Peninsula, core Siple). In Greenland the ice core estimates range from 25 kg SO4 km-2 (B20) 20 

to 85.4 kg SO4 km-2 (D3).  

We find MAECHAM5-HAM and SOCOL-AER simulate too much deposited sulfate on Antarctica and Greenland 

compared to the ice cores records (also seen in Toohey et al., 2013), whereas UM-UKCA and CESM1(WACCM) simulate 

deposited sulfate much closer to the ice core values (Fig. 6). For Antarctica the NMB are 3.9 for MAECHAM5-HAM, 2.01 

for SOCOL-AER, -0.5 for CESM1(WACCM) and -0.7 for UM-UKCA. For Greenland the biases are slightly lower: 2.6 for 25 

MAECHAM5-HAM, 1.83 for SOCOL-AER, 0.1 for CESM1(WACCM) and -0.5 for UM-UKCA. However, although 

MAECHAM5-HAM is the model with the highest bias between the simulated cumulative deposited sulfate and ice core values, 

we find that the simulated Antarctic cumulative deposited sulfate in MAECHAM5-HAM is highly spatially correlated with 

the ice core values (r = 0.8) and Greenland deposition is moderately correlated (r = 0.6). Hence MAECHAM5-HAM captures 

the spatial pattern of the deposited sulfate, especially in Antarctica, with greater deposition on the Antarctic Peninsula and 30 

lower deposition in East Antarctica, but the magnitude of the deposition is a factor ~3.7 times too large. Figure 7 shows the 

ice core values versus the model-simulated cumulative deposited sulfate. Correlation coefficients are less than ~0.5 for all 

models except MAECHAM5-HAM, although these models have lower mean biases. A figure where the simulated deposition 
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in MAECHAM5-HAM has been reduced by a factor of 3 to illustrate the well-captured spatial pattern of deposition is included 

in the supplementary information, Fig. S54 (SOCOL-AER is also included in this figure). Both UM-UKCA and 

CESM1(WACCM), which are the higher resolution models, simulate a strong gradient in deposition between the low 

deposition over land and high deposition over sea and although they match the magnitude of the cumulative deposited sulfate 

more closely on the ice sheets than SOCOL-AER and MAECHAM5-HAM, they fail to produce the high values of cumulative 5 

deposited sulfate on the Antarctic Peninsula. Although cumulative deposited sulfate in SOCOL is not highly correlated with 

the ice core values across the whole of the Antarctic ice sheet, this model does simulate higher cumulative deposited sulfate 

over the Antarctic Peninsula.  

The polar deposition in UM-UKCA and CESM1(WACCM) more closely follows the models’ precipitation field, 

with correlation coefficients between the polar (60º-90º) precipitation (averaged over the four years after the eruption) and 10 

polar cumulative deposited sulfate (in the four years after the eruption) of 0.7 and 0.9 respectively. Polar correlation coefficients 

for SOCOL are very low at 0.2 in the Arctic and 0.1 in the Antarctic and for MAECHAM5-HAM are 0.6 in the Arctic and 0.4 

in the Antarctic. Figure 8 shows the zonal mean precipitation and zonal mean cumulative deposited sulfate in each model. The 

precipitation in the models is very similar, suggesting that the differences in model-simulated volcanic sulfate deposition arise 

from differences in the transport of the sulfate aerosol to the polar regions and/or the deposition schemes themselves. The ice 15 

sheet sulfate deposition in UM-UKCA remains dominated by dry deposition. 

Figure 9 shows for each model the simulated area-mean volcanic sulfate deposition to the Antarctic and Greenland 

ice sheets over time, compared to two of the highest resolved and most precisely dated ice cores ( for each model. Included for 

comparison are two of the highest resolved and most precisely dated ice cores (D4: McConnell et al., 2007; DIV: Sigl et al., 

2014). We find that deposition to both ice sheets peaks first in MAECHAM5-HAM, followed by SOCOL-AER, then UM-20 

UKCA and CESM1(WACCM). The main phase of deposition recorded in the two ice cores falls in time between that simulated 

by MAECHAM5-HAM and the other models. Compared to DIV and D4, the deposition to the ice sheets in MAECHAM5-

HAM is too quick, but too slow in CESM1(WACCM) and UM-UKCA, although the timing is still relatively well captured for 

all models. The onset and duration of deposition to the ice sheets simulated by SOCOL-AER is most comparable to the two 

ice cores, suggesting a good representation of the volcanic aerosol evolution, but simulated deposition is too large (see Fig. 6) 25 

and does not exhibit the variability in time apparent in the two ice core deposition time series. WACCM simulates the greatest 

variability in ice sheet deposition over time, with several peaks and troughs in the deposition time series. The ice sheet 

deposition simulated in WACCM is longer in duration than measured in the two ice cores (see also Fig. 10 for further time 

series of the model-simulated ice sheet deposition). The timing of the ice sheet deposition is further explored in Sect. 3.3. 

3.3 Relationship between hemispheric atmospheric sulfate burdens and sulfate deposited on ice sheetsIce sheet sulfate 30 

deposition and relationship to sulfate burdens 

The temporal and spatial evolution of the volcanic sulfate deposition ultimately reflects the evolution of the 

atmospheric volcanic sulfate burdens. Figure 10 shows the zonal mean monthly-mean and global -total monthly-mean 
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atmospheric volcanic sulfate burdens for each model. MAECHAM5-HAM has the fastest conversion of SO2 to sulfate aerosol, 

with the global peak sulfate burden occurring only 4 months after the eruption (Fig. 10b). This fast conversion is likely due to 

the lack of interactive OH in the model (Table 1), since OH does not become depleted by reaction with SO2.  In UM-UKCA 

and SOCOL-AER the peak global sulfate burden occurs 6-7 months after the eruption, but the global burden in SOCOL-AER 

decays more rapidly than in UM-UKCA. The global burden in CESM1(WACCM) peaks 12 months after the eruption and 5 

remains elevated for another 3.5 years (until the end of the simulation) and hence deposition in CESM1(WACCM) is longer-

lived. The delay in full conversion of SO2 to sulfate aerosol in these models is due to initial depletion of OH, which we explore 

further in Sect. 4.1.1. In all models there is stronger transport of the sulfate aerosol to the Southern Hemisphere (SH) compared 

to the Northern Hemisphere (NH) (Fig. 10a) due to the Brewer-Dobson Circulation, which is stronger in the winter hemisphere. 

Here we consider the relationships between the NH sulfate burden vs. the SH sulfate burden, the cumulative sulfate 10 

deposited on Antarctica vs. Greenland, and most importantly, the relationship between the hemispheric sulfate burdens and 

the sulfate deposited on each ice sheet. 

In order to derive the relationships between the hemispheric atmospheric sulfate burdens and the sulfate deposited on 

the ice sheets, we calculate the cumulative mean sulfate deposited on Antarctica and Greenland, calculated as the area-weighted 

mean deposited sulfate on each ice sheet once a land-sea mask has been applied. We calculate the ratio between Antarctica 15 

and Greenland deposited sulfate and the ratio between the Southern Hemisphere (SH) peak atmospheric sulfate burden and 

Northern Hemisphere (NH) peak atmospheric sulfate burden. Next we calculate the ratio between the hemispheric peak 

atmospheric sulfate burdens [Tg SO4] (representing the total amount of sulfate aerosol that has formed) and the average amount 

of sulfate deposited on each ice sheet [kg SO4 km-2] for each of the models. We refer to this ratio as the Burden-To-Deposition 

factor (BTD), which is equivalent to the scaling factors derived by Gao et al. (2007). 20 

In all models the SH peak atmospheric sulfate burden is greater than the NH peak atmospheric sulfate burden (Table 

5) due to seasonal preferential transport of the sulfate aerosol to the SH in all simulations (Fig. 5a). Ratios between the SH and 

NH peak burdens are between 1.4 and 1.9. However, despite the larger SH burden, only MAECHAM5-HAM and SOCOL-

AER simulate greater Antarctica mean deposited sulfate than in Greenland. CESM1(WACCM) has the smallest deposition 

ratio (0.3) with mean Greenland deposited sulfate of 109 kg SO4 km-2 compared to 36 kg SO4 km-2 in Antarctica. 25 

MAECHAM5-HAM and SOCOL-AER have the closest deposition ratio to that derived by Sigl et al. (2015), but with mean 

deposited sulfate ~43-6 times larger than the Sigl et al. (2015) estimatesice core estimates. Conversely, and as simulated in 

UM-UKCA and CESM1(WACCM), the mean deposited sulfate deduced by Gao et al. (2007) for the eruption of Mt. Tambora 

showed slightly more mean deposited sulfate on Greenland relative to Antarctica, with a ratio of 0.9, although this ratio is still 

much larger than in UM-UKCA and CESM1(WACCM). In contrast to MAECHAM5-HAM and SOCOL-AER, where the 30 

deposition ratio mirrors the hemispheric split of the sulfate aerosol, deposition ratios for both UM-UKCA and 

CESM1(WACCM) are dissimilar to the ratio of the hemispheric peak burdens.  

Figure 11 shows the simulated deposition to each ice sheet over time as in Fig. 9, except we compare to the 

hemispheric sulfate burdens.To explore possible mechanisms for the differences between the hemispheric atmospheric sulfate 
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burden ratios and deposition ratios, we have examined the temporal evolution of the ice sheet deposition compared with the 

sulfate burdens (Fig. 10). In MAECHAM5-HAM the NH sulfate burden peaks only 2 months after the eruption and the SH 

burden peaks 4 months after the eruption. The ice sheet deposition follows suit with the majority of deposition to Greenland 

occurring 8 months after the eruption and peak deposition to Antarctica occurring 14 months after the eruption. However, in 

the other models the SH burden peaks before the NH peak burden. The SH burden is greatest between 5-7 months after the 5 

eruption in these models and the NH burden peaks between 10-12 months after the eruption. In contrast to MAECHAM5-

HAM, there are no clear separate peaks between the deposition to each ice sheet. In SOCOL-AER, both the majority of 

Greenland and Antarctic deposition occurs between 10-20 months after the eruption, which was found to compare well to the 

timing recorded in two ice cores (Fig. 9). In UM-UKCA and CESM1(WACCM) the main phase of deposition is longer lived 

and occurs between 10-30 months after the eruption. and there is more variability in the deposition timeseries compared to 10 

MAECHAM and SOCOL. Overall, decay of the atmospheric sulfate burden and deposition to the ice sheets in MAECHAM5-

HAM is rapid, occurring within the first 20 months after the eruption, suggesting a fast transport of sulfate aerosol to the poles. 

We find that in the first ~8 months after the eruption the sulfate burden in UM-UKCA and CESM1(WACCM) is restricted 

between ~60 S and ~40 N (Fig. 105a), with strong gradients in sulfate burden across the SH polar vortex and NH subtropical 

edge, whereas more sulfate is transported to the poles in MAECHAM5-HAM and SOCOL-AER. Reasons for this are explored 15 

in Sect. 4. 

The strength of the background climatological winds differs slightly in each model, with the strongest polar jets 

simulated in WACCM, and weakest in MAECHAM (maximum zonal mean climatological zonal winds are 52 m s-1 in 

WACCM and 32 m s-1 in MAECHAM (Fig. S6)). All models simulate a strengthening in the NH and SH polar zonal winds in 

the first year after the eruption; WACCM simulates the largest zonal mean anomalies and MAECHAM the weakest. All models 20 

simulate a clear strengthening of the southern polar vortex ~3-8 months after the eruption (defined here as the zonal mean 

zonal wind at the grid boxes closest to 60S and 10 hPa), with a peak anomaly of 30 m s-1 simulated in WACCM (Fig. S7).  

Figure 11 shows the zonal mean zonal wind averaged over the first year after the eruption in each model. Peak zonal mean SH 

polar zonal wind is 58 m s-1 in WACCM, 45 m s-1 in UKCA, 44 m s-1 in SOCOL and 38 m s-1 in MAECHAM.  

The polar vortex inhibits the transport of stratospheric aerosol to the poles (e.g. Schoeberl & Hartmann, 1991), with 25 

the stronger polar vortex in WACCM likely restricting some of the sulfate deposition in Antarctica compared to MAECHAM, 

which simulates the weakest winds. Differences in the polar vortex strength in each model may therefore contribute to the 

differences in simulated polar sulfate deposition but more work is needed to assess the dynamical response to the eruption of 

Tambora in these models. This remains beyond the scope of the current paper. 

Next, we calculate the ratio between the hemispheric peak atmospheric sulfate burdens [Tg SO4] (representing the 30 

total amount of sulfate aerosol that has formed) and the average amount of sulfate deposited on each ice sheet [kg SO4 km-2] 

for each of the models. We refer to this ratio as the Burden-To-Deposition factor (BTD), which is equivalent to the scaling 

factors derived by Gao et al. (2007) calculated from the observed relationship between the atmospheric burden and deposition 

of radioactive material after nuclear bomb tests. examine the range in BTD factors across the models. BTD factors are 
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important for estimating the hemispheric atmospheric sulfate burden and subsequently estimating the forcing of historical 

volcanic eruptions based on ice core sulfate deposition records (Sect. 1). We calculate the BTD factors for both NH (NH_BTD) 

and SH (SH_BTD)., defined as the ratio between the hemispheric peak atmospheric sulfate burden [Tg SO4] and the mean ice 

sheet deposited sulfate [kg SO4 km-2] (Table 6). BTD factors for MAECHAM5-HAM are the same for both the NH and SH, 

as in Gao et al. (2007), but a factor 5 lower than Gao et al. (2007). CESM1(WACCM), SOCOL-AER and UM-UKCA simulate 5 

smaller NH_BTD than SH_BTD, but these factors are different in each model, with the NH_ BTD ranging from 0.227 *109 

km-2 (SOCOL-AER) to 0.97 *109 km-2 (UM-UKCA) and the SH_BTD from 0.334 *109 km-2 (SOCOL-AER) to 2.91 *109 

km-2 (UM-UKCA). All models simulate a NH_BTD less than 1 *109 km-2, but SH_BTD are less than 1 *109 km-2 for only 

MAECHAM5-HAM and SOCOL-AER due to the much larger Antarctic deposition in these models compared to UM-UKCA 

and CESM1(WACCM). The multi-model mean NH_BTD factor is 0.424 *109 km-2 (~60% smaller than in Gao et al. (2007)) 10 

and multi-model mean SH_BTD factor is 1.276 *109 km-2 (~30% greater than in Gao et al. (2007)). These factors are ~40% 

different to the mean factors derived by Gao et al. (2007), which were calculated from the observed relationship between the 

atmospheric burden and deposition of radioactive material after nuclear bomb tests. We also find variability in the BTD factors 

across the individual ensemble members for each model arising due to internal variability, but ensemble spread is smaller than 

the inter-model spread.  15 

We also test the sensitivity of the derived model BTD factors in Table 6 if we take polar deposition (60°-90°N/S) as 

opposed to ice sheet deposition, given that both UM-UKCA and CESM1(WACCM) simulate strong gradients in cumulative 

deposited sulfate across the land-sea boundary (Fig. 6). We find that the BTD factors remain similar for SOCOL-AER and 

MAECHAM5-HAM, but are reduced by up to a factor of 3 in UM-UKCA and WACCM due to the mean polar cumulative 

deposited sulfate being greater than the mean ice sheet cumulative deposited sulfate (Table S34). In CESM1(WACCM) the 20 

SH_BTD is also reduced by a factor of 3, but the NH_BTD remains similar. Overall, the This reduces the spread in the BTD 

factors between the models decreases and results in a reduction of the multi-model mean NH_BTD factor from 0.424 *109 km-

2 to 0.287 *109 km-2 and the SH_BTD from 1.276 *109 km-2 to 0.543 *109 km-2.  

4 Discussion 

4.1 Differences in deposited sulfate 25 

The spatial pattern and magnitude of deposited sulfate depends on the sources of atmospheric SO2, the transport and 

mixing of the sulfate aerosol formed throughout the stratosphere and across the tropopause, and wet and dry deposition 

processes as well as its deposition by either precipitation or gravitational sedimentation (e.g. Hamill et al., 1997; Kremser et 

al., 2016). In the pre-industrial background state (no Tambora) (Fig. 1), all four models examined simulate similar patterns of 

sulfate deposition, with more sulfate deposited at the mid-latitudes and in oceans and near SO2 sources such as continuously 30 

degassing volcanoes. In the polar regions, the models also simulated similar sulfate deposition (with the exception of SOCOL-

AER)  and matched the magnitude and spatial pattern recorded  with reasonable comparison toin ice core records (Fig. 2). This 
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indicates that the models may be are realisticallyaccurately simulating aspects of the formation and transport of background 

sulfate aerosol and subsequent deposition processes., albeit with differences in the ratio of wet and dry deposition. UKCA was 

the only model to simulate a greater proportion of background deposition to the ice sheets occurring by dry processes. We find 

that all models simulate similar precipitation, which compares well to the annual snow accumulation recorded in ice cores and 

that the polar sulfate deposition is highly correlated with the polar precipitation. 5 

However, under the volcanically-perturbed conditions (with Tambora), the simulated volcanic sulfate deposition 

differs between all models, with differences in timing, spatial pattern and magnitude. Compared to ice core records of 

cumulative deposited sulfate for 1815 Mt. Tambora, MAECHAM5-HAM and SOCOL-AER simulate much too higher 

deposition to polar ice sheetsregions, which is ~3-5 times greater than the mean ice core-derived estimates by Gao et al. (2007) 

and Sigl et al. (2015). UM-UKCA and CESM1(WACCM) simulate deposition closer in magnitude to the ice core records 10 

although in UM-UKCA the sulfate deposited on both ice sheets is ~2 times too small compared to the mean ice core-derived 

estimates.,  In CESM1(WACCM) the sulfate deposited on Antarctica is slightly too small but ~2 times greater in Greenland 

compared to the mean ice core-derived estimates.too little deposition to polar regions. In UKCA and WACCM, the polar 

cumulative deposited sulfate more closely follows the spatial pattern of precipitation, although on the actual ice sheets, 

deposition in UKCA is dominated by dry deposition. In MAECHAM and SOCOL the polar cumulative deposited sulfate is 15 

more enhanced compared to the precipitation (Fig. 8). However, MAECHAM simulates the best spatial correlations with the 

ice cores, further indicating that precipitation is not the sole driver of the spatial variability of deposited volcanic sulfate. 

Considering the models are more comparable in the background state it is likely that the inter-model differences in volcanic 

deposition are due to differences in the formation of the volcanic aerosol, the stratospheric transport of volcanic aerosol and 

stratosphere-troposphere exchange, since in the background state, most of the deposited sulfate is of tropospheric origin. These 20 

processes are discussed in the following sections. 

4.1.1 Volcanic sulfate formation and transport 

 The timing and duration of sulfate deposition mirrors that of the atmospheric sulfate burdens. In MAECHAM5-HAM 

the atmospheric sulfate burden peaks sooner and decays more quickly than in the other models, and ice sheet deposition occurs 

more rapidly (within the first 2 years after the eruption). The atmospheric sulfate burden in CESM1(WACCM) is still elevated 25 

4 years after the eruption, and hence the deposition signal is also longer-lived (Fig. 5). MAECHAM5-HAM is the only model 

that has prescribed OH (Table 1). OH may become depleted in dense volcanic clouds by reaction with SO2, affecting the rate 

of sulfate aerosol formation (Bekki, 1995). The background stratospheric OH concentrations are similar between the models 

(Fig. S5) but in SOCOL-AER, UM-UKCA and CESM1(WACCM), in the first 2 months after the eruption, stratospheric 

tropical OH becomes depleted, with ensemble mean peak reductions of between 15-33% (Fig. S6). This reduces the rate of 30 

sulfate aerosol formation compared to MAECHAM5-HAM where the SO2 will be more rapidly oxidised, and explains the 

later peaks in sulfate burdens in these models. 
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 The rapid decay of the sulfate burden in MAECHAM5-HAM also indicates that this model could have faster 

accumulation of particles and stronger sedimentation compared to the other models. Although beyond the scope of this paper 

a more detailed examination of the aerosol microphysical processes and the size of the aerosol particles, on which 

sedimentation is dependent, will facilitate a greater understanding of some of the model differences identified here. 

The high biases in cumulative deposited sulfate in MAECHAM5-HAM and SOCOL-AER compared to ice cores may 5 

be caused by a high bias in poleward aerosol transport (e.g. Stenke et al., 2013; Toohey et al., 2013). As these models were 

able to match the ice core fluxes in the background state, it stands that in the Tambora case, the poleward transport of aerosol 

in UKCA and WACCM is too weak or mid-latitude deposition is too strong. In MAECHAM and SOCOL the polar volcanic 

deposition is too strong likely because of a high bias in poleward aerosol transport (Toohey et al., 2013). MAECHAM5-HAM 

and SOCOL-AER also have the lowest resolution of the four models (Table 1), which may contribute to the high deposition 10 

bias since stratospheric circulation and cross-tropopause transport is better represented in higher resolution models (e.g. 

Toohey et al., 2013). Gao et al. (2007), using the GISS ModelE, found that simulated deposited sulfate over the poles after the 

eruption of Mt. Tambora was a factor of 2two too large, but that the spatial pattern of deposition recorded in ice cores was well 

captured. GISS ModelE had a much lower resolution than the models used here (4° x 5°) and a simplified scheme for 

stratospheric aerosol microphysics. SOCOL-AER and MAECHAM5-HAM have the same dynamical cores and therefore we 15 

expect transport to be similar in these models. Hence, the differences in simulated volcanic deposition between SOCOL-AER 

and MAECHAM5-HAM are likely due to aerosol growth and sedimentation, and the deposition schemes. In UM-UKCA and 

CESM1(WACCM) the poleward transport of volcanic aerosol may be too weak or mid-latitude deposition too strong.It is also 

likely that smoother topography in these lower resolution models will influence the spatial pattern of deposition.  

The timing and duration of sulfate deposition mirrors that of the atmospheric sulfate burdens. In MAECHAM the 20 

atmospheric sulfate burden peaks sooner and decays more quickly than in the other models, and the ice sheet deposition occurs 

more rapidly (within the first 2 years after the eruption). The atmospheric sulfate burden in WACCM is still elevated 5 years 

after the eruption, and hence the deposition signal is also longer-lived; deposition still occurs in 1819, four years after the 

eruption (Fig. 4).  

The size of the volcanic sulfate aerosol particles will impact the simulated sulfate deposition by affecting the particle 25 

sedimentation rates. Most of the volcanic sulfate aerosol resides in the accumulation mode for UKCA and MAECHAM, but 

in the larger coarse mode for WACCM, and WACCM has the strongest mid-latitude volcanic deposition where cross-

tropopause transport occurs (Fig. 3). Furthermore, MAECHAM is the only model that has prescribed OH as opposed to 

interactive OH. OH may become depleted in dense volcanic clouds by reaction with SO2, affecting the rate of sulfate aerosol 

formation (Bekki, 1995). The lack of interactive OH in MAECHAM should result in more rapid oxidation of the volcanic SO2 30 

into sulfate aerosol compared to the other models. Although it is beyond the scope of this paper to address all of the model 

differences in sulfur chemistry and the formation of the volcanic aerosol, the chemistry and aerosol microphysics are ultimately 

important factors affecting deposition patterns. Further work on the aerosol size and growth processes will allow a more 

detailed understanding of some of the model differences identified here.  
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4.1.2 Dynamical effects 

The direction and strength of the stratospheric winds impacts the transport of sulfate aerosol and hence where it is 

deposited. UM-UKCA, CESM1(WACCM) and SOCOL-AER have similarly defined QBOs with downward propagating 

easterly and westerly winds, with the eruption simulated in the easterly phase. MAECHAM5-HAM does not include a QBO 

and although stratospheric winds were easterly in the MAECHAM5-HAM simulations, we find that these winds are ~20 m s-5 

1 weaker than the easterly phase winds in the other models (Fig. S78). This may contributeexplain to the quicker transport and 

subsequent deposition to the poles in the MAECHAM5-HAM simulations. as strong easterly winds restrict the meridional 

movement of aerosol (Trepte and Hitchman, 1992).  

In addition to mid-latitude tropopause folds, a further location of cross-tropopause transport of sulfate aerosol is the 

polar winter vortex (e.g. SPARC, 2006; Kremser et al., 2016). The polar vortex inhibits poleward transport (e.g. Shoeberl & 10 

Hartmann, 1991), and it has been suggested that variations in the strength of the polar vortex may modulate volcanic aerosol 

transport and deposition to polar ice sheets (Toohey et al, 2013). We find that the strength of the background climatological 

winds differs slightly across the models, with the strongest polar jets simulated in CESM1(WACCM), and the weakest in 

MAECHAM5-HAM (maximum zonal mean climatological zonal winds are 52 m s-1 in CESM1(WACCM) and 32 m s-1 in 

MAECHAM5-HAM (Fig. S8)). All models simulate a strengthening in the NH and SH polar zonal winds in the first year after 15 

the eruption; CESM1(WACCM) simulates the largest zonal mean anomalies and MAECHAM5-HAM the weakest.  Figure 12 

shows the zonal mean zonal wind averaged over the first year after the eruption in each model. Peak zonal mean SH polar 

zonal wind is 58 m s-1 in CESM1(WACCM), 46 m s-1 in SOCOL-AER, 45 m s-1 in UM-UKCA and 38 m s-1 in MAECHAM5-

HAM. Inter-model differences in polar vortex strength may therefore contribute to differences in polar sulfate deposition. 

Following this hypothesis, the strong SH polar vortex simulated by CESM1(WACCM) may contribute to the lower deposited 20 

sulfate on Antarctica large SH_BTD values forin this model, and likewise, the relatively weaker polar vortex in MAECHAM5-

HAM may contribute to the greater deposited sulfate on Antarcticasmall SH_BTD values. On the other hand, UM-UKCA 

simulates average polar vortex winds, but the smallest deposited sulfate on Antarcticalargest SH_BTD values. Therefore, it 

appears to be a combination of factors that drive the inter-model differences in simulated polar volcanic sulfate deposition. 

4.1.3 Deposition schemes 25 

 Differences in the deposition schemes contribute to the inter-model differences. The simplified scheme in SOCOL-

AER results in deposition following more closely the atmospheric distribution of sulfate. The differences between wet and dry 

deposition simulated across the models are due to the individual deposition scheme parameterizations. The implication of these 

differences in dictating the resulting total sulfate deposition remains uncertain. However, since inter-model differences in 

volcanic sulfate deposition patterns appear unrelated to differences between climatological wet and dry deposition patterns, 30 

the proportion of wet vs dry deposition is likely of secondary importance compared to differences between the models in 
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aerosol transport processes including sedimentation and stratosphere-troposphere exchange. Smoother topography in the lower 

resolution models will also influence the spatial pattern of deposition. 

 The realistic deposition of background sulfate suggests that the scavenging and deposition processes in the models 

are reasonably parameterized, and thus that inter-model differences in the Tambora case are more likely due to differences in 

stratospheric transport and stratosphere-troposphere exchange as described above. However, due to the higher sulfate burdens 5 

in the perturbed case, differences in deposition due to the schemes may become more pronounced. Scavenging and deposition 

parameterizations are highly uncertain, and the chance that such parameterizations become unrealistic under the large sulfate 

aerosol loadings associated with a Tambora eruption cannot be discounted, and should be explored in future work.  

4.2 Implications for the relationship between hemispheric atmospheric sulfate burdens and sulfate deposited on ice 

sheetsmodel differences in simulated sulfate deposition 10 

Using just four global aerosol models, we find large differences in the mean deposited sulfate on the Antarctica and 

Greenland ice sheets. The multi-model mean BTD factors, which relates the atmospheric sulfate burdens to the deposition at 

the ice sheets, differ from the estimates by Gao et al. (2007) by ~60% in the NH and ~30% in the SHed on average by ~40% 

from the estimates by Gao et al. (2007), although the Gao et al. (2007) estimates are within or close to the multi-model spread. 

We find that the multi-model spread in BTD factors is reduced when we take a polar cap average of deposition as opposed to 15 

the average ice sheet deposition because simulated deposition is more similar amongst the models when a greater area average 

is considered. Due to the large gradient between land and sea deposition simulated in CESM1(WACCM) and UM-UKCA, 

mean polar deposition does not represent the mean ice sheet deposition and BTD factors are therefore sensitive to the areas 

chosen to represent the polar/ice sheet deposition. This makes it difficult to estimate accurately the relationship between ice 

sheet deposition and sulfate aerosol loading in the models. We highlight this to emphasize caution when determining BTD 20 

factors in future modelling studies. Furthermore, although these simulations aimed to follow a common protocol, the injection 

setup did differ between models due to differences in the ways modelling groups interpret and simulate a volcanic injection 

(Table 2). This is a common problem in multi-model comparisons and makes it more difficult to isolate and attribute model 

differences.  

We did not expect the models to be able to simulate the exact deposition at each ice core location given the large 25 

natural variability in local weather and snow patterns, which will be different in the models, uncertainties in estimating ice 

core volcanic sulfate deposition and in model inputs (e.g. magnitude and altitude of the volcanic sulfur emission), and 

fundamentally, that in the real world there was only one realization of weather. Even if the models were perfect, they could 

not predict the actual deposition pattern as they could not simulate the actual weather that occurred. Regarding the model 

inputs, there are no directgood observations of the injection altitude of SO2 from the 1815 Mt. Tambora eruption, and often 30 

simulations are initiated with SO2 injected at heights lower than the estimated injection altitude, to account for self-lofting as 

the aerosol forms. Inter-model uncertainty is also initiated as soon as models convert the same input emission to their grids. 

Here, simulations followed athe common protocol, but it may be that to better simulate the eruption of Mt. Tambora, sensitivity 
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to injection height should be explored. Models may also contain inaccuracies due to uncertain physical representations and 

coarse resolution, and several ice core locations will be represented by the same model grid box. The differing resolutions 

between the models also means that the number of grid boxes and area that defines each ice sheet differs slightly between the 

models. Sulfate deposition fluxes have a large spatial variability due to differences in precipitation, the local synoptic 

conditions at the time of deposition, and post-deposition movement through wind (Fisher et al., 1985; Robock and Free, 1995; 5 

Wolff et al., 2005). Deposition fluxes can vary by orders of magnitude, even between ice cores that are located close to each 

other. For example, in a very low accumulation site in Antarctica (Dome C), Gautier et al. (2016) found that in five cores 

drilled 1 m apart, two cores missed the Tambora sulfate flux signal completely, which they attributed to snow drift and surface 

roughness. They reported that the mean flux between these five cores is uncertain by ~30%, highlighting the uncertainties in 

sulfate fluxes reported from single cores at such a low-accumulation site. This appears to be an extreme case, however, and 10 

the 1815 Mt. Tambora signal is clearly identifiable in all other Antarctic ice cores (Sigl et al., 2014). 

Furthermore, the phase of the QBO at the time of the eruption is unknown, and here we have only used simulations 

where the SO2 is emitted during the easterly phase. Toohey et al. (2013) also found that deposition to the poles varied as a 

function of SO2 injection magnitude and season, and their simulations of a Tambora-like eruption showed greater deposition 

to Greenland than Antarctica.  However, the volcanic eruptions in Toohey et al. (2013) were simulated in January and July, 15 

located at 15N, which may explain the bias towards Greenland deposition. Further work is required on the influence of the 

QBO phase and injection height on the Antarctic and Greenland deposition efficiency.  

Our multi-model mean NH_BTD factor is ~60% lower than previously derived (Gao et al., 2007), which if used to 

estimate the NH atmospheric sulfate burden of other historic tropical eruptions from their mean Greenland deposited sulfate, 

would result in lower burdens, and likely less volcanic cooling. Model-simulated NH cooling following large-magnitude 20 

volcanic eruptions has been overestimated in the past (e.g. Stoffel et al., 2015; Zanchettin et al., 2016). However, our multi-

model mean SH_BTD factor is ~230% greater than Gao et al. (2007), which would result in a larger SH sulfate burden estimate. 

Applying our BTD factors (NH: 0.424 and SH: 1.276) to the mean Greenland and Antarctic deposited sulfate from the 1257 

Samalas eruption (90 kg km-2 and 73 kg km-2, respectively (Sigl et al., 2015)), results in a considerable hemispheric asymmetry 

in the estimated sulfate burdens. We calculate a SH burden ~2.5 times the NH burden, despite the eruption occurring in the 25 

tropics. This could result in further differences in aerosol optical depth and volcanic aerosol radiative forcing, and hemispheric 

asymmetry in atmospheric sulfate burdens has been shown to shift the inter-tropical convergence zone leading to precipitation 

anomalies (e.g. Haywood et al., 2013). However, this asymmetry seems unlikely, given that cooling in the SH after large 

tropical eruptions appears limited in proxy records (Neukom et al., 2014). 

5 Conclusions 30 

We have analysed the volcanic sulfate deposition in model simulations of the 1815 eruption of Mt. Tambora using 

four state-of-the-art global aerosol models (CESM1(WACCM), MAECHAM5-HAM, SOCOL-AER and UM-UKCA) and 
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compared the simulated deposited sulfate to a comprehensive array of ice core records. We have also investigated the simulated 

sulfate deposition to the poles under both pre-industrial background conditions (without the eruption of Mt. (no Tambora). and 

volcanically perturbed (with Tambora) conditions. Although theall models simulated relatively similar background sulfate 

deposition fluxes, which compare well to polar ice core records, the models differ substantially in their simulation of the Mt. 

Tambora volcanic sulfate deposition, with differences in the timing, spatial pattern and magnitude. CESM1(WACCM) and 5 

UM-UKCA simulate similarcomparable deposition patterns, with the majority of sulfate deposited at the mid-latitude storm 

belts. On the ice sheets, UM-UKCA simulates too little deposited sulfate compared to mean ice core-derived estimates (~2 

times too small). In CESM1(WACCM) deposited sulfate on Antarctica is also slightly too small, but deposited sulfate on 

Greenland is ~2 times too large compared to the mean ice core-derived estimate. but underestimate the volcanic sulfate 

deposited on the ice sheets, with strong gradients in the deposited sulfate between land and sea. In MAECHAM5-HAM and 10 

SOCOL-AER, the sulfate is deposited further across the globe and these models simulate ~3-5 times too much deposited 

sulfate on the ice sheets compared to mean ice core-derived estimates. However, MAECHAM5-HAM is the only model to 

capture the simulates a spatial pattern of deposited sulfate comparedsimilar to ice cores, especially in Antarctica. but the 

magnitude is ~3 times too large.. Ice sheet deposited sulfate in SOCOL is also too large compared to ice cores. 

Because the background deposition is more comparable between the models than in the perturbed case, differences 15 

in the volcanic sulfate deposition are likely due to differences in the formation of the volcanic aerosol, the stratospheric 

transport of volcanic aerosol and stratosphere-troposphere exchange. In addition, differences in deposition due the deposition 

schemes may become more pronounced under the higher sulfate loading. The models simulate similar precipitation rates and 

patterns, which compare well to the annual snow accumulation recorded in ice cores. Hence, differences in the model-simulated 

volcanic sulfate deposition likely arise due to differences in the simulated atmospheric sulfate aerosol burdens and aerosol 20 

transport. In WACCM and UKCA the volcanic sulfate deposition is more related to the precipitation fields, with more sulfate 

deposited at the mid-latitude storm belts, than in MAECHAM and SOCOL. In MAECHAM and SOCOL, enhanced transport 

of sulfate aerosol to the poles dictates the resulting high ice sheet sulfate deposition. We suggest that a combination of 

differences in model resolution, modelled stratospheric winds, aerosol microphysics and sedimentation and deposition schemes 

in each model have all contributed to the range in model-simulatedresulting differences in volcanic sulfate deposition.  25 

We have calculated Burden-To-Deposition (BTD) factors between the mean deposited sulfate on each ice sheet and 

the corresponding hemispheric peak atmospheric sulfate burden for the Mt. Tambora simulations (Table 6). The BTD factors 

differ by up to a factor of 15 between the models. The multi-model mean BTD factors also differ on average by ~40% to BTD 

factors currently used to deduce historical volcanic forcing (e.g. Gao et al., 2007; 2008; Sigl et al., 2015). Our range in derived 

BTD factors highlights uncertainties in the relationship between atmospheric sulfate burden and ice sheet deposited sulfate as 30 

simulated by models.for this eruption. 

We find very large differences in model-simulated volcanic sulfate deposition from the 1815 eruption of Mt. Tambora 

and in the relationship between atmospheric sulfate burden and ice sheet deposited sulfate. Given that GISS ModelE (Gao et 

al., 2007) did as good a job at simulating the deposited sulfate from this eruption as these newer, higher-resolution models, 
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which also have more sophisticated treatments of gas-to-aerosol conversion, and the fact that the four models used here 

simulate very different sulfate deposition, it remains an open research question as to the optimal model configuration for this 

problem. A detailed analysis of the differences in sulfur chemistry and the aerosol formation and transport in each model will 

further aid in the interpretation of these results. Dedicated multi-model comparison projects with process-oriented 

comparisons, such as the Interactive Stratospheric Aerosol Modelling Intercomparison Project (ISA-MIP) (Timmreck et al., 5 

2016), will be imperative to disentangling the reasons for model differences. Using idealized prescribed aerosol forcings such 

as Easy Volcanic Aerosol (Toohey et al., 2016) in future VolMIP experiments, will also provide the opportunity to better 

understand model diversity. and to advance our understanding of the climate response to large volcanic eruptions. Simulations 

of other large-magnitude volcanic eruptions will also enable the calculation of additional multi-model BTD factors, which will 

aid in the calculation of historic volcanic forcing.  10 
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Figures 

 

Figure 1: Pre-industrial background annual mean dry, wet and total (wet + dry) sulfate deposition fluxes [kg SO4 km-2 yr-1] (left to 

right) for each model (top to bottom). UKCA is an average of 4 years; WACCM, MAECHAM and SOCOLWACCM are averages 

of 5 years and SOCOL is an average of 1 year due to the length of available simulation. The value shown in the top right-hand corner 5 
of each plot refers to the global mean sulfate deposition flux. Background fluxes are averages of the annual deposition from 5 control 

simulations each with 4 years of data for UM-UKCA, 3 controls each with 5 years of data for CESM1(WACCM), and 1 control with 

5 years of data for MAECHAM5-HAM and SOCOL-AER. 
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Figure 2: Annual mean Ttotal (wet + dry) sulfate deposition fluxes [kg SO4 km-2 yr-1] for Antarctica (left) and the Arctic (right) for 

the pre-industrial background from the control simulations (shading) compared to pre-industrial ice core sulfate fluxes (filled 

circles), averaged for 1850 to 1860. 5 
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Figure 3: Scatter plots of pre-industrial background ice core sulfate deposition fluxes vs. simulated pre-industrial sulfate fluxes [kg 

SO4 km-2 yr-1] in the Antarctic (teal points) and in the Arctic (orange points) for each model. Simulated values represent the grid 

box value where each ice core is located. The dashed line marks the 1:1 line. Included in the legends are the mean bias, Normalized 

Mean Bias (NMB) and the correlation coefficient (r) for the Antarctic and Arctic. 5 
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Figure 34: Zonal mean monthly-mean volcanic sulfate deposition [kg SO4 km-2
 month-1] (left) and cumulative deposited sulfate [kg 

SO4 km-2] (right) for each model (ensemble mean). The red triangle marks the start of the eruption (1 April 1815). Volcanic sulfate 

deposition is calculated as the difference in total sulfate deposition (wet + dry) between the perturbed and control simulations and 

this anomaly is summed over the ~5 years of simulation to produce the cumulative sulfate deposition maps (right column). 5 
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Figure 45: Global -total volcanic sulfate deposition [Tg S month-1] (solid lines – left axis) and global -total cumulative deposited 

sulfate [Tg S] (dashed lines - right axis) for each model (colours). Ensemble mean is shown by the solid line; shading marks one 

standard deviation. The grey triangle marks the start of the eruption (1 April 1815). 5 
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Figure 6: Cumulative deposited sulfate [kg SO4 km-2] integrated over the whole duration of model simulation (~5 years) on 

Antarctica (left) and Greenland (right) for each model (ensemble mean). Ice core cumulative deposited sulfate values are plotted as 

coloured circles. Ice cores from adjacent sites or in close proximity (Table S1) have been slightly relocated to avoid cores completely 

overlapping. Scaled versions for MAECHAM5-HAM and SOCOL-AER are included in the supplementary information (Fig. S45). 5 
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Figure 7: Scatter plots of cumulative deposited sulfate [kg SO4 km-2] due to the eruption of Mt. Tambora recorded in ice cores vs. 

that simulated by each model (ensemble mean) in Antarctica (teal points) and Greenland (orange points). Simulated values represent 

the grid box value where each ice core is located. The dashed line marks the 1:1 line. For each model and for Greenland and 5 
Antarctica the mean bias, normalized mean bias (NMB) and correlation coefficient (r) between the simulated deposited sulfate and 

ice core values are shown in the legend. Note theThere is an increased y-axis scale for MAECHAM5-HAM. 
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Figure 8: Zonal mean precipitation [mm yr-1] averaged over the first 4 years after the eruption (top panel, dashed lines) and zonal 

mean cumulative deposited sulfate [kg SO4 km-2] in the first 4 years after the eruption (bottom panel, solid lines) for the ensemble 

mean in each model (colours). 

  5 
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Figure 9: Simulated area-mean volcanic sulfate deposition [kg SO4 km-2 month-1] to the Antarctic ice sheet (top panel) and Greenland 

ice sheet (middle panel) for each model (colours). Each ice sheet mean is defined by taking an area-weighted mean of the grid boxes 

in the appropriate regions once a land-sea mask has been applied. Solid lines mark the ensemble mean and shading is one standard 

deviation. In the bottom panel are deposition fluxes from two monthly resolved ice cores (DIV from Antarctica and D4 from 5 
Greenland). Note theThe scale is  reduced inscale for the bottom panel. The grey triangles mark the start of the eruption. 

  



51 

 

 

Figure 10: a) Zonal -mean monthly-mean atmospheric sulfate burdens  in each model [kg SO4 km-2] b) Global -total atmospheric 

sulfate burdens  [Tg S] in each model (colours).  Ensemble means are shown by the coloured lines; shadings mark one standard 

deviation. Sulfate burdens are monthly mean anomalies. The grey triangle marks the start of the eruption (1 April 1815). 

 5 
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Figure 101: Hemispheric atmospheric sulfate burdens [Tg SO4] (solid lines show the – ensemble mean and , shading is one standard 

deviation) and area-mean ice sheet volcanic sulfate deposition as in Fig. 9 (dashed lines) [kg SO4 km-2 month-1] for each model. The 

grey triangles mark the start of the eruption. There are different scales on each secondary y axis for ice sheet deposition. 

 5 
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Figure 112: Zonal mean zonal wind [m s-1] averaged over the first year after the eruption (April 1815 – April 1816) in each model 

simulation (ensemble mean). Zonal wind is output on 36 pressure levels in UM-UKCA, 33 pressure levels in MAECHAM5-HAM 

and 32 pressure levels in SOCOL-AER. Zonal wind in CESM1(WACCM) is output on an atmosphere hybrid sigma pressure 

coordinate and has been interpolated to the pressure levels used in UM-UKCA. 5 
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Tables 

Table 1: Description of models. In the remaining text model names have been truncated to the section in bold. Modal vs. sectional aerosol size distributions 

are described in the text. 

Model 
Horizontal 

resolution 

Model 

top, 

model 

levels 

Aerosol size 

distribution 

Stratospheric 

compounds 

Het. 

Chem.a 
OH 

Sulfur 

source 

species 

QBO Reference 

CESM1(WACCM) 0.94°×1.25° 

4.5×10-6 

hPa, 

70 levels 

modal, 3 

modes 

sulfate, PSC, 

organics 
Y Interactive 

OCS (337 

pptv), DMS, 

anthropb. 

SO2, volcanicc 

SO2  

Nudged 
Mills et al., 

2016; 2017 

MAECHAM5-

HAM 

2.8°×2.8° 

(T42) 

0.01 

hPa, 

39 levels 

modal, 7 

modes 
sulfate N Prescribed 

OCS (~500 

pptv), DMS 
NA 

Stier et al., 

2005; 

Niemeier et 

al., 2009 

SOCOL-AER 
2.8°×2.8° 

(T42) 

0.01hPa, 

39 levels 

sectional, 40 

size bins 
sulfate, PSC Y Interactive 

OCS (337 

pptv), DMS, 

CS2, anthrop. 

SO2, volcanic 

SO2 

Nudged 
Sheng et al., 

2015a 

UM-UKCA 
1.25°×1.875° 

(N96) 

84 km, 

85 levels 

modal, 7 

modes 

sulfate, PSC, 

organics, 

meteoric dust 

Y Interactive 

OCS (~500 

pptv), DMS, 

anthrop. SO2, 

volcanic SO2 

Internally 

generated 

Dhomse et 

al., 2014; 

Brooke et al., 

2017 

aHeterogeneous Chemistry 

bPre-industrial anthropogenic SO2 5 
cVolcanic SO2 indicates SO2 from passively degassing volcanoes.  
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Table 2: Model parameters used for the Tambora simulations. 

Parameter Value in this study 

SO2 emission 60 Tg SO2 

Eruption length 24 hours 

Eruption date 1 April 

Latitude Equatora 

QBO phase Easterly 

SO2 injection height 22-26 km*b 

aSO2 was emitted at 0ºN in CESM1(WACCM), MAECHAM5-HAM and UM-UKCA and at 8ºS in SOCOL-AER and at a longitude of 118ºE 

b*The altitude distribution for the SO2 emission Injection height differed slightlyvaried slightly between the models: SOCOL-AER’s SO2 emission flux was 

between 22-26 km, increasing linearly with height from zero at 22 km to max at 24 km, and then decreasing linearly to zero at 26 km. MAECHAM5-HAM 

injected at a single model level at 30 hPa (~24 km). UM-UKCA and CESM1(WACCM) used a uniform injection between 22-26 km . WACCM also emitted 5 

SO2 uniformly between 22-26 km, however the overlap of model levels with the emission altitude range resulted in emission fluxes peaking in the centre of 

the plume, similar to SOCOL.but as the models are not on regular grids and their vertical resolutions differ, the distribution of the emission over the model 

grid boxes cannot be exactly the same. As a result, the injection profiles differed slightly between the models. 
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Table 3: Annual global -total deposition fluxes of SO2, SO4 and SOX (SO2 + SO4) for dry deposition, wet deposition and total dry + 

wet (Tg S yr-1) in the pre-industrial controls and in the ACCMIP multi-model mean (see text).  

Model Dry SO2 
Wet 

SO2 
Total SO2 Dry SO4 Wet SO4 Total SO4 

Dry 

SOX 
Wet SOX Total SOX 

CESM1(WACCM) 5 11 16 2 11 13 7 22 29 

MAECHAM5-

HAM 
2 2 4 0.5 19 19 3 21 24 

SOCOL-AER 120 130 250 65 139 194 185 2619 4434 

UM-UKCA 7 5 12 4 25 29 11 30 41 

ACCMIP multi-

model mean 
- - - - - - 11 23 34 
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Table 4: Global -total cumulative deposited sulfate [Tg S] from dry and wet processes for each model (ensemble mean).  

Model Dry deposition Wet deposition Total deposition 

CESM1(WACCM) 2.4 25.4 27.8 

MAECHAM5-HAM 0.2 28.67 28.98 

SOCOL-AER 1.00.8 28.50 289.59 

UM-UKCA 3.7 25.4 29.1 

 

 

 

  5 
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Table 5: Greenland and Antarctica ice sheet mean cumulative deposited sulfate and ratio (Antarctica deposition/Greenland 

deposition) and peak NH and SH sulfate burdens (total atmospheric column burden anomaly) and ratio (SH burden/NH burden) 

for each model (ensemble mean). Also included is the equivalent mean deposited sulfate on each ice sheet calculated from ice cores 

(Gao et al., 2007; Sigl et al., 2015). 

Model 

Mean Antarctica 

deposited sulfate 

[kg SO4 km-2] 

Mean Greenland 

deposited sulfate 

[kg SO4 km-2] 

Antarctica/

Greenland 

deposition 

ratio 

Peak SH sulfate 

burden [Tg SO4] 

Peak NH sulfate 

burden [Tg SO4] 

SH/NH 

burden 

ratio 

CESM1(WACCM) 36 109 0.3 58 34 1.7 

MAECHAM5-

HAM 
264 194 1.4 

50 36 1.4 

SOCOL-AER 16370 14815 1.51 56 321 1.8 

UM-UKCA 19 31 0.6 56 29 1.9 

Sigl et al., 2015 46 40 1.2 - - - 

Gao et al., 2007* 51 59 0.9 - - - 

*aerosol reported 75:25% H2SO4:H2O 5 
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Table 6: Burden-Tto-Deposition (BTD) factors [* 109 km-2] between the hemispheric peak sulfate burden [Tg SO4] (total atmospheric 

column burden anomaly) and the mean ice sheet cumulative deposited sulfate [kg SO4 km-2] for the four models and from Gao et al. 

(2007). Included are the values for the ensemble mean factor and the range from individual ensemble members. 

 NH_BTD [109 km-2] SH_BTD [109 km-2] 

Model Ensemble mean Ensemble range Ensemble mean Ensemble range 

CESM1(WACCM) 0.31 0.29-0.34 1.63 1.44-1.96 

MAECHAM5-HAM 0.19 0.14-0.24 0.19 0.17-0.20 

SOCOL-AER 0.227 0.205-0.249 0.343 0.321-0.35 

UM-UKCA 0.97 0.74-1.14 2.91 2.67-3.30 

Multi-model mean 0.424 - 1.276 - 

Gao et al., (2007) 1 - 1 - 

 

 5 


