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We thank the reviewers for their careful reading and constructive comments. We think
that our implementation of the comments has improved the discussion paper and made it
clearer for a wider audience.

Our responses are in italic, and our changes in the manuscript are straight. We have
used a brown color for the part of the comments of reviewer 2 that we already incorporated
in the original Discussion paper, and a blue response for the recent changes.

1 Reviewer 1

1.1 Decision

For this reason, I would like to suggest major revision including (i) a thorough discussion of
the simulation results, (ii) a correction of the correlation estimations, and (iii) a proposition
of a model that could be used in field experiments (or some other useful information for
future field experiments), in order to improve the impact of the manuscript.

We improved our description of the model and added material to the discussion of the
simulation results and correlation analysis.

1.2 Specific comments

1. The LES model: despite being a well-known technique and a largely used model,
I think a little more information about the PALM-LES should be given. This is a
simulation of free convection, in which no mean streamwise velocity is present. Have
this type of simulation been performed with PALMLES before? If so, a citation and a
brief summary of models performance should be given. Otherwise, some description
of the velocity and temperature fields should be given, including an assessment of
the level of reality being represented by the model.

We expanded the section on PALM, its simulation approach, and the boundary con-
ditions and initial settings.

Reworked paragraphs in the manuscript (section 2.1):
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For our simulations we have made use of the LES model PALM (Maronga et al 2015).
More precisely, we ran our simulations with PALM version 3.9. PALM resolves the
turbulence down to the scale of the grid spacing, all turbulence below is parameterized
by implicit filtering. The closure model in PALM is a so-called 1.5-order closure
scheme, where the equations for the resolved velocities and scalars are derived by
implicit filtering over each grid box of the turbulent Navier-Stokes equations, and
where an additional prognostic equation for the turbulent kinetic energy is solved.
The turbulent kinetic energy in PALM (the sum of the variance of the subgrid-scale
velocities) allows to model the energetic content of the subgrid-scale motions, and
because it is related to spatial filtering it should not be confused with the typical
turbulent kinetic energy in eddy-covariance measurements related to the averaging of
a time series. Of course, the latter can be approximated by the resolved kinetic energy
in PALM plus the subgrid-scale turbulent kinetic energy. Finally, the Reynolds fluxes
that appear in PALM’s filtered equations (the spatial covariances of the subgrid-
scale quantities) are parameterized by a flux-gradient approach involving the resolved
gradient and a diffusivity coefficient that depends on the before-mentioned turbulent
kinetic energy, the grid spacing and the height above the lower surface. However,
at the first gridpoint above the surface, Monin-Obukhov similarity theory is applied
and therefore the turbulence there is completely parameterized.

Relevant parameters of the simulation setup are summarized in Table 1, the grid
spacing is 10 m in all three dimensions and the domain size is 6×6 square kilometers in
the horizontal, and 2.4 km in the vertical. The boundary conditions of the simulations
are periodic in the lateral dimensions. For the velocity we have Dirichlet conditions
at the bottom (i.e. rigid no-slip conditions) with zero vertical and horizontal wind.
At the top the horizontal velocity is commonly set to the geostrophic wind and the
vertical velocity is zero. However, we have turned the geostrophic wind off (this is a
homogeneous horizontal pressure gradient): (ug, vg) = (0, 0). Of course, due to the
differences in surface heating, local pressure gradients will still develop. For potential
temperature and humidity we have Neumann conditions at the lower boundary (given
by the surface fluxes) and also at the top boundary (where the flux is given by the
lapse rate at initialization). The domain is initialized with constant profiles for the
velocity (equal to the geostrophic wind for x and y and zero for the vertical velocity).
The initial profiles are homogeneous in x and y and for potential temperature (θ) it
reads

θ(z) = 300 K− 0.01 K/m× (z − 1 km)×H(z − 1 km) (1)

with H(·) the Heaviside function. The top of the domain is situated within a stable
inversion layer, which prevents that the turbulence within the boundary-layer is in-
fluenced by the vertical domain size. In the lateral dimensions the domain is about
3 to 5 times the boundary-layer depth. For the vertical velocity we have added an a
very small subsidence term (leading to a vertical pressure gradient in the equations)
for heights above 1 km to counteract the destabilizing influence of the surface heat
flux, with the subsidence velocity ws = −0.00003 s−1 × (z − 1 km) for all simula-
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tions. The data are extracted for four hours after two hours of spin-up time. The
data are extracted for four hours after two hours of spin-up time. For each hour a
data point is collected by averaging over virtual measurements sampled at every sec-
ond. As our focus lies on the influence of the surface characteristics, we concentrate
in the present study on the wind circulations purely generated by the surface heat
flux, without complicating the analysis with additional synoptic drivers such as a
geostrophic wind.

2. The simulations: all the information needed to reproduce the simulations exactly
should be given. For example, the exact values of initial and boundary conditions of
all variables, the strength of the inversion and the subsidence, etc. Im still confused
about how many simulations were run. Im assuming it was two, one for the kilometer
and another for the hectometer case. If so, the information in Tables 2 and 3 are
confusing. Does the word cases mean patches? What are the ranges in ABL height
and Obukhov length, are they in time or space? Are these ranges resonable?

We added the information about the initial and boundary conditions (see above). We
clarified the distinction between patch and case in the methods section. In brief, the
word “cases” means the different simulations within one suite with varying param-
eters. The words patches means the different surface types, the number of patches
depends on the surface length scales of the particular simulation, which depends on
the case. The total number of simulations was 288, one suite of 144 simulations for
the kilometer scale heterogeneities and another suite of 144 simulations for the hec-
tometer scale heterogeneities. We have stated this more clearly within the text. The
ranges indicate the spread between these 144 simulations, as such neither in time or
physical space, but a spread in the “parameter space” of the suite. The ranges are
reasonable for free convection.

Excerpts from methods section:

In Fig. 1 we plot an example of a synthetic surface heat flux as in (1) creating eight
patches on the surface with four different values for the surface sensible heat flux.
The number of patches depends on the length scale of the heterogeneity.

The main aim of this parameter study is to find out the response of virtual tow-
ers when the surface parameters are varied, and for this reason we create a suite
of simulations where each simulated case has another combination of the surface
parameters.

3. p. 6, l. 2122: the Gauß-Ostrogradski theorem has been used to reformulate a diver-
gence within the control volume as a surface term, please be explicit on what was
done.

We added it as a footnote explaining this standard theorem in vector analysis and
differential geometry. Further information can be found in e.g. Methods of Theoret-
ical Physics by Morse and Feschbach. For more information upon the mathematical
terminology, see e.g. Rudin’s Principles of Mathematical Analysis.
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In the manuscript:

Where possible, the Gauß -Ostrogradski theorem [1] has been used to reformulate a
divergence within the control volume as a surface term. Due to the choice of a cuboid
aligned with the coordinate system for the control volume, the control volume energy
balance (4) simplifies further because only the velocity components perpendicular to
the faces remain.

[1] The Gauß -Ostrogradski theorem or “divergence theorem” is a special case of the
Stokes-Cartan theorem in differential geometry. For our purposes, we also restrict
ourselves to three-dimensional space. We consider a compact volume V with a piece-
wise smooth boundary S. If F is a continuously differentiable vector field defined on
a neighborhood of V , then: ∫

V

(∇ · F) dV =

∮
S

F · dS . (2)

The left side is a volume integral of the divergence of the vector field F over the
volume V, with dV the volume element, and the right side is the surface integral
over the boundary of the volume V . dS is the outward pointing unit normal field of
the boundary S = ∂V multiplied by the surface element. For our purposes we take
F = v θ and V is the control volume described in the text.

4. The PCA analysis: in the Methods section, a brief description of the PCA method
and how to interpret its results should be given. Right now this is completely left
to references, but I think I should be able to understand the technique and the plot
overall without having to look in another paper. Also, a more exact description of
what was done should be given, including how many and which variables were used,
which equation or software, etc.

We expanded the paragraph on the PCA method and its interpretation.

In manuscript:

For investigating the response of the virtual tower measurements to the changes in
the parameters, and for investigating the correlation between the measured variables,
a principle component analysis (PCA) is applied. PCA relies on the singular value
decomposition (SVD) of the data matrix, which consists of the data points for each of
the data variables. Through SVD, the data matrix decomposes into the matrix of the
left eigenvectors, a diagonal matrix with the singular values and a matrix with the
right eigenvectors. The singular values are ordered by their magnitude, because the
square of each singular value is the variance of the data explained by its corresponding
eigenvectors. Hence the first eigenvectors with the largest singular values represent
the principal components that explain the largest fractions of the data variability. We
will present many of our results in correlation biplots introduced by Gabriel (1971,
1978). Correlation biplots offer a picture of the relationship between the interdepen-
dent variables that make up the data matrix through the PCA method. First of all,
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for a correlation biplot, each variable is centered around its mean and normalized by
its standard deviation. On the normalized data matrix PCA is applied. The data
variables are projected into the subspace spanned by the first principal components
and then the vectors of the projection within this subspace are plotted in a 2D (or
a 3D) biplot, when the two (or three) largest principal components are chosen. In a
correlation biplot, the inner product between the variable vectors (hence, the prod-
uct of their length and the cosine of the angle) directly measures their correlation.
The scree plots related to the biplots express how much variance is captured by the
principal components by plotting the (relative) variance explained by the principal
components. The variance explained is a measure for the goodness of the fit. The
better the variable can be explained by the first two principal components, the longer
the length of the vector of the variable in a two-dimensional correlation biplot, which
is at most unity, indicated by the unit circle. For a pedagogical description of biplots
see e.g. Greenacre (2010).

For producing the biplots we have made use of Python3, combining our own routines
with standard packages. The correlation matrix contains exactly the same variables
that are plotted in the biplot.

5. Simulation results: the simulation results should be presented and discussed before
presenting the statistics. For example, how do the spatial fields of temperature and
heat flux look like, and where do the towers rest in this field? Some time series at the
tower place, to see what the towers are measuring and what are the scales of motion
in it. How do they compare with the scales of heterogeneity? How much of the fluxes
are resolved compared to the sub-grid scale? How realistic are these simulations? A
thorough discussion of the simulation is definitely needed, as it would help to discuss
the physics of the results presented later.

To the discussion we added an analysis of the simulation results: where the updrafts
are concentrated, the dependence of the friction velocity on the heterogeneity ampli-
tude, and a comparison with the homogeneous reference case. Our 10 m grid spacing
is more than sufficient to capture the turbulence responsible for the motions in the
boundary-layer (the heterogeneity is large compared to the grid spacing) and there-
fore our simulations are realistic. Of course the measurement height is higher than
would be ideal and the control volume method is an approximation to the tower mea-
surements, but these are approximations out of computational grounds. To speak of
LES in the first place most of the flux has to be resolved at the subgrid-scale flux is
only important at the lowest grid points, which is why we evaluate the energy balance
closure at the fifth grid point (50 m).

Added in discussion: 3.1 Circulation patterns in heterogeneous terrain

6. Discussion: there are three distinct physical phenomenon that could be impacting the
residual: transport of the mean field, transport of the fluctuating field, and storage.
What are the physics involved in each process, how is the simulation capturing them,

5



and how do they look like in the simulation? Is it realistic to look into the advection
effect, for example, in a simulation that has no mean streamwise advection? What
happened to the vertical and horizontal dispersive fluxes?

The simulation captures all turbulent processes on scales larger than the gridsize
and smaller than the boundary layer depth (when the horizontal extent is sufficiently
large). Transport of the mean field is well captured, transport of the fluctuating field is
captured up to the grid cutoff scale (in our simulations this would roughly correspond
to resolution of the turbulent fields up to 1 Hz). The storage fluctuations are captured
up to the tiny changes faster than 1 Hz but its average behaviour is well captured. Due
to the boundary conditions (and the smaller eddy sizes there) at the lower surface in
the first grid points the turbulence is not completely resolved. This is exactly the
reason why we study the energy balance closure at the fifth grid point.

Even though the simulation has no mean streamwise advection, there is still locally
advection. This is realistic, because in reality near thermal updrafts there is conver-
gence near the lower surface and hence also net advection due to continuity of the
air fluid (at least within the window that the thermal resides at that location, but
Kanda et al (2004) showed that this leads to net effects for half hour windows). For
our heterogeneous simulation the thermals are preferentially attached to the hotter
patches, leading to advection effects on longer timescales. There is no contradiction
here, neither does it make the simulation unrealistic. The vertical dispersive flux is
the turbulent flux at the measurement height. The horizontal dispersive fluxes is taken
into account by considering the flux-divergence.

In short, locally there is still advection even in free convection, as the convection cells
create their own circulation. We focus on free convection for two reasons: one it
disentangles the “purely heterogeneous” effect from the meteorology, second, in the
literature it is found that meteorological conditions towards pure convection lead to
stronger imbalances.

7. p. 7, l. 19: what is the available energy? It is the reference value in the results
section, but there is no definition of it. It is only explained in the Fig. 2 caption, but
it should be clear in the text too.

We have added it to the main text.

Changes in manuscript: for our model setup the available energy is equal to the
surface flux

8. p. 7, l. 19: please make it clear if the advection term includes both horizontal and
vertical advection.

It does. We added this explicitly in the text.

In manuscript: this means that our advection term is the sum of the horizontal
and vertical advection by the mean flow
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9. p. 7, l. 2931: We notice that most towers show the typical underestimation of the
energy balance, except for the tower located at the warmest spot where there is an
updraft. How do you know it is an updraft? Is it always an updraft? On average? It
is mentioned in the abstract that updraft and downdraft positions were chosen for
the towers, but this is not showed or discussed in the paper. Do constant regions of
updraft/downdraft exist in the simulation or in reality?

With “updraft” we do not necessarily mean the central region of a thermal, but more
generally the existence of w̄ > 0. In real complex terrain there are certainly areas
that have preferential updrafts, e.g. above a mountain range during summer days next
to the relatively flat foothills (this phenomenon is called “Alpine pumping”) or on a
smaller scale, in mixed terrain consisting of darker forests and cooler lakes paragliders
can make use of the updrafts above the forests in summer (pers. comm.). Therefore
we are not surprized to see preferential updrafts above the hotter patches.

Added in the introduction: Persistent updrafts and downdrafts tied to the land-
scape heterogeneity have been found e.g. by Mauder et al (2008) during the 2008
Ottawa field campaign.

We added a spatial analysis of the updrafts in the results section 3.1

10. p. 7, l. 3031: please explain better physically the causes of a negative/positive
residual, and why there is a negative residual where there is an updraft.

The negative residual (turbulent flux larger than the surface flux) appears because
there is a net advection of sensible heat from the downdraft region towards the updraft
region. A complete physical understanding of the coupling between the residual and the
wind field is beyond our present capacities and this paper is one step to understanding
the linking. We can however give a few arguments, which we added to the discussion.

We present some arguments why the regions with updrafts have better closure.
Banerjee et al (2017) investigated the dependence of the aerodynamic resistance
on the atmospheric stability for homogeneous terrain. As a consequence a surface
with a higher surface heat flux is more efficient in transporting away this surface flux.
Therefore, one hypothesis is that when a patch with higher surface flux is coupled to
a patch with lower surface flux in heterogeneous terrain, the patch with the higher
surface flux transports part of the surface flux of the patch with the lower surface
flux, due to its higher efficiency, leading to a net advection of sensible heat from
the downdraft region to the updraft region. Another hypothesis is that the shape
of the cellular convection cells matters: the updrafts cover a smaller area than the
downdrafts. Therefore, as the turbulence structures move across the towers, above a
region with preferential updrafts, the likelihood of sampling both the updrafts and
downdrafts is higher than above a region with preferential downdrafts.

11. p. 8, l. 1314: In the left panel of Fig. 4 we note that the normalized flux-divergence
correlates rather well to the normalized turbulent flux, when we look at their average
behavior at each tower. What does normalized mean? If it is the normalized by the
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available energy at their respective location mentioned in the caption of Fig. 2, it
should be mentioned in the text too.

This was only mentioned for Fig. 2 at the beginning of the section. We now repeat
this in the paragraphs for Fig. 3.

In the manuscript: Let us however take a closer look in Fig. 3, where the flux-
divergence and advection by the mean flow, resp. are plotted against the energy
balance ratio. As in Fig. 2 flux-divergence and advection are normalized by the
available energy (i.e. the surface flux in our settings).

12. p. 8, l. 2223: flux-divergence and advection separately correlate well with energy
balance ratio and consequently also with each other. What does that mean physi-
cally? Does it makes sense that these two processes are correlated in the simulation?
What is the implication of this for the imbalance observed in the real case?

It means, e.g. for the kilometer scale, that a larger advection (due to higher mean
temperature or higher wind speed) is coupled to less correlation between the tem-
perature and the velocity fluctuations. The precise mechanisms of this phenomenon
are still unclear. We are confident that when the simulation shows such correlation,
this should be there in reality too. For turbulence of scales larger than 10 m (the
grid spacing) our LES is a good model for turbulence of the same order in reality.
One of the implications would be that the EBR can be explained by the advection or
flux-divergence only, because the latter two are also well correlated.

Added in the conclusions: Remarkably, flux-divergence and advection by the
mean flow correlate separately very well with the energy balance ratio, which implies
that the EBR can be explained by the advection or flux-divergence only, as the latter
two are well correlated among themselves.

13. p. 8, l. 2426: “Finally, we want to remark that, due to computational constraints,
the virtual measurement height in our simulations lies at 50 meters, which is an
order of magnitude larger than the typical tower height over short vegetation with
comparable surface roughness. This means that our findings for virtual EC towers
cannot be directly transferred to real eddy-covariance towers.” Why not compare
the residual observed in the simulation as a function of height, including the lower
points? If I understood correctly, the residual term is estimated at a given height,
so it does not need the control volume approach. If so, you can see if the results at
50m are similar at 10 m, and if the conclusions could be extrapolated. Without this
extrapolation, I see little usefulness in the conclusions obtained here.

We need the control volume in order to be able to estimate advection and flux-
divergence more accurately. We need a minimal number of grid points in the vertical
because at the lowest grid level, the turbulence is parameterized by MOST. Extrap-
olation of the residual from 10 m height would only make sense if we resolve the
simulation with O(1 m) resolution, and then we could study the height dependence.
We’ve already done a separate study on the variation with height of the energy balance
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closure for smaller grid sizes in homogeneous terrain, but these simulations were too
computationally expensive to set up for the two suites of 288 simulations in total,
especially because the presence of the heterogeneity calls for a larger domain in the
horizontal. Finally, the residual is calculated as the difference between turbulent flux
at the top and the surface flux (we’re actually considering a local area average). On
its own it does not need the control volume method but we need the control volume
method to quantify advection and flux-divergence. However, the problem remains that
the turbulence in the first grid points is not completely resolved, but this is a general
issue of LES due to the lower boundary condition.

In the conclusions: By means of a control volume approach, we decomposed the
modeled surface energy budget to highlight its partitioning, and we have shown that
the modeled energy balance ratio exhibits values that are found in field experiments.
In addition, this approach allows us to investigate the energy balance closure in
two-dimensional complex terrain.

14. p. 8, l. 3233: “the towers in the center of the patches even behave in the opposite
manner when the kilometer and hectometer scales are compared”. This needs to be
better investigated and discussed physically. What can be causing this?

We refer to comment 16.

15. Discussion: I think it is important to discuss the differences when there is a small
residual due to low values of all other fluxes, or due to their canceling effect. What
is likely to be happening in field experiments?

For field experiments in general we expect that this will be something site-specific. We
do notice here and also in Eder et al 2015 that the flux-divergence and the advection
act oppositely, but for different sites with different type of heterogeneity or different
synoptic or radiative conditions the residual could also be present because all fluxes are
small. There is a multitude of factors that play a role and this paper only focuses on
strongly convective conditions to free convection for chessboard shaped heterogeneity
of 2 times kilometer scale and 2 times hectometer scale, which already required 288
simulations.

16. p. 9, l. 4–7: “The likely cause for the different behavior between the two scales
of heterogeneity would be the blending of the hectometer landscape heterogeneity
due to the virtual tower heights of 50 meter. For the surface heterogeneity of O(102

m) the flux footprint of each of the towers can cover several of the surface patches,
regardless of the type of tower.” I agree this is likely the cause of difference, but
how does this make the relation between flux-divergence and EBR opposite, or the
relation between the residual and the surface flux opposite?

One way to investigate this would be to simulate additional length scales interpolating
between our current heterogeneity lengths and investigate at what point the behaviour
switches. However, our periodic boundary condition in the horizontal places strong
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constraints on the possible heterogeneity lengths (the heterogeneity length has to be a
divisor of the domain size). Furthermore, it would have added a significant number
of additional simulations.

17. PCA results: from the very little I know about PCA analysis, I think the results
obtained here are not useful. I believe it is useful to look at correlation biplots when
most of the variance are explained by the first two PCs (something around 90%),
not the 60% found here. As explained by Greenacre (2010) (your own reference on
the topic), PCA correlation biplots are useful when there is a clear separation in the
scree plot between the first two PCs and the rest (called elbow), which is definitely
not the case here. In your data, the third PC is almost as important as the second,
and it is not taken into account. In addition, the EBR (the variable you want to
explain) is the one with less representation by the first two PCs among the variables
in the correlation biplot, being much less than 50% representation in the hectometer
case. I dont know which analysis should be done instead, but I think PCA is not the
one.

Yes, we know that biplots are more useful when the variance explained of the first two
PC’s is higher than 60% and the elbow is more pronounced. We do not claim other-
wise in the text, but we made it clearer now. Nevertheless, even when the variance
explained is lower than 60%, we can still make a biplot. The PCA is always done
with all the principal components, the biplot is just the figure of the first two PC’s.
We chose for the correlation biplot precisely because the unit circle gives guidance as
to how well the variance is captured by the first two components. The arrows which
are close to the unit circle in the correlation biplot are still well explained by the first
principal components. The residual variance from the latter PC’s then explains the
short arrows in the biplot. Alternatively, we could yield tables with the correlation
coefficients, which is the same information as in the biplot, just not visual. The vari-
ance explained concerns all the variables, but we are mainly interested in the EBR.
Anyway, we also think it’s still meaningful to show that we do not see enough corre-
lation from a linear analysis. We also think it is more instructive to give a graphical
representation of the correlations. The PCA is only a linear analysis and therefore
a higher order scheme might help, but it would introduce a lot of dimensional coeffi-
cients and it is sometimes said that “with a fifth order spline one can fit an elephant”.
We think it is necessary to a come to a deeper physical understanding in order to be
able to fit a higher-dimensional model with a minimal number of parameters that
could be used in field-experiments.

Added in the results: Despite the variance explained of around 60%, plotting
the correlation biplot is still possible, it remains a graphical representation of the
correlation between the variable vectors, even though it shows that the variance in
those variables cannot be simply explained by the first two principal components.
Furthermore, the linear correlation analysis in the biplots is still useful in a few other
respects: for one, it shows that EBR does not linearly depend on easily measured
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characteristics.

18. Conclusions: ignoring the results from the PCA, the only conclusion from this work
is that this type of heterogeneity in the surface flux generates a difference between
the turbulent flux measured at 50m and the surface flux itself. This is an interesting
information, but given the potential of these simulations, I believe that much more
can be obtained. I would like to see some results and conclusions that could help
improve or understand the closure problem in field experiments. The idea of finding
parameters measurable in the field that correlate well with the residual is a good
approach. But another technique should be used to find the right parameters. After
finding them, I suggest that a model for the residual should be developed and tested
against the LES results. Naturally, in reality things are not equal to the LES, but
this would gives us a place to start. When combined with a thorough discussion of
the simulation itself, it would be easier to extrapolate the results and conclusions to
the real case. Without it, I dont see any significant contribution to the field.

In addition to a more extensive physical discussion of the simulation output (see
below for additions) To find the right parameters that can be used in a model will
require additional physical analysis because linear correlation analysis a la PCA has
not provided us with clear insights. There is a simple model by Huang et al (2008)
but it focuses on the mixed layer and its applicability near the surface is limited (its
fit is based on the mixed layer and some of the fitting functions are undefined near
the surface). We think that our paper with its investigation of the energy balance
closure problem at a coarser resolution has its merits, by decomposing the imbalance
as found by the LES simulations in a way that allows us to quantify the individual
components, by showing it is in the right order of magnitude of field experiments
(though the setting is simplified but we vary the parameter space that determines the
surface heterogeneity) and from the simplified setting trying to find the parameters
influencing the EBC over a range of the parameter space. With respect to “given the
potential of the simulations”, we think that we got most of the potential out of it, at
least with respect to the goal of the paper. The high correlation between advection,
flux divergence and the energy balance residual is also an important conclusion.

Added in PCA discussion: In addition, friction velocity and boundary-layer
depth cluster together separately, as do the normalized flux-divergence and advec-
tion. Although we might have supposed that higher boundary-layer heights will arise
if patches are present with vigorous surface heating, however we found that u∗ de-
creased with stronger surface heterogeneity. Closer analysis reveals that the highest
boundary layer heights are obtained when the heterogeneity amplitudes are smaller
and the domain is more homogeneous. Hence the former clustering can be explained
because in our scenario with varying heterogeneity amplitudes the highest boundary-
layer height and larger u∗ are both obtained for smaller heterogeneity amplitudes.

Added in PCA discussion: In the literature (e.g. Stoy et al 2013, Eder et al 2015a)
a correlation between friction velocity and energy balance closure has been found: a
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high friction velocity leads to a smaller residual. Typically, a higher friction velocity
is correlated to smaller atmospheric instability, and hence roll-like convection instead
of cellular convection. Maronga and Raasch (2013) found that boundary-layer rolls
“smear out” the surface heterogeneity, leading to an effective surface that looks less
heterogeneous, which has been related to a higher EBR (Mauder et al 2007, Stoy
et al 2013). Therefore a possible cause for the present low correlation of u∗ with
the EBR, could be our range of the stability parameter. For the free convective
cases considered here the stability parameter lies below the range where the friction
velocity has a high correlation with EBR.

Added in conclusions: By means of a control volume approach, we have decom-
posed the modeled surface energy budget to highlight its partitioning, and we have
shown that the modeled energy 20 balance ratio exhibits values that are found in field
experiments. In addition, this approach allows us to investigate the energy balance
closure in two-dimensional complex terrain.

1.3 Technical corrections

• Abstract: there is too much introduction information in this abstract. It is also clear
from it that there is no significant contribution from this work. After improving the
results and conclusion, the abstract should focus more on them.

We suppressed the introductory information in the abstract and focused on the con-
clusions of the article.

New abstract:The imbalance of the surface energy budget in eddy-covariance mea-
surements is still an unsolved problem. A possible cause is the presence of land
surface heterogeneity, which affects the boundary-layer turbulence. To investigate
the impact of surface variables on the partitioning of the energy budget of flux mea-
surements in the surface layer under convective conditions, we set up a systematic
parameter study by means of large-eddy simulation. For the study we use a virtual
control volume approach, which allows the determination of advection by the mean
flow, flux-divergence and storage terms of the energy budget at the virtual measure-
ment site, in addition to the standard turbulent flux. We focus on the heterogeneity
of the surface fluxes and keep the topography flat. The surface fluxes vary locally in
intensity and these patches have different length scales. Intensity and length scales
can vary for the two horizontal dimensions but follow an idealized chessboard pat-
tern. Our main focus lies on surface heterogeneity of the kilometer scale, and one
order of magnitude smaller. For these two length scales, we investigate the average
response of the fluxes at a number of virtual towers, when varying the heterogeneity
length within the length scale and when varying the contrast between the different
patches. For each simulation, virtual measurement towers were positioned at func-
tionally different positions (e.g. downdraft region, updraft region, at border between
domains, etc.). As the storage term is always small, the non-closure is given by the
sum of the advection by the mean flow and the flux-divergence. Remarkably, the
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missing flux can be described by either the advection by the mean flow or the flux-
divergence separately, because the latter two have a high correlation with each other.
For kilometer scale heterogeneity, we notice a clear dependence of the updrafts and
downdrafts on the surface heterogeneity, and likewise, we also see a dependence of
the energy partitioning on the tower location. For the hectometer scale we do not
notice such a clear dependence. Finally, we seek correlators for the energy balance
ratio and the energy residual in the simulations. Besides the expected correlation
with measurable atmospheric quantities such as the friction velocity, boundary-layer
depth and temperature and moisture gradients, we have also found an unexpected
correlation with the temperature difference between sonic temperature and surface
temperature. The correlation with the friction velocity is less pronounced than pre-
viously found, but this is likely due to our concentration on effectively strongly to
freely convective conditions.

• p. 4, l. 17: “we have added a very small moisture flux” why? why not make it zero?

We did not choose to run dry simulations, as it is sometimes viewed as less realistic.
Of course, a simulation with a very small moisture flux approximates the results of
a dry simulation. In any case, we wanted to concentrate on the partitioning of the
sensible heat flux before adding a significant latent heat flux.

• Figure 1: missing unit of color plot (surface heat flux)

It’s in Kms−1 (added)

• Equation (3): a sketch of the fluxes and a figure showing where in the 50 by 50m box
each term is being calculated would be useful.

To avoid copyright issues we prefer to refer to Eder et al (2015).

• p. 7, l. 30: include text: “most towers show the typical underestimation of the
energy balance (i.e., positive energy balance residual)”

Done

• p. 8, l. 12: what is “resp.”?

Respectively.

• p. 8, l. 12, 13: it should be Fig. 3 instead of Fig. 4

Thanks, corrected.

• p. 8, l. 20: opposite slope? They look the same to me...

Yes, but the text is really correct because we have unfortunately made an error while
editing the figures for the approved submission. On demand of reviewer 2 in the
quick submission we had removed some plots, and in this action we accidentally
plotted figure 5 on the location of figure 3 as well (with two times the caption of figure
three, to make matters worse). We updated with the correct figure, where the slope
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is opposite. In the original submission for the quick review we had the correct plot.
The latest figure also has the different markers for each tower type, compared to the
plots in the quick review submission.

• p. 8, l. 31: since you are comparing Fig. 2 with Fig. 4, why not make them one
single plot? It makes it easier to compare.

It might be easier to compare, but we think that the details come out better in two
separate plots.

• Fig. 3 and Fig. 5 are equal, one of them is wrong (I guess it is Fig. 3, based on the
text)

Indeed, see above. In the quick review submission we had the correct figure, which we
repeat for this revised submission (with individual tower markers).

• p. 9, l. 2: Fig. 4 should be Fig. 3

Thanks, corrected.
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