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Reviewer comments in black. Authors response in color. 
 

We thank the reviewer for his careful reading and thoughtful comments.  

We changed the text and a figure accordingly  

 
1. I was encouraged to read in their response to my initial comments that 
the authors had “deleted … the pure radiative equilibrium case”. I was 
disappointed to find that they had not done so. It features prominently in the 
figures and in Table 1, which is the main results table. I maintain my view 
that results from the pure radiative case are of little relevance to any real 
world cases, and the authors have not defended its retention, but continue to 
highlight the results from this case in, for example, the abstract.  
 

In revision, we had indeed deleted the “pure radiative equilibrium case”, 
which is a case without diffusive mixing and with zero dynamical heating (as 
represented in our former figures 4, 5 and 6). We have not deleted, 
however, the “radiative case” with zero mixing and fixed dynamical heating 
which is needed because the differences between the “radiative-diffusive 
case” and the “radiative case” are taken as measure of the importance of 
mixing. The results for the “radiative convective” case (with fixed dynamical 
heating) were additionally included in Figure 8 also because of a 
corresponding request of Reviewer #2. This “radiative, convective” case is 
not included in Table 1, because of the small differences to the “radiative 
diffusive” case, as was explained in the text.  Hence, this comment leaves 
the paper unchanged. 

 
2. My original comment *5:15 seems to have been ignored. The authors say 
they “agree on the facts” but the revised text does not make clear that the 
model includes ONLY a cirrus layer, and no other clouds. (and I apologise if I 
miss it, but the authors have not signposted where they have done so in 
their response) 
 

The comment has not been ignored, but we have not discussed studies with 
a liquid layer cloud (which we had performed) in order not to complicate the 
paper. To clarify, we now changed the introduction and write: “Other clouds 
and aerosols  are not included in this study.”  



 
3. In addition, I consider my comments on *7:10 and 8:6 to have been 
effectively ignored. In response to *7:10 the authors say they “have 
eliminated this discrepancy” but I do not know what this means, as the 
Figures in question remain in the manuscript. For 8:6 I had a specific 
comment on a value in the text which has neither been challenged nor 
corrected and my contention that the text is incorrect remains. The response 
to 12:18 is also somewhat unsatisfactory. The upper tropospheric 
amplification in the CO2 case is not the result of condensation at low 
temperatures, but due to the divergence of moist adiabats at lower altitudes. 
The same can also be true for the contrail case. 
 

The former point *7:10 questioned the assumptions for SZA and albedo 
values used.  

We did not ignore this comment. In fact, we changed the values for cos(SZA) 
from 0.5 to 0.6, now with daytime fraction 0.64, to come closer to mid-
latitude summer mean values, and justified the use of the selected albedo 
value 0.2 by reference to former studies with the same value.  

Any change of SZA and albedo changes the cirrus results in quantitative 
details. But the changes have small effects because the imposed fixed 
dynamical heating changes accordingly. Changes in SZA and albedo have 
zero impact on the ghost forcing results because that is a pure LW forcing. 
Hence, our main conclusion that mixing is important for efficacy, is fully 
independent of the SZA/albedo values assumed. Hence, this comment leaves 
the paper unchanged.  

 

The former point 8.7 questioned the numerical value of the heating rate in 
the lowest model layer. That point was well posed. We had to correct this 
value in the write-up and we did so. Hence, again, this point was not 
ignored.  

 

With respect to 12:18, we wa agree other reasons and, hence, we cannot 
exclude that “the divergence of moist adiabats at lower altitudes” may 
explain differences in the CO2 and contrail responses, but we think that our 
wording in Section 3.2 is cautious enough (“the mixing was likely not strong 



enough to disperse the contrail-induced radiative heating uniformly over the 
troposphere.”) Nevertheless, we now cautioned the Conclusion: Instead of 
“One climate model study (Ponater et al., 2005) indicates …“ , we write “The 
results of one climate model study (Ponater et al., 2005) support …“.  

 

 
4. At line 298, Figure 8 has serious problems and has gone backward since 
the earlier version (when it was Figure 11). The right-hand side of the figure 
purports to show the instantaneous heating rate change due to CO2, but in 
fact the red lines are the contrail heating rates repeated from the left hand 
side. To add to the confusion the caption says that the left hand side is CO2 
and the right hand side is contrails, when it is the other way round.  
 

We agree and thank the reviewer for his remarks.  There was indeed a 
mistake which occurred when we combined the various panels form the 
former figure into one figure during the revision. It is now corrected. Also the 
caption (left/right) is now corrected.  

 

 
5. The discussion surrounding Table 1, the main results table, is confusing. 
As far as I can tell, the values in the table have changed (due to the change 
in insolation parameters) but the text is essentially unchanged and now 
inconsistent. At line 326, it says the contrail RFa is small, but it is no longer 
small, but 0.42 W m-2, and so a substantial fraction of the CO2 value (0.72). 
The same is reported at line 400 and again at line 408 where the SW and LW 
forcings are said to be “nearly cancelling” where they are not. The LW forcing 
is almost double the SW forcing now, and the cancellation is only partial. In 
the radiative-diffusion case, the climate sensitivity for the separate LW and 
SW cases is 0.24 and 0.27 respectively. So while the authors write at lines 
333 and 334 that SW efficacy is larger than the LW efficacy, and this is of 
course correct, perhaps it is as notable that they are so similar, given the 
different signs of the forcing and the different surface atmosphere 
partitioning. At line 405, presumably RFi should be RFa (as efficacies for the 
instantaneous case are never shown) and the following text says there are 
“strong” departures from unity. But they are not actually that strong (the 
efficacy is about 0.75). Part of my point here is that the authors could easily 



be quantitative in the text – “strong departures” is a matter of opinion, and 
citing the actual values would provide a better perspective for the reader to 
judge. 
 

We thank the reviewer for these remarks. The values in the table had been 
changed for the reasons mentioned, but the text did not fully reflect these 
changes. This is now corrected.   

The new text now includes corresponding changes in discussing Table 1 in 
Section 3.2 and corresponding changes in the Conclusions.   

 
6. The two sentences at line 402 are misleading. The “zero mixing case” (by 
which the authors mean the radiation-only case) is not a credible real-world 
case and hence the deduction from this case that the temperature sensitivity 
could be negative is beyond speculative, on the evidence presented. This 
issue is also present in the abstract at line 20, where it refers to a “low 
mixing case”, even though the text only ever shows that a cooling occurs for 
a “no mixing case”. I am not sure why the abstract doesn’t focus on the 
diffusive case, which is more realistic. One could easily interpret the results 
as showing that the difference in efficacies between the CO2 and contrail 
cases are really rather small, given the quite different nature of the forcings, 
and perhaps by being quantitative in the abstract it would allow the readers 
to make their own minds up, instead of being left with a potentially 
misleading impression.  
 

These are again valuable remarks.  

Please note that the Conclusion already contained the following sentences:  
“Hence, though our study shows the principle importance of mixing for 
climate sensitivity to contrails, we cannot say how important mixing is for 
real world cases quantitatively. Ultimately, this requires careful simulations 
with a comprehensive climate model.” 

Nevertheless, we changed the Conclusion section slightly in the sense as 
suggested: We changed and added two sentences:  

“Hence, in such an extreme case, the temperature sensitivity could be 
negative. In the analyzed case without mixing, the LW and SW a values 
differ by a factor of 4.4 but only by 10 % with diffusive mixing.” 



In the abstract, the ”For low mixing conditions, …“ has been replaced by “For 
zero mixing, …” to make clear that this is a theoretical limiting case: We 
think that we have addressed the reviewers’s concerns this way. 

 
7. In passing I note that the new text focuses on the mid-latitude summer 
continental case, while also maintaining that the timescales for mixing are 
determined by large-scale eddies. I have struggled to find anything 
quantitative to challenge this statement, but some care is needed. During 
summer in mid-latitude continental regions, my guess is that convective heat 
transport is at least competitive with the vertical heat transport from large 
scale eddies, and may even be larger. 

For the present study, any details of how the mixing is accomplished are of 
minor importance. Important are the differences between cases without and 
with mixing. We agree: Convective heat transport may be competitive with 
the vertical heat transport from large scale eddies. But to quantify the 
relative importance of various mixing mechanisms would requires a climate 
model including all these transports. In a sense, the reviewer now supports 
our conclusion that mixing is important for climate sensitivity. – No text 
change.   
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Abstract. Earth’s surface temperature sensitivity to radiative forcing (RF) by contrail cirrus and the related RF efficacy 

relative to CO2 are investigated in a one-dimensional idealized model of the atmosphere. The model includes energy 

transport by shortwave (SW) and longwave (LW) radiation and by mixing in an otherwise fixed reference atmosphere (no 

other feedbacks). Mixing includes convective adjustment and turbulent diffusion, where the latter is related to the vertical 10 

component of mixing by large-scale eddies. The conceptual study shows that the surface temperature sensitivity to given 

contrail RF depends strongly on the time scales of energy transport by mixing and radiation. The time scales are derived for 

steady layered heating (ghost-forcing) and for a transient contrail cirrus case. The radiative time scales are shortest at the 

surface and shorter in the troposphere than in the mid-stratosphere. Without mixing, a large part of the energy induced into 

the upper troposphere by radiation due to contrails or similar disturbances gets lost to space before it can contribute to 15 

surface warming. Because of the different radiative forcing at the surface and at top of atmosphere (TOA) and different 

radiative heating rate profiles in the troposphere, the local surface-temperature sensitivity to stratosphere-adjusted RF is 

larger for SW than for LW contrail forcing. Without mixing, the surface energy budget is more important for surface 

warming than the TOA budget. Hence, surface warming by contrails is smaller than suggested by the net RF at TOA. Under 

For lowzero mixing conditions, cooling by contrails cannot be excluded. This may in part explain low efficacy values for 20 

contrails found in previous global circulation model studies. Possible implications of this study are discussed. Since the 

results of this study are model dependent, they should be tested with a comprehensive climate model in the future.  
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1 Introduction 

Contrails are similar to upper tropospheric ice clouds (cirrus) which tend to warm the troposphere by reducing outgoing 

longwave (LW) terrestrial radiation and cool by enhancing shortwave (SW) solar radiation backscattering (Stephens and 

Webster, 1981; Liou, 1986; Sinha and Shine, 1994; Chen et al., 2000; Schumann and Heymsfield, 2017). For low optical 
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thickness, the net cloud radiative forcing (RF) from cirrus is often positive at top of the atmosphere (TOA) but negative at 30 

the surface (Ackerman et al., 1988; Stackhouse and Stephens, 1991; Fu and Liou, 1993; Jensen et al., 1994; Rossow and 

Zhang, 1995; Meerkötter et al., 1999; Kvalevåg and Myhre, 2007; Dietmüller et al., 2008; Lee et al., 2009b; Allan, 2011; 

Berry and Mace, 2014; Hong et al., 2016). For well mixed greenhouse gases, a positive RF implies a global warming (Shine 

et al., 1994; Hansen et al., 1997a). However, cirrus induces a radiative heat source profile which tends to warm the upper 

troposphere but may cool the surface (Liou, 1986). Heat induced by radiation in the upper troposphere must be transported 35 

downwards to contribute to surface warming, e.g., by convective, baroclinic and other dynamical mixing processes (Manabe 

and Wetherald, 1967; Stone, 1973; Vallis, 2006). Hence, the question whether cirrus clouds cool or warm the Earth’s surface 

cannot be simply answered from studies of radiative flux changes alone.  

The sensitivity of surface temperature to contrail cirrus changes is of relevance with respect to aviation climate impact 

(Lee et al., 2009a; Boucher et al., 2013; Lund et al., 2017). Long-lived contrails of significant optical thickness (>0.1) are 40 

estimated to cover about 0.2 - 0.5 % of the Earth, with higher values in northern mid-latitudes (Minnis et al., 2013; 

Schumann et al., 2015; Bock and Burkhardt, 2016). Early studies expected a regional surface cooling from contrails 

(Reinking, 1968). Later, a hemispheric atmosphere warming by contrails was derived from models (Liou et al., 1990). A 

special report on Global Aviation of the Intergovernmental Panel on Climate Change (IPCC) (Penner et al., 1999) concluded 

in 1999: “Contrails tend to warm the Earth’s surface, similar to high clouds”. Observational evidence for contrail-warming is 45 

missing because the expected changes are small, not well correlated with contrail cover, and observed changes may have 

many causes (Minnis, 2005). Contrail RF contributions depend on many contrail and Earth-atmosphere system properties 

(Meerkötter et al., 1999; Minnis et al., 1999; Myhre and Stordal, 2001; Schumann et al., 2012). Contrails are composed of 

relatively small and aspherical ice particles (Gayet et al., 2012). Hence, contrails may favor the albedo cooling over the 

greenhouse warming effect (Fu and Liou, 1993; Strauss et al., 1997; Wyser and Ström, 1998; Zhang et al., 1999; Marquart et 50 

al., 2003; Wendisch et al., 2005; Markowicz and Witek, 2011; Bi and Yang, 2017). Contrail contributions to TOA cloud 

forcings have been derived from observations (Schumann and Graf, 2013; Spangenberg et al., 2013; Vázquez-Navarro et al., 

2015). Most traffic occurs during daytime causing contrails with higher SW fraction. The global mean positive LW and 

negative SW parts may be nearly cancelling each other with a small positive net RF at TOA. Local increases in LW fluxes 

below contrails are hardly measurable because tropospheric water vapor shields the surface partly from contrail-induced LW 55 

flux changes (Kuhn, 1970). Local reductions in SW fluxes are well observable at the surface (Khvorostyanov and Sassen, 

1998; Haywood et al., 2009; Weihs et al., 2015). Hence, contrails may have the potential to cool (Sassen, 1997).  

The global mean equilibrium change of near-surface air temperature is often approximated by Ts =  RF as a function 

of the net downward flux change RF at the tropopause and a “climate sensitivity parameter”  (Houghton et al., 1990).  is 

similar to the planetary temperature sensitivity parameter p to changes in solar irradiance (Stephens, 2005), p = [1/(4  Ts
3 60 

)] (Ts/Tp)
3 [dTs/dTp]. Here  is the Stefan–Boltzmann constant, Ts is the surface temperature, and Tp is the effective 

temperature of planetary infrared emissions,  Tp
4  S0 (1-a)/4, with solar irradiance S0  1360 W m-2 and Earth albedo a  
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0.3. Hence, p  0.267 K W-1 m2 for [dTs/dTp] = 1. The feedback factor [dTs/dTp] differs from one depending on the various 

forcing types (Stephens, 2005; Bony et al., 2006; Stevens and Bony, 2013). Therefore,  is not a universal constant (Forster 

et al., 1997; Joshi et al., 2003; Stuber et al., 2005). The “efficacy” e= c/CO2, i.e., the ratio of climate sensitivities c for non-65 

CO2 disturbances and CO2 for a given change in CO2, generally differs from one (Hansen et al., 2005). Various alternative 

RF definitions have been suggested to improve the link to climate sensitivity (Boucher et al., 2013; Myhre et al., 2013). The 

instantaneous RFi is the RF for a fixed atmosphere. The adjusted RFa is the RF after thermal relaxation of the stratosphere to 

the disturbance (Houghton et al., 1990; Stuber et al., 2001). The effective RFs is the RF after adjustment of the atmosphere to 

disturbances for constant (ocean) surface temperature (Rotstayn and Penner, 2001; Hansen et al., 2002; Shine et al., 2003).  70 

Since air traffic is projected to continue to increase for many decades, it is important to know the climate impact of 

contrails accurately (Lee et al., 2009a). Various models to represent contrails in three-dimensional atmospheric global 

circulation models have been developed (Ponater et al., 1996; Rind et al., 2000; Ponater et al., 2002; Marquart et al., 2003; 

Rap et al., 2010b; Burkhardt and Kärcher, 2011; Jacobson et al., 2011; Olivié et al., 2012; Chen and Gettelman, 2013; 

Schumann et al., 2015; Bock and Burkhardt, 2016), with different treatments of traffic, subgrid scale contrail formation and 75 

optical properties. Some of these models were run with atmosphere-ocean coupling (Rind et al., 2000; Ponater et al., 2005; 

Rap et al., 2010a; Huszar et al., 2013; Jacobson et al., 2013). The contrail climate effects are expensive to compute because 

they are small compared to the interannual variability (“climate noise”) in climate models (Ponater et al., 1996; Hansen et 

al., 1997b), so most studies used by factor 10 to 100 increased disturbances. All these model studies suggest a mean global 

warming from contrails. The contrail efficacy has been computed in a few studies, with results varying from 0.3 to 1 80 

(Hansen et al., 2005; Ponater et al., 2005; Rap et al., 2010a).  

The classical RF concept assumes that the surface temperature response follows the TOA energy budget change 

(Schneider and Dickinson, 1974; Dickinson, 1982). This requires that the energy induced by the disturbance gets well mixed 

globally within the troposphere and down to the surface. In order to be effective for a long-term ocean warming, the mixing 

has to occur at time scales fast compared to the time scale of heat loss from the atmosphere to space by radiation. 85 

Temperature profile disturbances within the atmosphere relax by thermal relaxation with time scales which are of order 

hours to months depending, among others, on altitude, vertical disturbance scales, and mixing (Manabe and Strickler, 1964; 

Zhu, 1993). Mainly because of denser air traffic, most contrails occur at mid-latitudes. At mid-latitudes, mixing is mainly 

driven by baroclinic instability in the stably stratified, rotating atmosphere, also depending on moisture, leading to large-

scale eddies transporting heat from the tropics poleward and upward (Stone, 1973). The baroclinic mixing occurs at time 90 

scales of several days (Vallis, 2006). Hence, mixing at mid-latitudes is slower than in convective parts of the tropics where 

deep convection in clouds causes fast vertical heat transport (Wetherald and Manabe, 1975). Again because of denser traffic, 

contrails occur mainly over land. It is not sure that the heat induced radiatively by contrails in the troposphere over land 

reaches the ocean by horizontal advection and downward mixing before getting lost to space by radiation.  
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In this conceptual study, we investigate changes in temperature from additional thin cirrus (contrails) at mid-latitudes in 95 

a radiative-mixing model where the vertical mixing may result from deep convection, from the large-scale circulation, and 

from turbulent diffusion. For better understanding, the model is run without climate system changes (“feedbacks”; Manabe 

and Wetherald (1967)) except thermal relaxation by radiation and mixing. The model is run with highly idealized surface 

conditions (to minimize the number of free parameters), including constant temperature and zero net vertical heat flux at the 

surface (“adiabatic surface”) as bounding extremes. Instead of investigating the approach to equilibrium with ocean 100 

coupling, we simulate the equilibrium atmosphere without heat exchange to an underlying compartment. The disturbances 

considered are small and, hence, change the reference atmosphere only slightly. For this reason the model is run with fixed 

dynamical heating, simulating the heat sources, e.g., from horizontal heat advection, as required for a steady-state reference 

atmosphere (Strauss et al., 1997). The optical properties of cirrus are essential for its radiative forcing (Fu, 1996; Myhre et 

al., 2009; Yang et al., 2015), but for this study, the cirrus is just a source of SW and LW radiation flux-profile changes with 105 

cloud-radiation interaction details of secondary relevance. Also, aerosol effectsOther clouds and aerosols  are not included in 

this study. The method is described in Section 2. Section 3 presents the results. Section 3.1 shows the responses of an 

idealized atmosphere to prescribed heating, so-called “ghost forcing”. This part will point out the importance of the vertical 

distribution of the radiative heat sources and vertical mixing. The thermal response to a prescribed contrail cirrus layer is 

studied in Section 3.2. We separate the temperature responses to SW and LW radiative disturbances by contrails and refer 110 

correspondingly to “SW cirrus” (similar to layer of small and non-absorbing particles) and “LW cirrus” (similar to a strong 

greenhouse gas layer). For constant atmosphere, the sum of SW and LW RF from these cirrus versions is the same as the net 

RF. This part will show different temperature responses to SW and LW radiative forcing. A study of thermal relaxation 

times for contrail cirrus will show up some consequences of temporally and spatially variable contrails. For comparison and 

for computation of efficacies for contrails relative to CO2, we run the same model for changed CO2. Finally, Section 4 115 

summarizes the approach, the results, and the limitations, and mentions some implications.  

2 Radiative-convective-diffusive mixing model 

This study uses a one-dimensional radiative-mixing model of the atmosphere with prescribed composition and clouds, 

following traditional approaches (Möller and Manabe, 1961; Manabe and Strickler, 1964) with turbulent fluxes as in 

Ramanathan and Coakley (1978).  120 

The model is integrated step-wise in time until steady state. It computes the temperature profile T(z,t) versus altitude z 

and time t as induced by radiative and turbulent heat transports, based on the heat budget:  
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Here,  and cp are air density and isobaric specific heat capacity, FR is the net radiative flux (sum of upward and 

downward SW and LW fluxes), FT is the turbulent heat flux,  is a prescribed threshold lapse rate, and =(t,z) is a turbulent 125 

diffusivity selected to approximate diffusive mixing (constant ) or convective adjustment (large  in case of unstable 

stratification), as explained below. For contrails and for other small disturbances we compute the temperature change profile 

T(t,z) = T(t,z)-T0(z) in a given reference atmosphere with temperature profile T0(z), i.e., we run the model with “fixed 

dynamical heating” Q0. Here, Q0 = (FR + FT )/z is the divergence of the total flux for T = T0, so that the undisturbed 

reference atmosphere is steady. Fixed dynamical heating is commonly used for stratospheric adjustment (Ramanathan and 130 

Dickinson, 1979; Forster et al., 1997; Myhre et al., 1998). Here we use fixed dynamical heating to study the atmosphere 

response for a given reference atmosphere to small disturbances (Strauss et al., 1997).  

The radiative flux FR is computed with an efficient delta-Eddington two-stream solver using libRadtran (Mayer and 

Kylling, 2005; Emde et al., 2016) which is a common solver for climate model applications. Tests with the more accurate 

discrete ordinate solver DISORT (Stamnes et al., 1998) show flux differences relative to the two-stream solver of about 10 135 

%, mainly in the LW range. Radiation absorption by gases (H2O, CO2, O3, etc.) is calculated with correlated-k distributions 

for SW (0.2 - 4 m) and LW radiation (4 - 70 m) from Fu and Liou (1992). An alternative SW absorption model from 

Kato et al. (1999) induces flux differences small compared to those between the two solvers. The model includes a cirrus 

layer of hexagonal ice crystals with optical properties from Fu (1996) and Fu et al. (1998).  

The turbulent flux FT is approximated as a function of a linearized potential temperature gradient dT/dz- including the 140 

prescribed lapse rate , and diffusivity  (Ramanathan and Coakley, 1978; Liou and Ou, 1983). The inclusion of  makes 

sure that an atmosphere under threshold conditions with dT/dz = - experiences zero turbulent fluxes. The diffusivity  is set 

to zero in the stratosphere and to a constant = 100 m2 s-1 in the troposphere for simulation of diffusive mixing in this study. 

Liou and Ou (1983) used values up to 200 m2 s-1 to simulate cirrus in the tropical atmosphere. The diffusivity  causes 

vertical mixing in the troposphere with time scales Lv
2/ depending on vertical scales Lv of temperature changes, about 10 d 145 

for mixing over the whole troposphere (Lv  10 km) and about 3 h for a layer of 1 km depth. Stone (1973) estimates the 

effective diffusivity H for horizontal mixing by large-scale eddies to be at least 106 m2 s-1. For similar time scales, the 

diffusivity  for vertical mixing should be related to H by the square of the ratio of vertical to horizontal length scales. The 

length scale ratio can be estimated from geostrophic equilibrium, Lv/LH f/N where f and N are the Coriolis and the Brunt-

Väisälä frequencies (Vallis, 2006). For typical mid-latitude and tropospheric values (f= 10-4 s-1, N= 0.01 s-1) one obtains   150 

(LV/LH)2 H 100 m2 s-1. These are, of course, order of magnitude estimates.  

Various methods have been used in the past for “convective adjustment”, i.e., enforcement of the lapse rate below a 

given threshold of, e.g.,  = 6.5 K km-1 (Manabe and Strickler, 1964; Ramanathan and Coakley, 1978). Here, we increase the 

diffusivities by the factor 100 (2/) atan(), with = max[0,-(+dT/dz)/t], allowing for a small departure of -dT/dz from the 

threshold lapse rate  by setting t to 0.1 K km-1. This causes rapid convective adjustment at timescales shorter than one time 155 
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step (6 h) and avoids spurious numerical oscillations from the on/off behavior of convection near threshold conditions. The 

method provides a well-defined turbulent flux, avoids iterations, is numerically stable, and conserves thermal energy.  

The numerical scheme uses a non-uniform grid in z with model TOA at 60 km with 100 grid cells vertically. High 

vertical resolution is necessary to resolve the local flux changes caused by thin cloud layers. The lowest layer is centered at 

25 m, the highest at 57.5 km, about 0.3 hPa; the grid spacing is z = 250 m between 0.25 and 19 km height. The radiative 160 

solver gets the air temperature and composition at grid centers together with the surface temperature as input and returns the 

fluxes at the grid cell boundaries as output. This staggering avoids 2-z-wave artefacts. Diffusive fluxes are computed 

implicitly with a tridiagonal Gaussian solver based on the temperatures at the next time step. Pressure is recomputed after 

each change in temperature as a function of altitude for air as ideal gas assuming hydrostatic equilibrium for given 

gravitational acceleration and surface pressure (1013 hPa). The tropopause is defined by the lowest grid interface with dT/dz 165 

> -2 K km-1.  

Initial conditions prescribe temperature and composition profiles for the mid-latitude summer standard atmosphere 

without aerosols (Anderson et al., 1986), see Figure 1. Surface albedo (A = 0.2), solar zenith angle (cos(SZA) = 0.6, 

SZA=53°) and daytime fraction (0.64) are selected for mid-latitude summer conditions similar to other contrail studies 

(Meerkötter et al., 1999; Myhre et al., 2009). The 24-h mean TOA fluxes for these conditions are 525, 101 and 298 W m-2 170 

for incident solar, reflected solar, and outgoing longwave radiation, respectively. The dynamical heating Q0 required to keep 

the mid-latitude summer atmosphere at steady state is shown in Figure 1.  

Boundary conditions prescribe either fixed surface temperature or an adiabatic boundary. An adiabatic boundary is 

implemented by setting FR+FT= 0 at the surface. This flux is used when computing the heating rate in the lowest model layer. 

An adiabatic surface implies zero surface heat capacity and zero total flux between the atmosphere above and the 175 

compartment below the surface. This condition also simulates an atmosphere in thermal equilibrium with the lower 

compartment (ocean, ice, etc.). In this study, the surface temperature is set equal to the air temperature Ts in the lowest 

model layer, implying rapid energy exchange between the surface and the lowest air layer. The code runs stably with 6-h 

time steps for all applications in this paper.  

The atmosphere responds to the radiative heating with changes of temperature, see Eq. (1), until the sum of the changed 180 

radiative and turbulent fluxes approach a vertically constant value. For constant surface temperature the fluxes stay non-zero. 

Over an adiabatic surface, the fluxes approach zero at all heights. During integration, we monitor the net vertical flux at all 

relevant altitudes (during stratospheric adjustment only in the stratosphere). The integration is performed until the maximum 

deviation of the flux values from the mean at all these altitudes is <0.3 % of the maximum instantaneous flux value.  

RF is computed from the difference between the net total fluxes in model solutions with and without the disturbance. 185 

The sign of RF is defined such that positive values imply a warming of the Earth-troposphere system. The instantaneous (i), 

stratospheric adjusted (a), and the effective (s) forcing is computed from three model runs with different boundary 

conditions. RFi is the flux change for fixed atmosphere; it varies with height. RFa is the flux change at the tropopause after 
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the stratosphere temperature has adjusted to the disturbance for fixed troposphere; it is constant throughout the stratosphere. 

The effective RFs is the flux change at the tropopause after reaching equilibrium in the entire atmosphere with fixed Ts. Here, 190 

the total flux is vertically constant. Finally the equilibrium response is computed for an adiabatic surface for which the total 

flux change is zero at all levels.  

The method has been tested with the mentioned alternative solvers and molecular absorption models by comparison of 

the daily mean and the time dependent instantaneous SW and LW RF values of a contrail layer with results from earlier 

studies (Meerkötter et al., 1999); see Figure 2 and Figure 3. For zero dynamical heating, the code reproduces the approach to 195 

radiative equilibrium in the atmosphere as in Manabe and Strickler (1964). For a doubled CO2 mixing ratio (from 300 to 600 

mol mol-1), the model computes a temperature change of 1.1 K without feedbacks, similar to previous results (Hansen et al., 

1981).  

3 Results and Discussions 

3.1 Temperature response to prescribed heating at various altitude levels 200 

In order to understand air and surface temperature responses to heating at various altitudes, we follow the “ghost” forcing 

concept of Hansen et al. (1997a). The ghost forcing is a prescribed additive flux change causing a constant heating rate in an 

altitude interval. The heating causes temperature changes until reaching equilibrium in which the changed fluxes balance the 

ghost forcing. Eleven simulations are performed with a prescribed flux change of 1 W m-2. One simulation is run for a flux 

change in the lowest model layer above the surface, and ten for flux changes in subsequent 100-hPa pressure intervals 205 

between the surface and TOA. The imposed change in net flux is zero at the surface, without direct impact on surface 

heating, and decreases linearly from 0 to -1 W m-2 within the heated atmosphere interval. Above the heated layer, the flux 

change is constant so that RFi = 1 W m-2 at TOA. Because of equal masses, the heating rate H= g (Fr/p)/cp = 0.083 K d-1 is 

constant in the respective 100-hPa intervals, but 0.24 K d-1 in the thinner lowest layer for surface ghost forcing. Figure 4 

shows, for example, the heating profile for forcing between 600 - 700 hPa. Figure 5 shows the initial and final flux profiles 210 

versus height for the disturbances considered in this paper. We find that the flux in equilibrium over a constant-temperature 

surface is in between the initial instantaneous flux values at the tropopause and at the surface.  

Figure 6 shows the steady-state temperature profiles versus pressure-altitude in response to the 11 ghost forcings and for 

three different versions of vertical mixing; a “radiative case” with zero turbulent fluxes, a “radiative-convective case” with 

radiative transports and turbulent mixing in unstably stratified layers, and a “radiative-diffusive case” with radiative transport 215 

and mixing by constant diffusivity in the troposphere and zero diffusivity in the stratosphere. In the radiative case, the 

temperature change profiles are similar to vertically smoothed heating rates Here, radiation causes the energy exchange 

between neighboring layers and between the air layers and the surface (Stephens, 1984; Goody and Yung, 1989). The 

atmosphere and the surface also emit energy directly to space. Even for ghost forcing at the surface, the lowest air layer gets 
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warmer than the surface because the warm black surface emits radiation to space more efficiently in the partially transparent 220 

thermal infrared window between 8 and 13 m wavelengths while the air layer’s emissivity is lower in this spectral range. In 

the lower stratosphere, the temperature increase required to balance the ghost forcing is far higher than in the troposphere 

because of lower emissivity and lower temperature. Turbulent mixing smoothes the profiles further, as expected. Because of 

stable stratification in the mid-latitude reference atmosphere, convective mixing occurs only in the upper troposphere where 

the ghost heating is strong enough to cause local instability.  225 

Figure 7a shows the surface temperature change Ts as a function of the height of the heated layer. As expected, Ts is 

maximum for ghost forcing directly at the surface, Ts = 0.37 K. Above the surface, Ts decreases with the height of the 

heated layer. So, the ghost forcing efficiency in heating the surface by radiation transfer decreases with layer height. For 

diffusive mixing, Ts is smaller (0.26 K) and stays close to constant within the whole troposphere. For comparison, Hansen 

et al. (1997a) (their Table 4 and Fig. 8a) use a coarse-resolution global circulation model and report a vertically nearly 230 

constant Ts for fixed clouds, with Ts = 0.29 K when normalized to the same forcing. Apparently their model simulated 

strong vertical mixing. Small differences were to be expected because of, e.g., different atmospheres.  

Figure 7c shows the thermal relaxation time scale tR =T/H (in units of days) computed from the steady-state layer-

mean temperature change T in the heated layers at various levels and the corresponding heating rate H. For the radiative 

case, tR is 0.45 d near the surface (and smaller for thinner surface air layers), 6.6 d in the first 100 hPa layer, 11 d in the 235 

upper troposphere, 30 d in the tropopause region between 100 and 200 hPa, and 23 d in the top 100-hPa layer. For layers 

with 200 hPa depth instead of 100 hPa, the heating response is smoother, causing about 50 % larger time scales. Hence, as 

expected (Goody and Yung, 1989), the sensitivity to layer depth is less than linear. Radiation causes nonlocal energy 

transfer, different from diffusion processes for which the sensitivity to layer depth would be quadratic. The smaller time 

scales in the lowest layers are again a consequence of effective radiation emission via the surface. The relaxation times in the 240 

highest layer are lower than in the second highest layer, because of stronger heat loss from the middle atmosphere to space 

(Zhu, 1993). As expected, mixing reduces the layer warming and the related time scales. Mixing in the troposphere also 

reduces stratospheric time scales by enhanced heat exchange with and within the troposphere, and enhanced heat loss from 

the surface to space. With the diffusive mixing, the thermal relaxation times for heating in the troposphere approach a low 

and vertically constant value of about 3.2 d. For an atmosphere in which the adiabatic surface is replaced by a constant 245 

temperature surface, the time scale tR is zero at the surface; tR reduces by 34 % in the first 100-hPa layer, and by 12 % in the 

second layer, with smaller changes at higher levels. In the diffusive case, because of combined transport by radiation and 

mixing, heat has a lower residence time than a passive tracer with similar source location and constant concentration at the 

Earth’s surface. For comparison, passive aircraft emissions may well exceed one month atmospheric residence time when 

emitted into the lower stratosphere (Forster et al., 2003) but reach ground within less than about a week when emitted in the 250 

mid troposphere (Danilin et al., 1998).  
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Figure 7b and e show the adjusted and effective RFa and RFs versus the height of the heated layer. RFa equals RFi = 1 

W m-2, regardless of the layer height as long as the heated layer is fully below the tropopause (Hansen et al., 1997a). The 

ratio RFs/RFi measures the fraction of heat that warms the compartment below the surface after the air temperature has 

adjusted to the induced heat disturbance. RFs/RFi is largest for heating near the surface: 0.80 without diffusive mixing. 255 

Hence, after fast adjustment, when the troposphere has reached its higher steady-state temperature, about 80 % of the input 

heat heats the compartment below the Earth’s surface (e.g., ocean) and 20 % of the heat radiates out to space. For heating 

near the tropopause, about 95 % of the heat leaves to space. For strong vertical mixing, RFs/RFi is about 60 % and vertically 

nearly uniform. Hence, even with strong mixing, 40 % of the ghost heating radiates directly to space.  

Finally, Figure 7d and f show a and s, the sensitivity parameters of Ts to RFa and RFs. For heating at the surface, a 260 

= 0.37 K W-1 m2. This value is larger than the planetary sensitivity (0.27 K W-1 m2, without feedbacks) because the 

atmosphere reduces heat losses from the surface. Without diffusive mixing, the values of a decrease strongly with height, 

because heating at higher levels is less efficient in radiative surface warming. With diffusive mixing, a approaches a 

constant because the heating is distributed quickly over the troposphere regardless of the layer height. In contrast, the value 

of s is close to a constant because RFs already accounts for the fast temperature profile adjustment. Therefore, as expected 265 

(Shine et al., 2003), RFs is a better measure for surface temperature change than RFa.  

Since ghost forcings change the temperature, they affect LW radiation. The changes depend solely on the temperature 

profile of the reference atmosphere and the infrared optical properties of the atmosphere and the surface. The solar irradiance 

is unimportant for fixed dynamical heating. The model response is quasi linear in the magnitude of the disturbances for fixed 

mixing properties as long as the temperature changes are small compared to absolute temperature. To illustrate the quasi 270 

linearity, we tested the model with ghost forcing increased from 1 W m-2 to 4 W m-2. The values of tR for ghost forcing at the 

surface. e.g., get reduced by up to 0.5 % to 5.7 % for this change, for the three cases, with largest changes for the radiative-

convective case. For s, the values range from 0.6 % to 1.2%. Further tests have shown that the basic altitude dependence in 

the sensitivity to ghost forcing exists also for zero dynamical heating.  

We applied the model also for atmospheres with an additional cirrus layer in the upper troposphere, with increased 275 

humidity, with increased absolute humidity keeping the relative humidity constant, with increased CO2, and for other 

standard atmospheres. All these changes cause changed tR, RFs, and temperature sensitivity s values. Clouds of sufficient 

optical depth above the heated layers reduce the heat loss to space notably. A uniformly higher humidity in the atmosphere 

enhances the infrared layer emissivity, causing stronger local cooling from a ghost layer to space; it also increases the optical 

thickness between the layer and the surface, reducing surface temperature changes. This is no contradiction to the fact that 280 

increases in stratospheric water vapor (and CO2) act to cool the stratosphere but to warm the troposphere (Manabe and 

Wetherald, 1967; Shine and Sinha, 1991; Solomon et al., 2010). In the more humid tropics with higher and colder 

tropopause, the relaxation time scales are about 20 % smaller than at mid-latitudes. The response to changes for fixed 

relative humidity helps to understand climate change feedbacks (Manabe and Wetherald, 1967), but requires a more 
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extensive model to be realistic. For an atmosphere with doubled CO2, the changes are qualitatively similar to increased H2O, 285 

but of smaller magnitude. High and thick clouds are far more efficient in changing the radiative relaxation time scales in the 

troposphere than added H2O or CO2.  

3.2 Contrail cirrus in comparison to CO2 

In this section we consider the temperature changes induced by a contrail cirrus example, a thin homogenous cirrus layer at 

10 to 11 km altitude, with 3 % coverage (typical for mid-latitude contrails) in an otherwise fixed Earth-atmosphere system. 290 

The ice water content of the cirrus is adjusted to an optical thickness  = 0.3 at 550 nm wavelength, and the effective radius 

of the hexagonal ice particles in this model is set to 20 m, typical for aged contrails (Minnis et al., 2013; Schumann et al., 

2017). At TOA, the net instantaneous RF is positive while the net surface RFi is negative, consistent with earlier results (see 

Figure 2). For comparison, we also consider a 10 % increase in CO2 (360 to 396 mol mol-1) in the same model. Figure 4 

and Figure 5 show the instantaneous radiative flux changes and the corresponding heating rates for added SW, LW and 295 

“normal” (SW+LW) contrail cirrus and for increased CO2. Figure 8 shows the steady-state temperature response to the 

radiative disturbance for the three cirrus cases and CO2.  

For contrail cirrus, Figure 8, we see strongly different temperature responses in the net, SW and LW versions. The SW 

contrail causes a slight warming inside the cirrus layer by solar radiation absorption (Stackhouse and Stephens, 1991). The 

main SW effect is a cooling of the lower troposphere culminating at the Earth’s surface. The LW contrail enhances infrared 300 

absorption inside the layer and slightly warms the troposphere below by emission from the contrail. In addition, the LW 

contrail enhances the radiation energy budget at the Earth’s surface, causing a slight warming, but the SW cooling 

dominates. In the radiative case, the temperature change is positive in the upper troposphere and negative near the surface. 

Convective mixing occurs for this atmosphere, with fixed dynamical heating, only in the upper troposphere where the 

contrail heating causes unstable stratification. The diffusive mixing distributes the heat nearly uniformly over the 305 

troposphere. Without such mixing, the heat induced radiatively by the contrail in the upper troposphere is inefficient in 

heating the surface. 

The CO2 case shows tropospheric warming as expected (Ramanathan and Coakley, 1978; Manabe and Stouffer, 1980; 

Ogura et al., 2014). The initial heating, mainly from LW radiation, is positive but small (<0.022 K d-1) in the troposphere and 

negative in the upper stratosphere with far larger magnitude (-0.6 K d-1 at 60 km). Enhanced CO2 not only heats the 310 

troposphere, it also increases the downwelling LW flux reaching the surface. For the given atmospheres and disturbances, 

convective adjustment occurs only in the middle and in the upper troposphere; the other parts remain stably stratified. The 

literature shows a range of results for CO2-induced heating rates (Collins et al., 2006; Dietmüller et al., 2016). The larger 

global mean upper tropospheric temperature response in climate models (Hansen et al., 1997a) results from amplification by 

various feedbacks not included in this model. Global models often show a rather smooth profile of temperature increase in 315 

the troposphere, likely because of strong mixing. At high latitudes, reduced vertical mixing under stably stratified conditions, 
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besides sea ice albedo changes, is known to cause enhanced LW warming at the surface from increased CO2 (Wetherald and 

Manabe, 1975).  

Table 1 lists the values for RFi (at TP, TOA, and surface), RFa and RFs at the TP, Ts, and related a, s and efficacy 

values ea, es, with respect to the CO2 disturbance, for the radiative and diffusive cases. The instantaneous and stratospheric 320 

adjusted values apply to fixed troposphere and are, hence, independent of tropospheric mixing. The results for the radiative-

convective case are close to the radiative case and not shown, therefore. 

For CO2, RFi is positive throughout the atmosphere. RFa at the tropopause is in between the RFi values at TOA and at 

the tropopause, consistent with earlier results (Stuber et al., 2001; Dietmüller et al., 2016). The effective RFs for fixed 

climate system is in between the RFi values at the tropopause and at the surface.  325 

For contrail cirrus, Table 1 shows that the net RFa is small andabout half the value of the LW contribution but still 

positive in spite of SW cooling. The value of RFa is  not much different from RFi, consistent with Dietmüller et al. (2016). 

The RFs values differ strongly from RFa, even with different sign in the radiative case without diffusive mixing. For SW and 

LW cirrus separately, the ratio RFs/RFi,TOA increases strongly for diffusive mixing, e.g., from 0.23 to 0.92 for LW cirrus. At 

steady state, more and more of the heat induced radiatively by the cirrus reaches the surface and less leaves to space for 330 

increased mixing. The temperature sensitivity s is about 40 % smaller with the mixing. Surface heating (or cooling) is more 

efficient in heating the underlying compartment (larger RFs/RFi) than upper tropospheric heating. For the LW+SW contrail, 

the SW and LW results for RF and temperature add linearly. However, the sensitivities and efficacies change nonlinearly 

because they are ratios of RF and Ts values. Based on RFa, the efficacy of SW contrail cirrus is larger than for LW contrail 

cirrus. Hence, efficacies derived from stratosphere-adjusted RF depend on the heating profiles and on the mixing in the 335 

troposphere. Based on RFs, the efficacies for SW and LW contrail cirrus are close to unity. They are all close to one, because 

the cloud and the CO2 changes considered are small disturbances of the same climate system and the modelled climate 

systems remain similar also after fast adjustments in these model cases.  

The thin contrail cirrus changes the thermal relaxation properties of the atmosphere only little. It would require a 

contrail cirrus with optical depth of order one and 100 % cover to cause strong changes of the heat losses to space. Hence, 340 

the insight gained for ghost forcing, consistent with Hansen et al. (1997a), helps to understand the temperature changes 

induced by radiative heating from contrails. For weak mixing, Ts is highly sensitive to the altitude in which the cirrus 

heating is induced. Also the dependence of  on mixing and the usefulness of effective RFs to estimate Ts with nearly 

constant s found for ghost forcing, apply similarly for cirrus. Similar efficacies can be expected only for similar 

atmospheres and sufficient vertical mixing. In all cases, we find that the effective RFs is in between RFi at the tropopause and 345 

at the surface. This finding may be helpful for estimating RFs for given instantaneous RF.  

Different from ghost forcing, the contrails change the optical properties not only in the infrared but also in the solar 

range. The effects of the contrails are, of course, sensitive to surface albedo and SZA which were irrelevant for ghost 
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forcing. However the model behaves still quasi linearly. An increase of contrail coverage, e.g., from 3 to 12 % changes the 

efficacies by 0.38%, 3.87% and -2.76% for SW, LW and SW+LW contrails in the radiative case and by smaller values for 350 

the two cases with mixing. Some of the cases were recomputed with DISTUF instead of the more efficient two-stream 

solver. For CO2 and SW+LW contrail cirrus, the values in Table 1 differ by <8 % in magnitude between the two solvers. 

Ponater et al. (2005) studied contrail climate sensitivity with a global circulation model. They show a plot of the zonal 

mean vertical cross-section of annual mean temperature response in the equilibrium climate which shows that the contrail-

induced warming is largest in the upper troposphere and limited to the latitude band in which contrails formed. The 355 

maximum in the upper troposphere cannot be explained by local release of latent heat, because the amount of water 

condensing during cloud formation at those low-temperature levels is small. The pattern with enhanced temperature for 

contrails is more pronounced than for a similar CO2 disturbance simulation (see Figure 1 of Ponater et al. (2006b)). Hence, 

the mixing was likely not strong enough to disperse the contrail-induced radiative heating uniformly over the troposphere. 

The different efficacies found by Rap et al. (2010a) and by Ponater et al. (2005) may be caused by different vertical mixing 360 

in the different models, besides different ratios of SW to LW RF magnitudes and different feedbacks. 

Figure 9 illustrates the timescales of temperature relaxation inside the atmosphere for a non-steady case. Here we show 

temperature profiles as a function of time starting from steady state for the given contrail cirrus over an adiabatic surface, 

e.g. over land, after the contrail is suddenly taken away. The times needed to reach half the initial values, derived from plots 

of the results versus time, are 0.8 d, 8 d, and 50 d for the temperature at the surface, on average in the contrail layer, and in 365 

the troposphere, respectively, for the radiative case. The mean tropospheric halving time is 12 d for the radiative-diffusive 

case. As expected from the ghost forcing results, the temperature change returns to zero most rapid at the surface; the 

temperature within the contrail layer also returns to tropospheric mean values quickly because of the relatively small 

geometrical contrail layer depth, while the troposphere in whole needs nearly 2 months to reach half its initial mean value. 

The larger troposphere value is a consequence of its larger thickness. For constant surface temperature and the diffusive 370 

mixing, the troposphere reaches half its initial value after 2.7 d. Of course, thermal inertia of an ocean would increase heat 

residence times to many years (Hansen et al., 1985). The example illustrates quick losses of energy by radiation to space, 

which gets enhanced by mixing within the troposphere.  

4 Summary, Implications and Conclusions 

The surface temperature sensitivity to small climate disturbances has been investigated in an idealized climate model 375 

without feedbacks except by temperature changes and lapse-rate dependent convection. The model is a one-dimensional 

representation of the mid-latitude summer atmosphere with constant insolation. Fixed dynamical heating is imposed to study 

small disturbances of an undisturbed atmosphere in steady state. The boundary conditions prescribe either fixed surface 

temperature or zero heat flux through the surface. The fixed-surface-temperature case is used to simulate fast adjustment 

processes; it provides the effective RF estimate. The zero-heat-flux case simulates an atmosphere in thermal equilibrium 380 
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with the compartment below the surface. Disturbances considered are layer heating (“ghost forcing”), a prescribed contrail 

cirrus layer, and a 10 % increase of CO2 mixing ratio. Radiative fluxes are computed with an efficient two-stream solver 

from libRadtran. Diffusive fluxes are driven by the potential temperature gradient. The diffusivity is set either constant or 

lapse-rate dependent to simulate vertical diffusive mixing, e.g., from large scale eddies, or convective adjustment in unstable 

layers of the atmosphere. The model response is quasi linear in the magnitude of the disturbances for fixed mixing properties 385 

but nonlinear with lapse-rate dependent convective adjustment. From the model results, the ratio of layer-mean temperature 

changes to heating rates is used to characterize the time scales for radiative relaxation. Model results for various boundary 

conditions are used to compute instantaneous, stratosphere-adjusted, and effective RF, i.e., RFi, RFa, and RFs.  

The model results provide thermal relaxation time scales of the order of hours near the surface, of about one to two 

weeks in the upper troposphere and of order a month in the lower stratosphere. After fast adjustment, RFs is nonzero and 390 

smaller in magnitude than RFi. Final thermal equilibrium with an ocean below the surface would be reached far later, after 

many years to centuries. This final state is simulated with the zero-flux boundary condition. The ratio RFs/RFi,TOA measure 

the fraction of the instantaneous energy flux change at TOA available after fast adjustments for long term heating of the 

compartment below the surface. The ratio RFs/RFi depends on the height of where the disturbance induces radiative heating. 

For zero turbulent mixing, RFs/RFi decreases from large values (80 % in the case simulated) for heating directly at the 395 

surface to small values (<5 %) above the tropopause. For the diffusive vertical mixing in the troposphere, the ratio RFs/RFi 

approaches a constant of order 60 %. Hence, a large fraction (about 40 %) of the initial energy flux disturbance radiates to 

space and cannot heat the compartment below the surface. The temperature sensitivity varies with layer height if defined 

relative to RFi but is constant relative to RFs. RFs controls the transient heating rate of the compartment below the surface.  

The contrail layer introduces a positive instantaneous RF at TOA in the LW and a negative RF in the SW range with a 400 

small positive net RF. The heating rate profiles in the LW and SW ranges are different with larger magnitude near the 

surface for SW than for LW flux changes. At the surface, the net RF is negative. As a consequence, the temperature 

sensitivities a differ between the LW and SW forcing parts and change depending on the degree of mixing. For zero mixing, 

the surface energy budget with SW cooling may dominate the LW warming at the surface. Hence, in such an extreme case, 

the temperature sensitivity could be negative. In the analyzed case without mixing, the LW and SW a values differ by a 405 

factor of 4.4 but only by 10 % with diffusive mixing. 

Taking the temperature sensitivity to the CO2 disturbance in the same atmosphere for reference, we find that the contrail 

efficacies based on RFi differ strongly from unityRFa are near 0.8  while those based on RFs are near one. The temperature 

sensitivity for the sum of SW and LW RF is the ratio of differences of large opposing values and hence, sensitive to minor 

system changes. So, for contrails with large and nearly cancelling LW and SW effects, no simple relationship between 410 

radiative forcing and temperature change may exist. The findings may apply also for other disturbances.  

It is important to keep in mind that the results presented in this study are from a conceptual model. The results are 

model and case dependent. The fast adjustment and even more the equilibrium responses in general depend on many 

feedbacks to the temperature-mediated climate system changes, not included in this study. Any change in the model setup, 
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the reference atmosphere or the nature and magnitude of the disturbances would change the results at least quantitatively. 415 

Hence, though our study shows the principle importance of mixing for climate sensitivity to contrails, we cannot say how 

important mixing is for real world cases quantitatively. Ultimately, this requires careful simulations with a comprehensive 

climate model. 

The results of one climate model study (Ponater et al., 2005) indicatessupport that the mixing of contrail-induced 

warming may be indeed weak and insufficient to mix the heat over the troposphere uniformly. Differences between the 420 

efficacy estimates from various studies may partly be caused by different mixing rates in the models used. Future studies 

should document the mean radiative, adjective and turbulent energy fluxes, including the TOA and surface energy budgets, 

to allow for analysis of the relative importance of various energy transport mechanisms for climate sensitivity. It may be of 

interest whether a correlation between contrails and atmospheric mixing conditions exist. Contrail-induced heating in the 

upper troposphere during calm weather may contribute less to surface warming than the same forcing in a strongly mixing 425 

weather situation. Shorter time scales of SW-induced temperature changes near the surface may lead to a dominance of SW 

surface cooling relative to LW warming regionally where contrails form, while remaining LW warming may dominate after 

advection downstream at larger distances. The importance of advection of heat induced by contrail warming has been noted 

previously (Ponater et al., 1996; Rind et al., 2000), and also for other disturbances (Shindell et al., 2010), but the potential 

for different radiative warming and cooling effects at different altitudes has not yet been discussed.  430 

These findings may have implications for the assessment of the climate impact of aviation by contrails. So far, 

equilibrium warming from contrails is computed using estimates of RF (RFi or RFa) together with a CO2 climate sensitivity 

corrected by a contrail efficacy (Ponater et al., 2006a; Lee et al., 2009a; Frömming et al., 2012). Our study suggests that the 

efficacy should be different for SW and LW forcings. This may be important for comparison of the climate impact of 

different contrail cases, e.g., for different diurnal traffic cycles or different route settings.  435 

This study provides further insight into known limitations of the RF model approach. Hence, better approaches are 

needed. A suggestion for an alternative to the RF concept, based on a new temperature forcing concept, will be described in 

a follow-on paper (submitted) to this study.  
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Table 1. Radiative Forcing (RF)*), surface temperature change Ts, sensitivity parameters  and efficacies e relative to 

adjusted and effective RFa and RFs, for contrail cirrus and CO2 for the given model. The first four rows are the radiative 715 

cases with zero turbulent fluxes, the last four rows apply for the radiative-diffusive cases. The instantaneous and adjusted RF 

values are the same for both cases. Negative  and e values are considered ill-conditioned because highly sensitive to small 

changes in forcing and mixing contributions. 

RFi RFi,TOA RFi,SUR RFa RFs Ts a s ea es RFs/RFi,TOA 

 W m-2 W m-2 W m-2 W m-2 W m-2 K K W-1 m2 K W-1 m2 1 1 1 

     radiative case 

CO2 0.83 0.41 0.07 0.72 0.26 0.12 0.16 0.45 1 1 0.64 

SW Cirrus -0.49 -0.48 -0.46 -0.49 -0.48 -0.22 0.44 0.44 2.69 0.99 1.00 

LW Cirrus 0.92 0.88 0.09 0.90 0.20 0.09 0.10 0.45 0.60 0.99 0.23 

Cirrus 0.43 0.40 -0.37 0.42 -0.28 -0.13 -0.30 0.44 -1.83 0.98 -0.70 

     radiative-diffusive case 

CO2 0.83 0.41 0.07 0.72 0.70 0.19 0.26 0.26 1 1 1.70 

SW Cirrus -0.49 -0.48 -0.46 -0.49 -0.49 -0.13 0.27 0.26 1.04 1.00 1.03 

LW Cirrus 0.92 0.88 0.09 0.90 0.81 0.21 0.24 0.26 0.92 1.00 0.92 

Cirrus 0.43 0.40 -0.37 0.42 0.32 0.08 0.20 0.26 0.79 1.00 0.79 

*) Index i for instantaneous values at tropopause (TP), top of atmosphere (TOA), and surface (SUR); a for adjusted at TP; 

and s for effective at TP. 720 
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Figure 1. Temperature T of the mid-latitude summer standard atmosphere versus height z, together with water vapor and 725 

ozone molar mixing ratio (O2: 0.2002 mol mol-1; CO2: 360 mol mol-1), and heating rate H0 = Q0/( cp) keeping the 

atmosphere at steady-state. Because of TOA radiative imbalance, H0 is strongly negative at the surface; in the mass-weighted 

average, H0 = -1.25 K d-1 in the troposphere and -0.057 K d-1 in the stratosphere, balancing the summer warming.  
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 730 

Figure 2. Day-mean cloud radiative effects from a homogeneous contrail layer at 10 to 11 km altitude versus 550-nm optical 

thickness. The contrail cirrus is assumed to be composed of spheres (Meerkötter et al., 1999) or hexagons (Fu and Liou, 

1993). The cloud radiative effect is the flux difference relative to the cloud-free atmosphere, and computed with matrix 

operator method (MOM; Plass et al. (1973)), two-stream, and discrete ordinate (DISORT) solvers and the Fu & Liou 

parametrization for molecular absorption, for daily mean at 45°N, 21 June, standard mid-latitude summer atmosphere, over a 735 

surface with albedo 0.2, and fixed surface temperature (294.2 K). Differences between the SW (LW) fluxes from the two-

stream and DISORT solvers are < 6% (<19%).  
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Figure 3. LW and SW flux changes versus time of day at TOA and at the surface, for two-stream and DISORT solvers, and 740 

for Fu & Liou and Kato shortwave molecular absorption parametrizations. The model parameters are the same as in Figure 

2,  =0.5. The flux differences for different molecular absorption models of Fu and Kato are far smaller than between the 

two-stream solver and DISORT.  
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Figure 4: Initial radiative heating rates H(t=0, z) versus height z for a ghost forcing example, for SW, LW and SW+LW 

contrail cirrus, and for a CO2 disturbance. For plotting, the local heating rate induced by the nonzero radiative fluxes at the 750 

fixed-temperature surface is distributed over the lowest 275 m height (same heat capacity as 1 km thick cirrus layer at lower 

pressure). 
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 755 

Figure 5. Initial and final radiative flux changes F versus height z as induced by a disturbance from added ghost heating, 

SW, LW, and SW+LW contrail cirrus, and 10 % increased CO2, in the panels from left to right, respectively. Black full lines 

(i): instantaneous flux; red dashed line (s): adjusted to constant surface temperature; blue dash-dotted line (e): equilibrium 

over adiabatic surface. The fluxes F are positive if upwards.  
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Figure 6: Temperature response versus pressure altitude for layer heating (ghost forcing) with 1 W m-2 in ten subsequent 

100-hPa pressure layers and above an adiabatic surface. Left: the “radiative case” with zero turbulent fluxes; middle: the 765 

“radiative-convective case” with convective adjustment in addition to radiative energy transport; right: the “radiative-

diffusive case” with diffusive mixing ( = 100 m2 s-1 in the troposphere, 0 in the stratosphere) in addition to radiative energy 

transport. 
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Figure 7: (a) Temperature change at the surface for layer heating versus the layer pressure height. The ghost forcing 

corresponds to an RFi of 1 W m-2 at TOA. Black symbols with full line: radiative case; white symbols with dashed line: 

radiative-diffusive case. (b) Corresponding RFs values for fixed Ts. (c) Relaxation time scales tR = Tlayer/H. (d) Climate 

sensitivity parameter a = Ts/RFa based on stratosphere-adjusted RFa; (e) RFa; (f) climate sensitivity parameter s = Ts/RFs 775 

based on effective RFs. 
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Figure 8: Temperature change T in K versus altitude z in km (black lines) for disturbances by CO2 (leftright) and by SW, 

LW and combined LW+SW contrail cirrus (rightleft), in steady state for the radiative, radiative-convective and radiative-

diffusive cases. The red curves show the net (LW+SW) initial instantaneous heating ratings in K d-1.  
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Figure 9. Decay of an initially steady-state contrail-cirrus-induced temperature increase, at times 0, 1, 2, 4, ..., 64 d after the 

contrail-cirrus ceased, in three panels for the radiative, radiative-convective and radiative-diffusive cases. Tropopause and 

contrail layer heights are indicated by dashed lines.  
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