
We thank the two reviewers for their useful and thoughtful comments and have incorporated their suggestions into
the revised manuscript. Changes include adopting a different tropopause definition based on the vertical ozone gradient,
adding surface temperature as a regression function, and quantifying the goodness-of-fit of the regression model using
the coefficient of determination. Figures 2, 3, and 4, and Tables 2 and 3 have been modified as the consequence of such
changes. We detail our responses and changes as below. The referees’ comments are copied below, with our responses in5
bold. In our revised manuscript, the modified text is shown in bold, and the modified tables and figures are highlighted.

Anonymous Referee #1

This paper presents an interesting analysis of ozone variability above the observation site of Lauder in New Zealand. The
objective is to identify and quantify the main drivers of ozone variability and trend at different altitudes as monitored with ozone
sondes. The attribution is carried out using multivariate regression analysis and sensitivity simulations from a chemistry-climate10
model. A large part of the ozone variability is found to be driven by dynamical/climate variability. Some of it is also linked
to changes in O3 precursors emissions. The results suggest that ozone long-term monitoring at specific sites contains valuable
information in terms of the causes of ozone changes. This study illustrates how to extract information about atmospheric
composition changes from ob-servational time series. The results will be useful to scientists running monitoring sites. The
paper is reasonably clear and well written. Its scope fits perfectly with those of ACP. Therefore, I recommend publication with15
minor corrections that the authors may consider.

Thanks very much for the reviewer’s positive comments.

l19, p2 : ‘where climate change accelerates the export of O3 to higher latitudes, reducing O3’ I think the impact of climate
change on tropical ozone in the stratosphere is more about enhanced tropical uplift and hence reduced time for ozone production
in rising air.20

bf We have revised this sentence to “. . . but there may be no sustained recovery in the tropical lower stratosphere where
climate change increases tropical upwelling, leading to less time for O3 production and hence reducing O3 in this region
(Eyring et al., 2010).” (Page 2, lines 18-20)

l5, p3: for more clarity, I would suggest to have: 2.1 ozone record 2.2 statistical method 2.3 chemistry-climate model
simulations25

Thanks for the suggestion. We have now added subsections in Section 2.

l21, p3: ‘Tropopause height is calculated using the 150 ppbv O3 chemical tropopause’. Why 150 pbbv ? Prather et al., 2011,
recommended the 100 ppbv O3 contour. Prather, M. J., et al. (2011), An atmospheric chemist in search of the tropopause, J.
Geophys. Res., 116, D04306, doi:10.1029/2010JD014939.

We have now adopted the definition of the tropopause based on vertical gradient of ozone, which is greater than 6030
ppbv/km and remains so for a further 200 meters, constrained by ozone mixing ratio greater than 80 ppbv and exceeds
110 ppbv immediate above the tropopause (Bethan et al., 1996). This ozone tropopause definition has the advantage of
being consistent with the PV definition (Beekmann et al., 1994, Bethan et al., 1996)). Consequently, we have recalculated
the regression function and the trend of the observed and simulated tropopause height based on revised tropopause
height, and revised figures (2, 3, and 4), tables (2 and 3), and the relevant text accordingly. Resultant changes are small.35
(Page 3, line 24-28)
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l24, p3: The different model simulations are forced by different scenarios in CH4 and other O3 precursors, greenhouse gases
(GHGs), and ozone depleting substances (ODSs) over the period of the time series. There does not seem to be any forcing that
is characteristic of the effect of tropospheric O3 precursors.

We do not include short-lived ozone precursors in the regression as this would be difficult to formulate in terms of
a usable, univariate regression function. Moreover, CH4 is the most effective ozone precursor in the remote Southern5
Hemisphere background air, but it doesn’t impact ozone variability due to its well-mixed nature.

l24, p3: The effect of surface temperature is discussed in the text and appears in Table 3 (correlation coefficient). It seems to
be the dominant factor in O3 variability at the surface. Why wasn’t it included in the regression?

We have now included surface temperature as a regression function, and made changes accordingly. As a result, we
have revised Figures 2 and 3, and Tables 2 and 3 accordingly, and have added related discussions in Section 3.1. (Page10
3, Eqn. (1) and Sec. 3.1)

l20, p3: What is Cly? ‘effective equivalent chlorine loading (Cly )’. and 2 lines down : ‘Cly is the total chlorine loading’.

Thank you. We have now clarified that “Cly is the total chlorine loading”. (Page 3, line 23)

l27, p3 : ‘We note that interdependencies and correlations, e.g., between stratospheric temperature, relative humidity at
surface, and tropopause height as regression functions, cannot be excluded’. There is no need to speculate here. For example,15
the effective equivalent chlorine loading, a regression function, impacts O3 and stratospheric temperature, one of the regression
function. Furthermore, correlations between regression functions can be calculated. It is a significant source of uncertainties
and should be discussed.

We have removed this sentence and have added a discussion of the correlations between regression functions in
Section 3.1. (Page 6, lines 32-34 and page 7, lines 1-2)20

l24, p4: ‘CH4 mixing ratios are prescribed at the surface, and the same CH4 scenario is used in both chemistry and radiation.’
The wording is a bit confusing. Isn’t the model-calculated CH4 fed into the radiation scheme, like O3?

Yes, model-calculated CH4 (i.e. prescribed at the surface but subjected to transport and chemical removal) feeds into
the radiation scheme. We have revised the text to make this clearer. (Page 5, lines 2-3)

l32, p4: This paragraph would greatly gain in clarity and usefulness if the different simulations were described and contrasted25
instead of just referring to the Table 1.

We have now modified the texts to make the description of this second set of CCMI simulations clearer. (Page 5, lines
10-12, 16-18)

l10, p5: ‘Fig. 2 shows the deseasonalised O3 anomalies at the eight layers from the surface to the lower stratosphere, and the
respective regressed O3 anomalies’. Please, could you indicate when a figure is about observed or model-calculated variables?30
Also, is it monthly means for all the analysis (as indicated in one figure)? Give more information about the time resolution and
data processing/filtering of the different analyses.

We have added more details in Section 3.1 to achieve greater clarity. (Page 5, line 24-30)
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l11, p5: Can be quantitative about the amount of variability captured by the regression? just provide the values of the
determination coefficient R2.

We now present R2 in the new Table 2. We have also added some related discussions in Section 3.1. (Page 5 line 30 to
page 6 line 3)

l19, p5: “project onto” ? replace by “are mostly driven by”5

Changed.

l26, p5: se comment above about Tsurf missing from the regression.

Surface temperature (Tsurf) has now been added in the regression model (Eqn. (1)), and the text has been modified
accordingly (Section 3.1).

l29, p6: it’s very unlikely that temperature is the driver of O3 variability in the lower stratosphere. The slowing down of O310
destruction by stratospheric cooling (via Chapman cycle) occurs in the upper stratosphere. The ozone budget and variability in
the mid-latitude lower stratosphere is dominating by dynamics. I think temperature changes simply reflect dynamical changes
that drive O3 variability.

Agree. We have modified the text accordingly. Now it reads “In the stratosphere above 15 km, negative O3 trends be-
come weaker and are not significant at the 95% confidence level. Long-term changes in O3 in this region are influenced15
by changes in dynamics (which are reflected in changes in stratospheric temperatures linked to O3 changes), and O3

depletion/recovery that is governed by changes in O3 depleting substances; such changes seem to have cancelled out the
decrease in O3 resulting from the tropopause height increase in this region.” (Page 7 lines 31-34 to page 8 line 1)

l9, p8: Difficult to expect a CCM to reproduce specific short-term O3 anomalies. Those anomalies are often driven by
specific dynamical variations. Comparisons between CCM simulations and observational time series make more sense when20
considering long term trends. I would suggest to add the analysis of a REF-C1SD simulation (wind/temperature forced by
meteorological analyses instead of being calculated by the model) and compare to REF-C1. It would give an estimate about
the effect of model-calculated dynamics/meteorology and biases (yes, there are some) on O3 variability, including trend, for
the considered site. Even on long-time series, this could be significant. The authors would be in a stronger position in their
attribution analysis. It is less of a problem when considering large-scale averages or multiple sites but here the analysis is25
limited to a specific site.

We agree with the reviewer that a free-running CCM has limitations w.r.t. reproducing short-term O3 anomalies.
Unfortunately, we have not performed specified dynamics (SD) simulations for comparison with our RED-C1 simulation
presented here. However, we did assess simulations by other CCMI models (REF-C1 and REF-C1SD) w.r.t. how their
ozone compares to the Lauder ozone record. These other REF-C1 simulations often compare worse to the record than30
our own simulation. The REF-C1SD simulations usually better reproduce the O3 variability in the stratosphere than
REF-C1, but with mixed performance in the troposphere.

Therefore, for brevity and clarity, we have decided not to include SD simulations from different models here. The
focus of this paper is on attribution of anthropogenic forcings to O3 trends at Lauder, and we believe that this is
best achieved by contrasting sensitivity simulations to the reference simulation in a consistent model setup. Moreover,35
SD simulations are not suitable for use in the attribution study, due to externally imposed meteorological forcing,
and in some cases are not self-consistent (r/f Hardiman et al. 2017). Free-running simulations have the merit being
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more internally self-consistent, taking into account both dynamical and chemical feedbacks, and are more suitable for
assessing long-term impact. We have now noted in the text that free-running CCMs have limitations in re-producing O3
variability and trends at one specific site. Furthermore, a comparison between free-running and SD simulations would
be more meaningful in a multi-model and a multi-site context that will avoid any potentially biased conclusion, which
is outside the scope of this study. We have added some discussions in the text. We hope this is satisfactory. (Page 9 lines5
22-29)

We very much concur with the reviewer’s point that it is important to compare free-running and SD simulations in
reproducing O3 trends and variabilities in general, and we will pursue a following-up study to more comprehensively
analyse multi-model results for more locations.

Figures : Can the authors add in all the figure captions which curves are what?10

We have now added the description of each curve in respective figure captions.

Anonymous Referee #2

Review of Zeng et al. Attribution of recent ozone changes in the Southern Hemisphere mid-latitudes using statistical analysis
and chemistry-climate model simulations

This study uses statistical analysis to understand recent changes in ozone up to 25 km at Lauder, NZ and relate them to15
changes over similar and longer time periods in chemistry-climate model simulations. Overall the manuscript is clearly written
and analysis explained well and I think it would be of interest to the ACP community and would recommend its publication
after the authors take some mostly minor comments into consideration.

Thanks very much for the reviewer’s positive comments.

General comments:20

I have concerns about using a chemical measure (O3) for tropopause height to evaluate the O3 field itself. Can you demon-
strate that this measure is the same as a PV or temperature based tropopause height over varying timescales?

We agree that PV would be the ideal quantity to define the tropopause. Unfortunately, we don’t have observed vari-
ables to calculate PV. We have modified our tropopause height definition to that of Bethan et al. (1996), based on the
vertical ozone gradient, which is consistent with the PV definition (e.g., Beekmann et al. 1994). We have recalculated the25
tropopause height and have incorporated the new tropopause height in our regression analysis. Consequently, the trend
in tropopause height at Lauder has changed from 14.2 m/yr to 17.9 m/yr. We have also calculated the tropopause height
based on the WMO lapse rate definition, and the result is similar to that based on the ozone definition (trend: 16.5
m/yr). There is no significant systematic difference between the calculated ozone tropopause height and the thermal
tropopause height at Lauder. We have revised the relevant text (page 3, lines 24-28), figures (2, 3, and 4) and tables (230
and 3) based on the new tropopause definition.

I can understand on shorter timescales how the level of o3 of 150 ppb would reflect dynamical variability in tropopause
height (although one could argue that a different concentration - 100 ppb might be a better choice) but on longer timescales it
seems like the chemical changes (through ODS changes) would also be reflected in this quantity. Can you quantify and separate
and include some discussion in the text of this issue?35
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We have now adopted the new definition of tropopause height based on ozone gradient greater than 60 ppbv/km,
constrained to ozone mixing ratios greater than 80 ppbv and exceeding 110 ppbv immediately above the tropopause
(Bethan et al., 1996). Longer time-scale O3 changes will inevitably affect the tropopause movement through their feed-
backs to the dynamics, and it is not straightforward to separate the influence from chemical changes and those from
dynamical changes. We are confident that the new ozone tropopause definition adopted here is a robust choice, and is5
also consistent with the thermal tropopause height in this case. Moreover, O3 changes in the tropopause region over
this period (1987-2014) at Lauder are around 17-25 ppbv, which is significantly smaller than the vertical O3 gradient
in this region (typically 50-70 ppbv/km).

What does chemical O3 tropopause changes look like over the full ref-C2 run can you see the impact of ODS changes
causing o3 loss and recovery reflected in this quantity? If you can’t see this impact it would be a good demonstration that it is10
essentially a dynamics only representation over both short and long time-scales. If you do it can be quantified and related to
the smaller change in ODSs over the Lauder record

Using the revised ozone tropopause definition, the calculated trend in tropopause height from the REF-C2 simulation
averages about 1.2 m/yr over 1960-2090, and does show some difference between the ozone depletion (4.1 m/yr in 1960-
2000) and recovery periods (0.9 m/yr in 2000-2090). Ozone changes do affect dynamics through feedbacks, so we see a15
larger than average change in tropopause height during the ozone depletion period. This is just for clarification; we do
not intend to discuss this in great detail in the present paper.

I understand that the Lauder record 1987-2014 includes only a modest change in ODSs peaking in the 1990s with little net
change so a linear trend might be expected to be flat but it doesn’t rule out a some ozone loss in the early period and gain in
the later period.20

Both REF-C1 and REF-C2 show some loss of stratospheric O3 from 1990-2000 and recovery from 2000 onwards
(Figures 9 and 10). So there is some O3 loss in the early period of the record and gain in the later period. But it is hard
to ascertain such a signal from the O3 sonde record at Lauder, due to large variability in observed stratospheric O3.
Notes have been added in the text (Page 12, lines 5-10)

Can you explain why the variables in Table 3 are in some cases different than those shown in Figure 3 like surface Temper-25
ature which seems to be highly correlated to lower troposphere ozone is not shown in figure 3.

We have added surface temperature as a regression function and related discussions, and have modified Tables 2 and
3, and Figures 2 and 3. (Sections 2.2 and 3.1)

p5 line 17-18 it seems a bit circular argument if you are using o3 to define the tropopause height.

We have changed the definition of tropopause to be based on the vertical ozone gradient, and the statement stands.30

p10 line1-3 Can you make the same claim for ODS changes over this time refC1 time period (difference between RefC1 and
fODS).

We did not perform a “SEN-C1-fODS” scenario which could be compared to the REF-C1 simulation, therefore
cannot directly compare between them. The SEN-C2-fODS simulation cannot be directly compared to the REF-C1
simulation due to differences in model constellation between them.35
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p10 line 34 p11 line 1-2 it is not obvious why this should be the case, can you do any additional analysis to explain possible
mechanisms.

Unfortunately, we cannot explain the response of stratospheric O3 trend changes to changes in O3 precursors, which
are mainly originated from the troposphere, based on current diagnostics and model simulations. We suspect it is caused
by dynamical changes through chemical feedbacks to radiation. We plan to follow up with a more objective analysis.5
We have added a note to this effect in the text. (Section 4.4; Page 12 lines 14-16)
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Abstract.

Ozone (O3) trends and variability from a 28-year (1987-2014) ozonesonde record at Lauder, New Zealand, have been anal-

ysed and interpreted using a statistical model and a global chemistry-climate model (CCM). Lauder is a clean rural measure-

ment site often representative of the Southern Hemisphere (SH) mid-latitude background atmosphere. O3 trends over this period

at this location are characterised by a significant positive trend below 6 km, a significant negative trend in the tropopause region5

and the lower stratosphere between 9 to 15 km, and no significant trend in the free troposphere (6-9 km) and the stratosphere

above 15 km. We find that significant positive trends in lower tropospheric ozone are correlated with increasing temperature

and decreasing relative humidity at the surface over this period, whereas significant negative trends in the upper troposphere

and the lower stratosphere appear to be strongly linked to an upward trend of the tropopause height. Relative humidity and

the tropopause height also dominate O3 variability at Lauder in the lower troposphere and the tropopause region, respectively.10

We perform an attribution of these trends to anthropogenic forcings including O3 precursors, greenhouse gases (GHGs), and

O3 depleting substances (ODSs), using CCM simulations. Results indicate that changes in anthropogenic O3 precursors con-

tribute significantly to stratospheric O3 reduction, changes in ODSs contribute significantly to tropospheric O3 reduction, and

increased GHGs contribute significantly to stratospheric O3 increases at Lauder. Methane (CH4) likely contributes positively

to O3 trends in both the troposphere and the stratosphere, but the contribution is not significant at the 95% confidence level15

over this period. An extended analysis of CCM results covering 1960-2010 (i.e. starting well before the observations) reveals

significant contributions from all forcings to O3 trends at Lauder, i.e., increases of GHGs and the increase of CH4 alone all

contribute significantly to O3 increases, net increases of ODSs lead to O3 reduction, and increases of non-methane O3 precur-

sors cause O3 increases in the troposphere and reductions in the stratosphere. This study suggests that a long-term ozonesonde

record obtained at a SH mid-latitude background site (corroborated by a surface O3 record at a nearby SH mid-latitude site,20

Baring Head, which also shows a significant positive trend) is a useful indicator for detecting atmospheric composition and

climate change associated with human activities.
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Copyright statement. TEXT

1 Introduction

Ozone (O3) is an important trace gas in the Earth’s atmosphere, playing a central role in atmospheric chemistry and the radiation

budget. Stratospheric O3 prevents harmful UV light from reaching the Earth’s surface and is also a source of tropospheric ozone

via cross tropopause exchange. Tropospheric O3 is formed by photochemical production in the presence of nitrogen oxides5

and volatile organic compounds (VOC). It controls the atmospheric oxidizing capacity through photolysis and subsequent

reaction with water vapour to produce the hydroxyl radical (OH). Tropospheric O3 is inhomogeneously distributed and highly

dependent on the distributions of its precursors and on tranport. High levels of surface O3 have adverse effects on human health

and vegetation. Since the industrial era, surface O3 in the Northern Hemisphere (NH) has increased substantially (e.g., Volz

and Kley, 1988; Thompson, 1992) due to human activities. By contrast, surface O3 in the Southern Hemisphere (SH) is more10

stable due to limited land and a general lack of precursor emissions. Here, surface O3 is the result of stratosphere-troposphere

exchange (STE) and methane (CH4) oxidation.

In the SH, stratospheric O3 changes, which are dominated by Antarctic ozone depletion, show significant negative trends

especially at mid- to high-latitudes from the 1980s to the end of the 1990s (WMO, 2011). Reductions in stratospheric halogen

due to the implementation of the Montreal Protocol would increase both tropospheric and stratospheric O3; indeed, observa-15

tions show that stratospheric O3 between 35-45 km has shown no trend since the late 1990s (Figure 2-5 in WMO (2014)).

However, ozone recovery is modulated by climate change. Model simulations show that recovery will occur between 2030 and

2070 (depending on region), but there may be no sustained recovery in the tropics tropical lower stratosphere where climate

change increases tropical upwelling, leading to less time for O3 production and hence reducing O3 in this region (Eyring

et al., 2010). As a consequence, future changes of stratospheric O3 will significantly impact tropospheric O3 and potentially20

air quality (e.g., Zeng et al., 2010).

Understanding past O3 changes and projecting the future O3 evolution are of great importance to assessing future environ-

mental changes. To cover its spatial and temporal variability, an extensive global ozone monitoring network exists measuring

total column ozone, vertical profiles, and surface ozone. These measurements cover years to decades. Oltmans et al. (2013)

analyse tropospheric O3 trends from a large suite of surface O3 and ozonesonde measurements for the past 20-40 years and find25

that there is no significant overall change in tropospheric O3 in the NH and tropics; they attribute this no-growth to controls

on O3 precursor emissions after earlier increases of tropospheric O3. However, in the SH subtropics and mid-latitudes, near-

surface O3 exhibits a significant positive trend since the 1980s but there have been no trends in the free and upper troposphere;

reasons for this behaviour are not understood.

In this paper, we present the updated ozonesonde record covering 1987-2014 from Lauder, New Zealand (45ºS, 170ºE, 370 m30

above sea level), a clean rural site that is representative of the SH mid-latitude background atmosphere. Parts of the time series

have been shown previously by Oltmans et al. (2006, 2013). Here, we focus on analysing and interpreting the tropospheric and

lower stratospheric O3 changes using a simple statistical model and global chemistry-climate model (CCM) simulations, and
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identify the underlying dynamical and chemical changes that could contribute to the observed O3 trends at this location, which

also represent the evolution of background O3 in the SH mid-latitudes in general. Although we mainly analyse the ozonesonde

record at Lauder, the surface O3 record at another SH mid-latitude site, Baring Head, New Zealand, will also be presented for

comparison. We describe the ozonesonde time series, the statistical model used, and the chemistry-climate model simulations

in the following section. Results are presented in Sect. 3, and conclusions are drawn in Sect. 4.5

2 Ozone records, statistical method, and chemistry-climate model simulations

2.1 Ozone record

Weekly Electrochemical Cell (ECC) ozonesondes, launched at Lauder since August 1986, measure profiles of O3, temperature,

pressure and winds from the surface to about 35 km. The ozonesondes used are ECC EN-SCI IZ-series operating with a 0.5%

buffered potassium iodide (KI) cathode solution (Boyd et al., 1998). Corrections are applied to the ozonesonde values above 20010

hPa to account for pump efficiency degradation at low pressures (Bodeker et al., 1998). The integrated O3 profile is compared

to the total column of ozone measured by the Dobson spectrophotometer at Lauder; the relative difference is typically less than

5% (Bodeker et al., 1998). For this analysis, following Oltmans et al. (2013), we calculate vertically averaged O3 mixing ratios

for eight layers, namely, 0-1.5 km, 1.5-3 km, 3-6 km, 6-9 km, 9-12 km, 12-15 km, 15-20 km, and 20-25 km. Separate linear

trends are then calculated for O3 anomalies at each layer and over the whole period.15

2.2 Statistical method

We construct a regression model to identify the dominant factors that are associated with O3 variations and trends. The regres-

sion model includes bf nine time-varying forcings, i.e., the Solar Index (SI) which captures solar variability and is defined

by the solar radio flux at F10.7 cm (data source: https://www.esrl.noaa.gov/psd/data/correlation/solar.data), the Multivariate El

Niño Southern Oscillation Index (MEI) (https://www.esrl.noaa.gov/psd/enso/mei/), the Quasi-Biennial Oscillation at 30 hPa20

and 10 hPa, respectively (QBO30 and QBO10) (http://www.esrl.noaa.gov/psd/data/climateindices/list/), relative humidity at

the surface (RHsurf ), surface temperature (Tsurf ), stratospheric temperature averaged over 20-25 km (Tstrat), tropopause

height (HTTrop), and the effective equivalent total chlorine loading (Cly). RHsurf , Tsurf and Tstrat are measured together

with O3 by the ozonesondes. We define the tropopause as the minimum altitude where the vertical gradient of the ozone

VMR is greater than 60 ppbv/km, remains so for a further 200 m, and the O3 mixing ratio is greater than 80 ppbv,25

exceeding 110 ppbv immediately above the tropopause (ozone tropopause; Bethan et al. (1996)). The ozone tropopause

definition is consistent with the definition of the dynamical tropopause based on potential vorticity (e.g., Beekmann

et al., 1994). calculated using the 150 ppbv O3 chemical tropopause, defined using observed O3 at Lauder. The total chlorine

loading at 20 km over Lauder is taken from a transient CCM simulation assuming the WMO A1 scenario (WMO, 2011). The
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regressed O3 anomaly is expressed as

Ozone(t) =A ∗ t+ a1 ∗SI(t)+ a2 ∗MEI(t)+ a3 ∗QBO10(t)+ a4 ∗QBO30(t)

+a5 ∗RHsurf (t)+ a6 ∗Tsurf (t)+ a7 ∗Tstrat(t)+ a8 ∗HTTrop(t)+ a9 ∗Cly(t), (1)

of which A ∗ t is the linear component, and a1−9 are the regression coefficients for the corresponding regressors. All forcings

are standardised but not de-trended. We note that interdependencies and correlations, e.g., between stratospheric temperature,

relative humidity at surface, and tropopause height as regression functions, cannot be excluded. Observations as well as basis5

functions are monthly mean data.

2.3 Chemistry-climate model simulations

We perform and analyse a suite of sensitivity simulations with different model configurations aimed at investigating the factors

that potentially contribute to observed O3 trends at Lauder, e.g., CH4 and other O3 precursors, greenhouse gases (GHGs),

and ozone depleting substances (ODSs) over the period of the time series (1987-2014). The model simulations we analyse10

here are from the National Institute of Water and Atmospheric Research-United Kingdom Chemistry and Aerosols (NIWA-

UKCA) model, which comprises a detailed representation of stratospheric and tropospheric chemistry and is optionally run in

atmosphere-only mode or coupled to a deep-ocean model. Detailed descriptions of the model are given by Morgenstern et al.

(2009, 2017), O’Connor et al. (2014), and Zeng et al. (2015). We only give a brief description of the version used here. The

background climate model is an early version of HadGEM3-A (Hewitt et al., 2011) at a horizontal resolution of 3.75◦ × 2.5◦,15

with 60 levels from the surface to 84 km. Chemistry combines the stratospheric mechanism described by Morgenstern et al.

(2009) and the tropospheric mechanism used by Zeng et al. (2008). Eight primary pollutants are emitted at the surface, namely

nitrogen oxides (NOx), carbon monoxide (CO), formaldehyde (CH2O), ethane (C2H6), acetaldehyde (CH3CHO), propane

(C3H8), acetone (CH3COCH3), and isoprene (C5H8). We assume uniform, constant lower boundary conditions for nitrous

oxide (N2O), CH4, hydrogen (H2), and organic halogen compounds. Chlorine and bromine source gases are lumped, and we20

only explicitly model CFCl3, CF2Cl2, CH3Br, CH2Br2, and CHBr3 here. Aerosol and aerosol precursor emissions are included.

Lightning emissions of NOx are parameterized as a function of cloud top height that is linked to convection in the model (Price

and Rind, 1992, 1994). The model uses the FAST-JX interactive photolysis scheme (Neu et al., 2007; Telford et al., 2013) with

a correction added above 60 km for photolysis occurring at wavelengths shorter than 177 nm (Lary and Pyle, 1991).

All simulations used in this study are listed in Table 1; they are part of the Chemistry Climate Model Initiative (CCMI) model25

simulations (Eyring et al., 2013; Morgenstern et al., 2017). The model data can be downloaded from the British Atmospheric

Data Centre (BADC) (http://blogs.reading.ac.uk/ccmi/badc-data-access). We keep the experiment identifications as defined

by Eyring et al. (2013) and Morgenstern et al. (2017) for CCMI. REF-C1 is a hindcast experiment using prescribed observed

monthly mean sea surface temperatures (SSTs) and sea ice (HadISST; Rayner et al., 2003)) over the period of 1960-2010. Other

forcings, e.g., GHGs, ODSs, and aerosol and aerosol precursor emissions follow state-of-knowledge historical evolutions from30

1960 to 2010 (Morgenstern et al., 2017). The anthropogenic emissions of O3 precursors are inter-annually varying following the

MACCity scenario from 1960 to 2010 (Granier et al., 2011), and biogenic emissions are prescribed following the MEGAN2.1

4



(Guenther et al., 2012) dataset with no inter-annual variation. CH4 mixing ratios are prescribed at the surface. and the same

CH4 scenario is used in both chemistry and radiation. In this set up, chemistry is interactive, in that calculated O3 and CH4

are fed into the radiation scheme. We consider REF-C1 to be the state-of-knowledge experiment of the evolution of chemical

composition from 1960 to 2010. We also performed a simulation with non-methane O3 precursor emissions fixed at the 1960

level (SEN-C1-fEMIS) to assess the impact of increases in these emissions since 1960. Here we analyse the results between5

1987 and 2010, to coincide with the Lauder ozonesonde measurements. In addition, we specify a stratospheric O3 tracer (O3S)

to examine the impact of stratosphere-troposphere exchange (STE) on tropospheric O3 in experiment REF-C1. O3S is defined

as having the same chemical destruction as the "normal" chemical O3 tracer but no chemical production in the troposphere, to

account for the O3 that is originated from the stratosphere.

The second set of simulations are used to attribute O3 changes to ODSs and GHGs, and are listed in Table 1. These10

simulations are carried out using the coupled atmosphere-ocean configuration. REF-C2 is the reference simulation

covering the period of 1960-2100, and follow the WMO (2011) A1 scenario for ODSs and the Representative Concentration

Pathway (RCP) 6.0 (Meinshausen et al., 2011) for other GHGs, tropospheric O3 precursors, and aerosol and aerosol precursor

emissions. For anthropogenic O3 precursor emissions, we use MACCity emissions until 2000, followed by RCP 6.0 emission,

as recommended for CCMI simulations. Unfortunately, there is a discontinuity in NOx emissions when this transition occurs15

(Morgenstern et al., 2017), which will impact the O3 trend calculation. The three sensitivity simulations (SEN-C2-fODS ,

SEN-C2-fGHG, and SEN-C2-fCH4) differ from the REF-C2 simulation in that ODSs, GHGs, and CH4, are fixed at

their 1960 levels, respectively. The discontinuity in NOx emissions exists in all three sensitivity simulations, therefore, we

anticipate that its effect will be similar across all simulations. We analyse results from 1987 to 2014, which cover the Lauder

ozonesonde time series. The time evolutions of CH4, CO2, N2O, Cly , and Bry , and the surface emissions of NOx and CO are20

displayed in Fig. 1.

3 Observed ozone variabilities and trends at Southern Hemisphere mid-latitudes

3.1 Ozone variability

Deseasonalised O3 anomalies, based on observed O3 at Lauder, at the eight layers from the surface to the lower strato-

sphere, and the respective regressed O3 anomalies are shown in Fig. 2. The observed monthly mean data was generated25

by performing a linear regression through the observed O3 sonde data taken during each month (normally 3 or 4 mea-

surements), to define a representative point in the middle of the month. The regressed O3 values are generated based on

the monthly mean observed data via the multi-linear regression expressed by equation 1. O3 anomalies shown in Fig.

2 and in subsequent figures, where indicated in respective figure captions, are smoothed with a 13-month filter for the

purpose of display. Fig. 2 shows that large interannual variations exist in the observed O3 anomalies, and the O3 regres-30

sion captures much of the variability in the stratosphere, but is less accurate at capturing variations in tropospheric O3

in general (Fig. 2). The amount of O3 variance explained by the regression is given by the multiple regression coefficient

of determination, R2 (Fig. 2 and Table 2), which shows that in the layer of 9-12 km, the regression achieves the highest
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R2 value of 0.55, followed by the lower stratospheric layers (12-20 km) with R2 values of 0.38 and 0.36, respectively.

The surface layer has a better fit (R2 = 0.32) than the layers in the free tropospheric layers which have lower R2 values

of 0.08-0.28.

We show contributions of individual regression functions to the regressed O3 anomalies (Fig. 3) and identify major

contributing variables measured by the coefficient determination of individual regression functions, r2 (Table 2). At5

the surface, the O3 anomaly is reasonably well captured by the regression which is dominated by relative humidity (Fig. 3);

this may indicate that stratospheric intrusions play a significant role in controlling surface O3 variations at Lauder, as relative

humidity is considered an effective indicator of such intrusions (e.g., Cristofanelli et al., 2006; Stohl et al., 2000). Around

and immediately above the tropopause (i.e. 9-15km), the O3 anomalies largely follow the tropopause height (Fig. 3), which

reflects that O3 in this region is mainly controlled by changes in dynamics. Indeed, change in tropopause height dominates10

the regression function at the layer of 9-12 km (r2 = 0.50), and such dynamical change also influences O3 variability in

the troposphere and the lower stratosphere (see Table 2). In the free troposphere, between 1.5 km and 9 km, O3 variations

project ontoare mostly driven by a number of factors including tropopause height, relative humidity, surface temperature,

and the MEI, with surface temperature and relative humidity playing a dominant role in the lower troposphere. There is

a notable influence of ENSO on ozone variations in the region between 3 and 9 km (Fig. 3). In the lower stratosphere,15

stratospheric temperature and the QBO at 30 hPa show increasing dominance in contributing to O3 variability (Table

2). Note that when considering regression factors, we do not remove dependencies between variables.

Time series of some of the meteorological and climate variables used in the regression are shown in Fig. 4. Except for the

MEI time series, all other variables are measured jointly with O3 at Lauder. Surface temperature is also shown which is not part

of the regression function. In order to directly assess the relationship between these variables and O3 variability, we calculate20

correlation coefficients (r) of these variables with O3 anomalies for each layer (see Table 3). This analysis shows clearly that

RHsurf exhibits a strong anti-correlation with the O3 anomalies close to the surface (r =−0.50), and the correlation reduces

at higher altitudes, implying a role for deep stratospheric intrusion in near-surface O3 variability as mentioned above. Surface

temperature anomalies and O3 anomalies in the troposphere are positively correlated, but are anti-correlated in the stratosphere.

Likewise, stratospheric temperature anomalies and stratospheric O3 anomalies are correlated. Tropopause height and O3 are25

anti-correlated in the stratosphere and are correlated in the troposphere, and the strongest anti-correlation occurs in

the tropopause region (9-12 km; r =−0.71) and immediately above the tropopause (12-15 km; r =−0.57). Moderately

high correlation coefficients are calculated between tropopause height and O3 anomalies in the free troposphere and in

the lower stratosphere, indicating the predominant impact of dynamical changes on O3 over Lauder. There are rather

weak correlations between ENSO (expressed as MEI) and O3 anomalies, with the largest influence from ENSO in the free30

troposphere at this mid-latitude location. QBO at 30 hPa is mostly anti-correlated with ozone anomalies in the stratosphere.

Significant correlations exist between some regression functions, e.g., surface temperature and surface relative hu-

midity (r =−0.41), tropopause height and surface temperature (r = 0.50), tropopause height and stratospheric tem-

perature (r =−0.28), and surface temperature and stratospheric temperature (r =−0.23), therefore it is expected that
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increased uncertainties exist in the combined use of these variables in regression. In this study, however, variables with

dominant contributions to the regression function (listed in Table 2) are all significant at the 95% confidence level.

3.2 Ozone trends

The linear trends in observed deseasonalised O3 anomalies calculated for each layer are listed in Table 4, and are also shown

in Fig. 2. Significant positive linear trends ( 0.04 ppbv/yr) are found from the surface up to 6 km over the 28 year period5

(1987 to 2014). No significant trend is calculated for 6-9 km. Above 9 km, trends become significantly negative, but with an

insignificant negative trend obtained for 20-25 km. To examine if there are any synergies between the trends in O3 and the

dominant meteorological and climate variables, the linear trends of the meteorological and climate variables over this period

are also calculated and are shown in Fig. 4; it clearly shows that there are significant linear trends in MEI, RHsurf , surface

and stratospheric temperatures, and tropopause height anomalies over the period of 1987 to 2014, with significant positive10

trends in surface temperature (0.02±0.01K/yr), and the tropopause height (17.9±5.5 m/yr), and significant negative trends

in RHsurf (-0.25±0.06%/yr), stratospheric temperatures (-0.13±0.01K/yr), and MEI (-0.03±0.01/yr) (Fig. 4). Significant

trends in these variables may indicate some shifts in climate variability, and climate change, which are mainly induced by

increasing GHGs (e.g., Mitchell et al., 1995; Santer et al., 1996). Indeed, the increase in surface temperature and the large

decrease in stratospheric temperature are the result of a modified radiation balance. Temperature changes in turn result in15

dynamical changes, such as changes in tropopause height as shown in Fig. 4, likely due to stratospheric cooling. RHsurf

shows a significantly strong negative trend; this is typically linked to increased deep stratospheric intrusion. MEI shows a

moderate negative trend which can be explained by a shift in climate variability. We also calculate O3 trends over the period of

1987 to 2010, and obtain slightly larger significant positive O3 trends in the troposphere (Table 4) than those from the period

of 1987 to 2014.20

Our trend calculation is in broad agreement with Oltmans et al. (2013), who calculated a trend of 0.15 ppbv/yr in O3 from

the surface to the free troposphere over the period of 1986-2010, and no significant trend above 500 hPa, although they did

not include O3 trends in the stratosphere in their study. Oltmans et al. (2013) did not elaborate on what exactly drives the

significant positive trends in the lower troposphere at the SH mid-latitude site Lauder. There is no significant trend in the upper

troposphere. They suggested that such a pattern in tropospheric O3 trends does not reflect a possible increase in stratosphere-25

troposphere exchange (STE), as increasing STE would lead to an increase in O3 in the upper and free troposphere. From our

analysis based on regression/correlation, the deep stratospheric intrusions may play a role in the lower tropospheric O3 trends,

reflected in the significant negative trend in relative humidity over the period of 1987 to 2014 (Fig. 4). However, we cannot

derive simple and direct links between changes in relative humidity, deep stratospheric intrusions, and the observed trends

in near-surface O3. In the tropopause region, the change in tropopause height clearly drives the O3 variation and trend, i.e.,30

significant upward trends in tropopause height imply significant negative O3 trends between 9 to 15 km (Figs. 2 and 4). In the

stratosphere above 15 km, negative O3 trends become weaker and are not significant at the 95% confidence level. Long-

term changes in O3 in this region are influenced by changes in dynamics (which are reflected in changes in stratospheric

temperatures linked to O3 changes), and O3 depletion/recovery that is governed by changes in O3 depleting substances;
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such changes seem to have cancelled out the decrease in O3 resulting from the tropopause height increase in this region.

Similarly, the insignificant trend in O3 between 6 and 9 km may be the result of cancellations between the increase of O3 in

the lower troposphere and the decrease of O3 in the tropopause region. In Sect. 4, we analyse a set of sensitivity simulations

designed to assess the contributions from some anthropogenic forcings (ODSs, GHGs, and O3 precursors), that are known to

have caused substantial changes in recent decades to O3 trends.5

3.3 Baring Head surface O3

In addition to the ozonesonde record at Lauder, we examine the surface O3 time series from Baring Head (41.4S, 174.9E,

85m) which is also a SH mid-latitude background station located in central New Zealand. In southerly wind situations Baring

Head, a coastal site, is exposed to clean marine air. The surface O3 measurements at Baring Head started in 1991; the record

is largely continuous except for some missing data in 2005. The surface O3 measurements have been made using ultraviolet10

(UV) photometric ozone analysers (Dasibi model 1003-PC from 1991-2004, and Thermo Electric Corporation TEI49i from

1995), with air drawn from 5 metres above the ground through a dedicated teflon tube with a 0.5 µ teflon filter on the inlet to

exclude aerosols. Hourly data from 1992 to 2015 are used to calculated the surface O3 anomaly and the trend. The data are

also deseasonalised.

Shown in Fig. 5, a significant positive trend is calculated in surface O3 (0.057 ppbv year−1) at Baring Head, which is similar15

to the trend found at Lauder (0.04−0.06 ppbv year−1), but the positive trend calculated from near-surface ozonesonde data

at Lauder exhibits a much larger uncertainty range. The significant positive trend in surface O3 at Baring Head, together with

the significant positive trends in Cape Grim and Cape Point surface O3 calculated by Oltmans et al. (2013), confirms that the

positive surface O3 trends in the SH mid-latitudes are robust. The insignificant positive trend in surface O3 at Baring Head

calculated by Oltmans et al. (2013) over the period of 1991-2010 is due to the shorter data record compared to the record used20

here.

4 Attribution of ozone trends using chemistry-climate model simulations

4.1 Modelled ozone trends at Lauder

In order to attribute the observed O3 trends at Lauder in a more quantitative way, we compare the observations to model results.

Although the model has a relatively coarse resolution, the measurement site is representative of SH mid-latitudes which are25

characterized by relatively large-scale variability in O3. Firstly, we show in Fig. 6 monthly mean O3 volume mixing ratios

at all eight layers, for both REF-C1 and REF-C2 simulations (in the case of REF-C1, the run ends in 2010, therefore we use

the period of 1987-2010). The model data are interpolated to the vertical resolution of the ozonesonde, before being grouped

into the same eight layers as defined before. Overall, the model captures the magnitude and variability of O3 well, albeit

with the overestimation of some observed peak values, mainly at the surface and in the stratosphere. The model is capable of30

reproducing the observed O3 seasonal cycle in general, but underestimates the O3 seasonal cycle in the free troposphere at this
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location. Comparing the two model experiments, i.e. REF-C1 and REF-C2, O3 values in the REF-C1 experiment are generally

larger than those in REF-C2, with the largest differences in the free troposphere at 3-6 km. Such differences might be due to

the dynamical differences arising from differences in sea surface temperatures between the two experiments. We calculate the

linear trends of O3 in both experiments, and in the sensitivity experiments. The results are discussed in the following sections.

4.2 REF-C1 simulation and the impact from O3 precursor emissions and the stratosphere5

Layer-resolved O3 anomalies and their trends from REF-C1 and SEN-C1-fEMIS are displayed in Fig. 7 for the period of

1987-2010, together with the observed anomalies for the same period. Modelled O3 anomalies are based on monthly mean

output from the CCMs, smoothed using a 13-months filter. Trends are calculated based on monthly mean data without

any smoothing. The same applies for all modelled O3 anomalies shown in respective figures. In addition, the anomalies

in the stratospheric O3 tracer O3S are also displayed in the same plot. Note that modelled O3 anomalies are also calculated10

based on monthly mean data, as applied to the observed anomalies. The modelled trends of O3 and O3S are summarised in

Table 4. Overall, the REF-C1 simulation captures some basic observed variability but misses some large anomaly features,

for example, the very negative O3 anomalies near the surface in the year 2000, and at the beginning of the record (1987-

1988). There are large observed variations in the upper troposphere (6-9 km) that the model fails to reproduce. The observed

variabilities of O3 around the tropopause and in the lower stratosphere are well captured by the model. The modelled trends15

match well with the observed trend in the tropopause region and in the upper troposphere (6-12 km), but the model cannot

reproduce the observed significant positive O3 trends below 6km. The model simulation also produces a positive, but smaller

than observed, trend in tropopause height (7.6±3.7 m/year over 1987-2010. Above 15 km in the stratosphere, large positive

anomalies from the model at the beginning of the record are opposite in sign to the observed negative anomalies, and lead

to the significant negative trends calculated in the REF-C1 simulation (excuding the first few years of data, e.g., 1987-20

1989, the model will produce a weaker insignificant negative trend at 20-25 km). In contrast, observed O3 trends in the

stratosphere are generally insignificant. For comparing to observations at a specific location, we expect that chemical

transport models (CTMs) or CCMs with specified dynamics (CCM-SD) would be more accurate in capturing the O3

variability and other dynamical variables than free-running CCMs; this has been demonstrated in previous studies

(e.g., Hardiman et al., 2017). This could have implications for prejecting long-term future O3 trends using free-running25

CCMs. Therefore, careful evaluations of free-running CCMs are needed. However, Hardiman et al. (2017) also find that

tropical upwelling and the stratospheric meridional circulation are difficult to constrain and are worse in the nudged

simulations than in the free-running simulations. Here, we aim to attribute observed O3 trends to various chemical and

dynamical processes, and consider that free-running CCMs are the more suitable models to be used in such study.

We consider the REF-C1 simulation to be a representation of the realistic O3 evolution, driven by observed SSTs and well-30

understood historic anthropogenic forcings such as GHGs and ODSs, including CH4 which affects O3 in both chemically and as

a GHG. However, anthropogenic non-methane O3 precursors have relatively large uncertainties, due to their very heterogeneous

distributions and poorly understood emission inventories over some parts of the world. SEN-C1-fEMISS is designed to assess

how such uncertainties in anthropogenic emissions of non-methane O3 precursors might affect the O3 evolution. We take the
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results of SEN-C1-fEMISS from 1987 to 2010, and display the anomaly and trend of O3 in the same manner as O3 from the

REF-C1 simulation (Fig. 7). The comparison shows that there is no apparent difference between O3 trends in the troposphere

between these two simulations, but there are distinct differences from the tropopause region to 25 km. However, the very high

REF-C1 O3 anomalies at the beginning of the record might contribute in part to the very negative trends in the stratosphere.

The response of O3 trend to changing non-methane O3 precursors is quantified and shown in Table 5. Overall, the non-methane5

O3 precursor emission changes between the late 1980s and 2010 have no significant effects on tropospheric O3 trends, whereas

in the stratosphere, the simulation with constant emissions show flat or slightly negative trends in O3, which indicates changes

in emissions (both NOx and CO surface emissions show global increases during this period; Fig. 1, and Fig. 1 in Morgenstern

et al. (2017)) contribute to the negative trends in stratospheric O3.

The stratospheric tracer O3S depicted in Fig. 7 shows a weak but significant negative trend near the surface (Table 4). This10

decrease is likely the result of a decrease in stratospheric O3 over this period. O3S is a measure of O3 originating from the

stratosphere, and the negative trend in O3S also implies that the photochemical production of O3 in the lower troposphere is

increasing, most likely as a result of increasing O3 precursors including methane. We mentioned before that there seems to be

an increase in deep stratospheric intrusion at Lauder over the period of 1987-2014, as indicated by a negative trend in relative

humidity. Clearly, STE plays an important role also in controlling lower tropospheric O3, but a more rigorous attribution of15

the trend in near-surface O3 would require a more dedicated set of model experiments, which might be a worthwhile topic of

future research.

4.3 REF-C2 simulation and the impact from ODSs, GHGs, and CH4

In Fig. 8, we compare O3 anomalies and their trends from the REF-C2 simulations to those from observations for the period

of 1987-2014. The variations of observed O3 anomalies are less accurately matched by the REF-C2 simulations, which are20

free-running simulations not constrained by observed sea surface conditions, as opposed to the REF-C1 simulations which are

driven by observed sea surface conditions. Significant negative trends in O3 anomalies are calculated for the tropospheric layers,

which are neither reflected in the observed trends nor in the REF-C1 simulations which yield a flat trend in the troposphere

(Fig. 7). The significant negative tropospheric O3 trends in REF-C2 are most likely the consequence of a sharp drop in surface

NOx emissions after the year 2000 in the REF-C2 simulations, due to adopting a different emission dataset in 2000 (RCP6.0)25

that differs from the MACCity emission inventory used in REF-C1 (see Fig. 1 and a related discussion in Morgenstern et al.,

2017). This discrepancy in NOx emissions between REF-C1 and REF-C2 simulations results in significant differences in

modelled O3 trends at Lauder, a background SH mid-latitude site, indicating the important role of surface emissions of O3

precursors impacting SH O3 trends, most likely through inter-hemispheric transport. However, around the tropopause and in

the stratosphere, the REF-C2 simulation reproduces the observed O3 trends, in contrast to the REF-C1 simulations, although30

the variations in observed O3 are less well reproduced in REF-C2 than in REF-C1.

The purpose of using REF-C2 and SEN-C2 simulations is to assess the role of key forcing agents (ODSs, GHGs, and CH4)

in affecting the long term O3 trend. In Fig. 8, we also display the O3 trends from the sensitivity runs. For fixed-ODSs run

(i.e. SEN-C2-fODS), the negative trends in O3 are smaller in magnitudes than those from REF-C2 in the troposphere, which
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indicates that changes (i.e. increases) in ODSs between 1987 and 2015 would decrease the tropospheric O3. However, there

is no significant difference in trends between REF-C2 and SEN-C2-fODS simulations in the stratosphere. Halogen loading in

the atmosphere (Fig. 1) peaked in the 1990s and then dropped gradually approximately to the late-1980s level in 2014. This

could explain the relatively small overall impact from ODSs over the period of 1987-2014 on O3 at Lauder. The negative

impact of ODSs changes during this period on tropospheric O3 is also reflected in the O3S tracer which shows a small but5

significant negative trend over this period (Fig. 7). Changes in GHGs over the period of 1987-2014 produce a negligible impact

on simulated tropospheric O3 changes at Lauder, but have significant impact on trends in stratospheric O3 (above 12 km) (Fig.

8). The significant negative trends of O3 in the fixed-GHGs simulations in the stratosphere imply increases in GHGs over

1987-2015 would contribute positively to the stratospheric O3 trends. The effect is due to changes in CO2, CH4, and N2O

collectively. We also performed a sensitivity simulation (SEN-C2-fCH4) with only CH4 fixed at the 1960 level, to separate the10

effect of CH4 from other GHGs, e.g., CO2 and N2O. CH4 is an O3 precursor and also a GHG (see above). This analysis shows

that in SEN-C2-fCH4, significant negative trends in O3 are calculated throughout the troposphere, as shown in Fig. 8, indicating

that the increase in CH4 over the period of 1987-2015 contributes positively to tropospheric O3 trends. Given very similar O3

trends in the REF-C2 and SEN-C2-fGHG simulations, it implies that increases in CO2 and N2O would make negligible or

slightly negative contributions to the O3 trends over this period, out-weighing the positive contribution of increasing CH4. In15

the stratosphere, CH4 through changes in chemistry plays a much less significant role in O3 trends.

Note that the period analysed (1987-2014) is relatively short, and the overall changes in ODSs and GHGs (including CH4)

are relatively small. Consequently, changes in O3 trends attributable to these climate/chemical forcings are usually associated

with large uncertainties , and therefore not significant at 95% confidence level (Table 5). Overall, changes in CH4 contribute

positively to tropospheric O3 trends through enhanced photochemical production of O3. Increases in GHGs alone seem to result20

in decreasing tropospheric O3 (presumably via enhanced chemical destruction in a future warmer and wetter climate) although

this is counter balanced by increasing tropospheric O3 through CH4 oxidation. Increasing ODSs lead to significant negative O3

trend in the troposphere, through downward transport of stratospheric O3. In the stratosphere, the effect from ODSs is small

due to the overall small changes in ODS over this period, whilst increases in GHGs seem to be the major forcing, contributing

positively to stratospheric O3 trends through, possibly, decelerated O3 destruction due to cooling. This positive contribution25

may have outweighed any reduction of stratospheric O3 resulting from negative O3 trends that is triggered by dynamical

changes in the tropopause region, as both observations and REF-C2 simulations show relatively small and insignificant trends

in stratospheric O3 at Lauder. In the tropopause region, O3 trends are not sensitive to changes in these forcings, and are

largely controlled by dynamical changes, e.g., the movement of the tropopause. Both REF-C1 and REF-C2 produce a positive,

albeit smaller than observed, trend in tropopause height, which agrees with the scientific finding that anthropogenic forcings,30

in particular O3 and well-mixed GHGs changes, contribute predominantly to observed tropopause height increase in recent

decades (e.g., Santer et al., 2003).

In the following section, we expand the analysis to include the whole simulation period of 1960-2010, and assess long-term

simulated changes in O3 at SH mid-latitudes (represented by Lauder) due to changes in anthropogenic forcings of ODS, GHGs,

and O3 precursor emissions.35

11



4.4 Modelled attribution to long-term O3 changes at Lauder

Figures 9 and 10 display the O3 evolution and trends over the 1960-2010 period from REF-C1 and REF-C2, respectively, and

the associated sensitivity simulations. The O3 anomalies are all normalised to zero at the starting time point. The analysis shows

that in both simulations, O3 shows insignificant or moderately negative trends in the troposphere, and more significant negative

trends in the stratosphere (Table 6). It should be noted that larger negative trends in stratospheric O3 are simulated in5

REF-C1 than those in REF-fC2; there are sustained stratospheric O3 losses prior to the 1980s in REF-C1, which are

not present in REF-C2 simulations. Relative to the period of Lauder O3 sonde observations, both simulations show

stratospheric O3 losses from the 1980s to around 2000, and then O3 recovery after the year 2000 (Figures. 9 and

10), although such changes are not obvious in observed lower stratospheric O3 at Lauder because of large variability

(Figures 7 and 8).10

Examining the sensitivity simulation SEN-C1-fEMIS, fixing emissions at the 1960 level results in negative trends throughout

the domain, but with larger negative trends in the troposphere and smaller negative trends in the stratosphere, compared to REF-

C1. This means that increases in O3 precursor emissions since the 1960s lead to a positive contribution to tropospheric O3

(shown in Fig. 9), predominantly through increased chemical O3 production. However, increases in O3 precursor emissions

cause a reduction in stratospheric O3; we can only suspect that this is due to chemical and/or dynamical changes in the15

lower stratosphere as a result of O3 feedback, and this warrants further investigation. In the tropopause region (9-12 km),

the impact on O3 trends from fixed emissions is minimal, which may suggest that changes in O3 at the tropopause are mainly

controlled by the movement of the tropopause rather than changes in O3 precursors in the troposphere, and indeed, our

calculation shows that there is no significant difference in modelled tropopause heights between SEN-C1-fEMIS and

REF-C1 simulations. In addition, the stratospheric tracer O3S from REF-C1 is also shown, which shows negative trends, as a20

result of the declining stratospheric O3 during this period.

In the fixed-ODSs simulations, large differences in O3 trends from the correspondent O3 trends in REF-C2 are shown (Fig.

10), indicating significant negative contributions to O3 trends due to changes (i.e. increases) in ODSs between 1960 and 2010.

By comparison, changes in GHGs seem to have less impact on O3 trends than ODSs changes. Increases in GHGs generally

contribute positively to O3 trends over this period, and the largest influence occurs in the troposphere, whereas the impact on25

stratospheric O3 trends is negligible. Interestingly, the impact of changing GHGs on O3 trends is shown mainly through CH4

changes, suggesting that chemical changes (O3 production through increased CH4) are likely to dominate the contribution

of changing GHGs to O3 trends, especially given that the contribution mainly occurs in the troposphere (Fig. 10). We can

not identify in this study the role of individual GHGs in moderating O3 trends, and it is possible that radiative feedbacks are

different from different GHGs, and chemical feedbacks also differ, e.g., CH4 contributes to O3 chemical production and N2O30

plays a role in stratospheric O3 destruction. The attribution of modelled O3 trends to each of the aforementioned forcings is

listed in Table 6.
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5 Conclusions

We have analysed a 28-year ozonesonde record from Lauder, covering 1987 to 2014, and a surface O3 record from Baring

Head covering 1992 to 2015. Both background measurement sites are located in the SH mid-latitudes, and are representative of

background atmospheric conditions. We have also analysed some meteorological parameters that are co-measured with O3 at

Lauder, and have explored the relationships between O3 changes and changes in these parameters, i.e., surface relative humidity,5

surface and stratospheric temperatures, and tropopause height, respectively. Through a regression analysis of ozonesonde data,

which involves grouping the profiles into eight layers extending to the stratosphere (25 km), we have identified the dominant

meteorological parameters that control the interannual variations of O3 at Lauder. We find that relative humidity dominates

the variability of lower tropospheric O3, possibly through deep stratospheric intrusions, and that O3 variability around the

tropopause region is dominated by the movement of the tropopause. In addition, ENSO contributes to O3 variations in the free10

troposphere, and the QBO and solar cycle impact O3 variations in the stratosphere.

The trends in observed O3 at Lauder have been calculated for the eight layers. Significant positive trends in the troposphere

below 6 km, and significant negative trends in the tropopause region are obtained, for both 1987-2010 and 1987-2014. No

significant trends are found in the upper troposphere (6-9 km) and in the stratosphere (above 15 km). A significant negative O3

trend in the 9-12 km region is very likely the result of an increasing tropopause height at Lauder. Such a dynamically induced15

change in O3 also propagates to below and above the tropopause. Changes in temperatures in both the troposphere and the

stratosphere impact O3 by modifying the chemical production and destruction rates. Specifically, increased surface temperature

would enhance photochemical production of O3 mainly in the lower troposphere, and decreased stratospheric temperature

would slow down the nitrogen- and halogen-catalysed O3 destruction cycles. Such effects from temperature changes could be

balanced by the effect from tropopause height changes; the net impact are small O3 trends in the upper troposphere and the20

lower stratosphere.

We have used NIWA-UKCA chemistry-climate model simulations to attribute O3 trends observed at Lauder to anthropogenic

influences, particularly changing GHGs, ODSs, and O3 precursors over 1987 to 2014. Results from these CCMI simulations

indicate that O3 precursor emissions have no net impact on tropospheric O3, but lead to significant negative trends in strato-

spheric O3; this will be further investigated. Changes in CH4 generally have a positive impact on O3, but the effect is not25

significant at the 95% confidence level. Changes in GHGs (including CH4) mainly affect the stratosphere where increased

GHGs lead to significant positive trends in O3. Increases in ODSs during this period mainly result in negative O3 trend in the

troposphere, through stratosphere-troposphere exchange and/or consequences for tropospheric ozone photochemistry. But with

Bry and Cly peaking in the late 1990s, stratospheric O3 at Lauder is not significantly affected by overall changes in ODSs from

1987 to 2014. We also examined O3 transported from the stratosphere using a diagnostic stratospheric O3 tracer, which shows30

a significant negative trend near the surface, suggesting that changes in stratosphere-troposphere exchange of ozone are indeed

involved in tropospheric ozone trends.

The observed significant positive trend in tropospheric O3 below 6 km is not reproduced by the base simulations (REF-C1

and REF-C2), which is very likely because of an underestimation of positive trends in surface emissions of O3 precursors. The
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large significant negative trend in stratospheric O3 in the REF-C1 simulation is caused by the very large positive anomaly at

the beginning of O3 record. Both base simulations reproduce well the significant negative O3 trend in the tropopause region,

associated with dynamical changes.

The Lauder O3 record presented in this study is relatively short for detecting significant responses of O3 to changes in GHGs,

ODSs, and O3 precursors. The analysis is extended to cover the whole period of the simulation, i.e., 1960-2010, during which5

period significant changes in GHGs, ODSs, and O3 precursors occur, allowing for a more robust assessment of their impacts on

the O3 evolution. The results show that all forcings contribute significantly to simulated O3 trends over the last five decades at

Lauder. Increases in O3 precursors contribute positively to tropospheric O3 through enhanced photochemical production of O3,

but negatively to stratospheric O3. The increase in CH4 leads to positive O3 trends in both the troposphere and the stratosphere,

and is comparable to the O3 response to the net effect of combined GHGs changes, indicating there may be a cancellation of10

effects from increases in CO2 and in N2O. The overall increase in ODSs between 1960 and 2010 results in significant negative

trend in tropospheric and stratospheric O3, which coincides with the negative trend in the stratospheric O3 tracer.

This study demonstrates that long-term ozone profile observations provide valuable insight into atmospheric composition

changes associated with anthropogenic forcing over the recent decades at a background SH mid-latitude location. More loca-

tions can be explored in future studies and multi-model simulation ensembles can be used to derive global O3 changes, and to15

project the future evolution.
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Table 1. Chemistry-Climate Model Initiative (CCMI) simulations performed by NIWA-UKCA, used in this study.

Simulation Period SSTs/sea ice O3 precursor Emissions∗ CH4 GHGs∗ ODSs

REF-C1 1960-2010 HADISST MACCity (1960-2010) RCP 6.0 RCP 6.0 WMO (2014) A1

SEN-C1-fEMIS 1960-2010 HADISST Fixed at 1960 RCP 6.0 RCP 6.0 WMO (2014) A1

REF-C2 1960-2100 Interactive MACCity (1960-2000) & RCP 6.0 RCP 6.0 WMO (2014) A1

RCP 6.0 (2000-2100)

SEN-C2-fGHG 1960-2100 Interactive MACCity (1960-2000) & Fixed at 1960 Fixed at 1960 WMO (2014) A1

RCP 6.0 (2000-2100)

SEN-C2-fCH4 1960-2100 Interactive MACCity (1960-2000) & Fixed at 1960 RCP 6.0 WMO (2014) A1

RCP 6.0 (2000-2100)

SEN-C2-fODS 1960-2100 Interactive MACCity (1960-2000) & RCP 6.0 RCP 6.0 Fixed at 1960

RCP 6.0 (2000-2100)

* Excluding CH4

Table 2. Coefficient of determination, R2, and dominant contributors to the regression, based on coefficients of determination of individual

regression functions (r2), resolved by altitude.

Altitudes R2 Dominant regression functions (measured by r2)

0-1.5 km 0.32 Relative humidity (0.25) Surface temperature (0.13)

1.5-3 km 0.21 Tropopause height (0.10) Surface temperature (0.09) Relative humidity (0.05)

3-6 km 0.28 Surface temperature (0.15) Tropopause height (0.11) Stratospheric temperature (0.08)

6-9 km 0.08 ENSO (0.02) Tropopause height (0.01)

9-12 km 0.55 Tropopause height (0.50) Surface temperature (0.09) Stratospheric temperature (0.07)

12-15 km 0.38 Tropopause height (0.29) Surface temperature (0.14) Stratospheric temperture (0.06)

15-20 km 0.36 Tropopause height (0.14) Surface temperature (0.11) QBO at 30 hPa (0.10)

20-25 km 0.35 Stratospheric temperature (0.18) QBO at 30 hPa (0.09) Surface temperature (0.03)
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Table 3. Correlation coefficients between O3 anomalies and climate/meteorological variables at each layer.

Ozone layers RHsurf Tsurf Tstrat MEI QBO30 HTTrop

O3 (0-1.5km) −0.50 0.38 −0.12 0.16

O3 (1.5-3km) −0.28 0.35 −0.17 −0.11 0.34

O3 (3-6km) −0.20 0.42 −0.29 −0.18 0.38

O3 (6-9km) −0.15 −0.14

O3 (9-12km) 0.21 −0.44 0.31 −0.71

O3 (12-15km) 0.23 −0.45 0.27 0.13 −0.57

O3 (15-20km) −0.36 0.32 0.10 −0.32 −0.41

O3 (20-25km) −0.18 0.43 −0.31 −0.18
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Table 4. Observed and simulated trends in O3 and O3S anomalies (±1 Standard Error) at Lauder, over the periods of 1987-2010 and

1987-2014, accordingly. Units are ppbv yr−1.

Altitute/km Observed O3 Observed O3 REF-C1 O3 REF-C2 O3 REF-C1 O3S

1987-2010 1987-2014 1987-2010 1987-2014 1987-2010

0-1.5 0.06± 0.02 0.04 ± 0.01 0.00± 0.01 −0.05± 0.01 −0.02± 0.00

1.5-3 0.08± 0.02 0.04 ± 0.01 0.01± 0.01 −0.06± 0.01 −0.02± 0.01

3-6 0.06± 0.03 0.05 ± 0.02 0.02± 0.02 −0.07± 0.01 0.00± 0.01

6-9 −0.09± 0.05 −0.01 ± 0.05 −0.01± 0.02 −0.10± 0.02 −0.04± 0.02

9-12 −0.55± 0.27 −0.62 ± 0.21 −0.39± 0.12 −0.26± 0.07 −0.47± 0.13

12-15 −0.53± 0.44 −0.90 ± 0.35 −1.18± 0.32 −0.51± 0.23 −1.19± 0.32

15-20 0.89± 1.12 −1.01 ± 0.88 −4.19± 0.73 −1.00± 0.56 −4.19± 0.73

20-25 1.46± 1.61 −0.50 ± 1.28 −4.46± 0.95 0.20± 0.69 −4.56± 0.96

Table 5. Attributions of modelled trends (±1 standard deviation) due to changes in non-methane O3 precursors (NMOPs), CH4, GHGs, and

ODSs over the period 1987-2010 and 1987-2014, respectively, calculated as trends in absolute differences between O3 anomalies from the

sensitivity simulations and O3 anomalies from the REF-C1 and REF-C2 simulation, respectively. Units are ppbv yr−1.

Altitude/km Due to NMOPs Due to CH4 Due to GHGs Due to ODSs

1987-2010 1987-2014 1987-2014 1987-2014

0-1.5 −0.00± 0.01 0.02± 0.02 −0.00± 0.01 −0.02± 0.01

1.5-3 −0.00± 0.02 0.02± 0.02 −0.00± 0.01 −0.03± 0.02

3-6 0.02± 0.02 0.02± 0.02 −0.01± 0.02 −0.05± 0.02

6-9 0.00± 0.03 0.00± 0.03 0.00± 0.02 −0.08± 0.03

9-12 −0.42± 0.16 −0.05± 0.11 0.20± 0.11 0.02± 0.12

12-15 −1.05± 0.40 0.23± 0.51 0.69± 0.33 0.14± 0.37

15-20 −2.49± 0.91 0.50± 1.56 1.27± 0.79 −0.11± 0.92

20-25 −3.20± 1.24 1.80± 1.99 3.91± 1.01 0.52± 1.09
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Table 6. Simulated trends in O3 and O3S anomalies (±1 standard deviation) at Lauder, and attributions of modelled trends due to changes

in non-methane O3 precursors, CH4, GHGs, and ODS over the period of 1960-2010. Units are ppbv yr−1.

Altitude/km REF-C1 REF-C2 Due to NMOPs Due to CH4 Due to GHGs Due to ODSs O3S (REF-C1)

0-1.5 0.00± 0.00 −0.02± 0.00 0.02± 0.01 0.03± 0.01 0.03± 0.01 −0.07± 0.01 −0.04± 0.00

1.5-3 0.00± 0.00 −0.02± 0.00 0.02± 0.01 0.04± 0.01 0.04± 0.01 −0.09± 0.01 −0.05± 0.00

3-6 0.00± 0.01 −0.03± 0.01 0.03± 0.01 0.05± 0.01 0.05± 0.01 −0.11± 0.01 −0.05± 0.00

6-9 −0.05± 0.01 −0.04± 0.01 0.04± 0.01 0.05± 0.01 0.06± 0.01 −0.16± 0.01 −0.12± 0.01

9-12 −0.51± 0.05 −0.26± 0.04 −0.26± 0.06 0.06± 0.05 0.05± 0.05 −0.49± 0.05 −0.60± 0.05

12-15 −1.33± 0.13 −0.80± 0.11 −0.29± 0.15 0.33± 0.16 0.29± 0.16 −1.24± 0.16 −1.33± 0.13

15-20 −5.12± 0.26 −3.95± 0.26 −1.68± 0.33 0.49± 0.39 0.42± 0.38 −4.05± 0.38 −5.12± 0.26

20-25 −7.88± 0.31 −6.25± 0.34 −2.51± 0.41 0.81± 0.48 0.77± 0.45 −6.93± 0.47 −7.88± 0.31
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Figure 1. Time evolution of anthropogenic forcings used in CCMI simulations: (a) greenhouse gases (GHGs) volume mixing ratios, (b) total

organic chlorine and bromine volume mixing ratios, (c) nitrogen oxides emissions (NOx), and (d) carbon monoxide emissions (CO). Black

lines denote forcings used in REF-C1, and lime lines for REF-C2. Note the discontinuity in NOx emissions (panel c) mentioned in the text.
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Figure 2. Vertically resolved observed ozone anomalies (black curves), linear trends (black lines), and regressed O3 anomalies (red curves)

at Lauder (1987-2014). R2 is the coefficient of determination of multi-variant regression function at each layer. The O3 anmalies shown are

smoothed using a 13-month filter based on monthly mean data. Linear trends are calculated from the monthly mean O3 anomalies.
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Figure 3. Ozone anomalies and contributions of individual regression functions at Lauder. O3 anomalies are monthly mean but are smoothed

using a 13-month filter for display. Colour keys for regressors are shown in the top-left panel.
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Multivariate ENSO Index (MEI)
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Figure 4. Time series of dominant climate/meteorological variables, co-measured with O3 at Lauder, with the exception of the ENSO Index

(MEI). Anomalies are monthly mean but are smoothed using a 13-month filter for display. Linear trends for all variables are noted in the

figure.
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Surface O3 anomaly at BHD
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Figure 5. Observed monthly mean surface O3 anomaly and the corresponding linear trend at Baring Head (1994-2015).
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Figure 6. Observed (black) and modelled monthly mean O3 time series, from REF-C1 (red) and REF-C2 (green) respectively, at

Lauder over 1987-2014.The REF-C1 simulation ends in year 2010.
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Figure 7. Observed (black) and modelled O3 anomalies and corresponding linear trends, from REF-C1 (red) and REF-C2 (green)

respectively, at Lauder (1987-2010), and the linear trend in O3S (blue line) from REF-C1. Anomalies shown are smoothed with a

13-monthly filter for the purpose of display.
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Figure 8. Observed (black) and modelled (REF-C2; red) O3 anomalies and linear trends at Lauder over 1987-2014. Modelled linear

trends from SEN-C2-fGHG (green line), SEN-C2-fCH4 (gold line), and SEN-C2-fODS (blue line), respectively, are also depicted.

Anomalies shown are smoothed with a 13-monthly filter for the purpose of display.
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Figure 9. Modelled O3 anomalies and linear trends at Lauder over 1960-2010 from REF-C1 (black) and SEN-C1-fEMIS (green),

respectively. The anomaly and linear trend of stratospheric O3 tracer (O3S) are also depicted (red). Anomalies shown are smoothed

with a 13-monthly filter for the purpose of display.
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Figure 10. Modelled O3 anomalies and linear trends at Lauder over 1960-2010, from REF-C2 (black), SEN-C2-fGHG (green), SEN-

C2-fCH4 (red), and SEN-C2-fODS (blue), respectively. Anomalies shown are smoothed with a 13-monthly filter for the purpose of

display.
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