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Abstract. Direct measurements of marine DMS fluxes are spararticularly in the Southern Ocean. The Surfacean
Aerosol Production (SOAP) voyage in February-Ma2€ii2 examined the distribution and flux of dimeguwfide (DMS)
in a biologically-active frontal system in the dowest Pacific Ocean. Three distinct phytoplankttooims were studied
with oceanic DMS concentrations as high as 25 rmolMeasurements of DMS fluxes were made using twiependent
methods: the eddy covariance (EC) technique usimpspheric pressure chemical ionization mass spmetry (API-
CIMS), and the gradient flux technique (GF) fromartonomous catamaran platform. Catamaran flux aneasents are
relatively unaffected by air flow distortion andeamade close to the water surface where gas gtadiea largest. Flux
measurements were complemented by near-surfac@drgghic measurements to elucidate physical fadtdhsencing
DMS emission. Individual DMS fluxes derived by Efosved significant scatter and, at times, consistiepartures from
the COARE gas exchange parameterization. A directparison between the two flux methods was cawigdo separate
instrumental effects from environmental effectsy ahowed good agreement with a regression sloped6f (f = 0.89). A
period of abnormal downward atmospheric heat flnkamced near-surface ocean stratification and sstlwarbulent
exchange, during which GF and EC transfer velarisbowed good agreement but modelled COAREG vahkere
significantly higher. The transfer velocity derivdtbm near surface ocean turbulence measurementa spar buoy
compared well with the COAREG model in general, shitwed less variation. This first direct comparibetween EC and
GF fluxes of DMS provides confidence in compilatiminflux estimates from both techniques, and atsthe stable periods

when the observations are not well-predicted byGBAREG model.

1 Introduction

The transfer of gases across the air-sea intetfiasea significant influence on global climate, amdis an important

parameter in climate models. Of particular interestimethylsulfide (DMS), a biogenic gas origimatifrom phytoplankton,
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which is the primary source of reactive naturafiguln the atmospheric marine boundary layer (Aagrand Crutzen,
1997). The potential for oxidation products of DNtSplay a role in aerosol production and modificatiand hence the
global radiation budget, has stimulated a numbestoflies aimed at quantifying the surface ocearcemnations and

estimations of global DMS fluxes (e.g. Lana et20]11).

While climatologies of aqueous DMS have been depadaLana et al., 2011), direct measurements of Dik&s are rare,
particularly over the remote Southern Ocean. lstBMS fluxes typically rely on gas transfer paréaneations, with the
flux of a gas ) between the ocean and atmosphere calculated tfientransfer relationship with concentration gratlie
across the interface:

F=K(Cw-aCa) 1)
whereK is the gas transfer velocitg;a and Cw are the DMS concentration in air and water respelgt anda is the
dimensionless Ostwald solubility coefficient for BV(Dacey et al., 1984; Saltzman et al., 1993), witpositive flux
indicating sea-to-air emission. In theory, the @nication gradient should be measured across #wws sublayer at the
surface (~100 um), whereas in practice it is nolymaleasured on research vessels between the dechtlevel and the

seawater intake several meters below the surface.

In contrast to the measurement of near-surfaceg@asentration gradients, measurement and parawegieri of the transfer
velocity, K, is more challenging and subject to greater unaeyt, particularly at high wind speeds (Wanninkisdfal.,
2009). K has traditionally been parameterized in terms iofilvépeed, the most readily available measurenagiat largely
based on dual tracer experiments using &¥lHe (Wanninkhof, 1992; Nightingale et al., 2000; Efpal., 2006), most
commonly in the form of a quadratic relationshimpwéver, there are issues arising from the temordlspatial scales of
these and other estimateskafFor example, dual tracer experiments generalbgirgte over days and 100 km scales, bomb
carbon estimates are decadal and cover basin scalemicrometeorological estimates cover periods38f minutes and
scales of several km. Consequently, processestopeom different scales may have different infloes onK. In addition,
there are other factors influencing gas transfae fole of bubbles in enhancing the transfer dflitde gases, such as €O
is widely recognized (e.g. Woolf, 1997; Wanninklaofd McGillis, 1999), but while corrections for th#fusion rates are
used for different gases via the Schmidt numberdifference in solubility between the two tracansl CQ is not generally
considered (Bell et al., 2017). When simple wipdexl parameterizations are applied to a weakhbolyas such as DMS,
the bubble effect is very much reduced relativeCtd,, and DMS is better fitted as a linear, rather tlaquadratic,
relationship with wind speed (Blomquist et al., 80Goddijn-Murphy et al., 2012). In additiold,depends on the resistance
in the water and the atmosphere; Bell et al. (2@Eb)mated the atmospheric contribution for DM&jpgroximately 7 % of
the total, whereas for less soluble gases suclDastke airside contribution will be lower. A furtheffect on gas exchange
in winds under ~10 msmay arise from surfactants in the sea surfaceataiger. Significant reductions iK have been

measured in laboratory studies (e.g. Frew et 8801 and in open ocean measurements (Salter 204fl).
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It is convenient to parameterikeprimarily in terms of wind speed, but the primaver of gas exchange is near-surface
turbulence, whether under a small-eddy surfacewahmodel (Lamont and Scott, 1970) or a mixing-kangodel (Donelan
and Soloviev, 2016). For environments in which tileince is driven by factors other than wind, sustbanthic boundary
layer turbulence in shallow estuarine flows or dagp impacts, unifying approaches based upon eddjpdtion rate as a
measure of turbulence, have been considered (Zetpgda 2007), but measurements in the open oaearaee (Esters et al.,
2017).

The NOAA-COARE algorithm was developed to providenare physically-based parameterization for gagefu by
separating the turbulent viscous stress from theeviarm stress related to bubble production, ansl $feown promising
results for both C@and DMS (Fairall et al., 2011; Yang et al., 20H9wever, current understanding of the mechanidms o
air-sea gas exchange are imprecise, and othergalhysiocesses may come into play that are not itlyreaptured within
the COARE model. For example, Marandino et al. 8pGncountered anomalously large DMS fluxes durang

coccolithophore bloom in the North Atlantic, whitttey attributed to the presence of near-surfaceignés.

Eddy covariance (EC) is the most direct method e&suring gas fluxes (Blomquist et al., 2006; Maiamebt al., 2007)
since it does not make assumptions about the steucif the turbulent boundary layer. However, EQuiees rapid, high-
precision measurements of gas concentration, wdrielthen correlated with the vertical componentudfulent wind speed
corrected for platform motion. THews calculated from eddy covariance DMS fluxes duthg Surface Ocean Aerosol
Production (SOAP) experiment (Bell et al., 2015)wbed considerable variability, which is typicaltbése measurements of
a turbulent process. An ongoing issue is the extemthich the variability is inherent in the measment technique, or due
to other factors, and also whether it can be redludgell et al. (2015) showed that some of thetecan kpms arose from
spatial inhomogeneity of the seawater DMS concéatra but significant variability still remained.Wind and flux
measurements are also challenging on a vessel #iecairflow around the ship’s superstructure canabcelerated or
decelerated (Yelland et al., 1998), with a depeodem wind direction. This can be a significantdaavhere wind speed is
an explicit parameter, such as with gas transfegcitees and drag coefficients. Other issues si&mation correction and
airflow, can also influence shipboard flux measwam(Landwehr et al., 2015). An additional comgima is the
generation of turbulence by the interaction offlmw with the vessel’'s structure, such as the legdidge of the hull and/or
smaller support structures (Oost et al., 1994). @ffect of this on the apparent gas flux is notlvwe@own nor whether
advected atmospheric turbulence is affected by fifistortion. Computational fluid dynamics (CFD) hasen used in a
number of studies seeking to quantify the magnitnfdgow acceleration (Yelland et al., 1998; Popiatal., 2004; Moat et
al., 2005).
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An alternative direct flux measurement approacthés Gradient Flux (GF) technique, which is lessdirthan EC as it
depends on an assumption of Monin-Obukhov SimylgMOS) theory. The first open ocean measuremenEMS fluxes
using the GF method were made by Putaud and No{h@96) with 2 or 3 air intakes on a ship. In ortteavoid issues of
the DMS gradient being influenced by air flow disimn over the superstructure of the research Veagadatform has been
used in other experiments, primarily in estuarinee@astal environments. McGillis et al. (2004) usedatamaran during
GaseEx-2001 with a motorized traveller on a masttople a range of heights to generate @Ofiles, combined with CO
sampling from a boom on the ship’s bow. A catamattached to a boom alongside a vessel, with asérasvelling up the
mast has also been used successfully in estuaridstérmine the gas exchange ofGOrton et al., 2010; Zappa et al.,
2007; Zappa et al., 2003). Although this approaah Advantages in using the same sensor at alltheigtintroduces
uncertainty due to the lack of simultaneous sargpiina turbulent atmosphere. Recently, Omori ef20117) reported DMS
gradient fluxes from a tethered buoy close by wittekes running back to the ship and different htsigsampled

sequentially using proton transfer reaction-masgtspmetry (PTR-MS).

In order to validate the GF technique for oceamipligations, flux estimates derived from GF haverbeompared with
other direct and indirect techniques, with a variet results. For example, Putaud and Nguyen (198pdrt a GF flux
parameterization 1.6 — 1.9 times greater than dnkeoearliest parameterizations, Liss and Merl{i®86). Zemmelink et
al. (2002b) performed trials using GF in conjunetieith the Relaxed Eddy Accumulation (REA) techmiduom a dock
with promising results, although without the coroptions of ship motion. Hintsa et al. (2004) sulbssdly used the stable
platform RPFLIP in the northeast Pacific to measure DMS fluxesigidioth GF and REA techniques. They found DMS
gradient fluxes were half that of REA fluxes witietlargest discrepancy during stable to neutratlitioms. Zemmelink et
al. (2004) also used the GF technique to measureS OMxes during GasEx-2001 in the equatorial Pacifnder
predominantly light winds. Their comparison of deensfer rates with EC fluxes of GGhowed a substantial difference,
with a high degree of scatter that could not beoacted for, and they concluded it was not posdiblderive accurate gas
transfer parametrizations from in-situ measuremelrasreconcile these discrepancies, a direct coismabetween GF and
EC is desirable.

The Surface Ocean Aerosol Production (SOAP) exparin{Law et al.,, 2017) examined the role of surfacean
biogeochemistry in influencing marine boundary lagerosol, with a strategy of targeting phytoplankblooms east of
New Zealand, that were potentially significant s@uregions for aerosol precursors. These bloomesepted a significant
source of DMS (Bell et al., 2015), and providedatusable opportunity for validation of micrometeargical techniques and
parameterizations. Beyond the inherent importantemeasuring DMS fluxes, the SOAP campaign also kbug
intercompare sampling platforms and techniques. HBeDMS flux measurements during SOAP followed itiean trends

modelled by COARE, but when viewed in detail therye periods of significant departure between measand modelled
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K (Bell et al., 2015). Although significant sub-sac€ DMS gradients were not observed during SOAResDMS flux

anomalies relative to COARE were potentially atitéul to sea-surface microlayer production (Walkexd.e 2016).

This paper focuses on GF DMS fluxes measured fremall autonomous catamaran launched from thenefsgassel. The
data provide the opportunity to compare the fluxeslelled by COARE with two independent measurertesfiniques (GF
and EC) on different platforms. Turbulence and reaface ocean temperature were also measureddrdrfting spar-
buoy to provide supporting information on near-aaef structure and stratification. This paper examinvhether
observations from the two approaches are in agnegraed also assesses in detail the contributigrhgsical conditions on
the waterside to flux deviations from COARE. Figalthe practicality of using eddy dissipation rate a proxy for gas

transfer in the open ocean is considered.

2 Methods

The SOAP study was carried out on the R&ngaroaduring February and March 2012 in the biologicallpductive
frontal waters of the Chatham Rise {84174-183E), east of New Zealand, where nutrient-rich sultafatic water meets
warmer subtropical water (Law et al., 2017). Theyage strategy was to survey regional surface biclgaical
distributions during the night, and focus samplihgring the day on the areas showing highest DMSceuatnations,
chlorophylla and CQdrawdown. A range of other biological and physiceasurements were made from the vessel and
platforms launched from the ship, to charactersetiogeochemical and hydrodynamic influences acetrgas emissions

and aerosol production (Law et al., 2017).

2.1 Environmental measur ements

The RV Tangaroawas equipped with an automatic weather station $\Wounted on top of the crow’s nest above the
bridge (Fig. 1a). While this position gave the oésd unobstructed airflow from all directions, iasvstill subject to some
flow distortion as air was displaced and accelerdg the ship’s superstructure. These effects waydelled in Popinet et
al. (2004), and a correction for the airflow disimn for the RVTangaroaas a function of azimuth was used in Smith et al.
(2011). A data acquisition system (DAS), locked3aBS time (UTC), logged the main ship’s navigatiemgmeters and a
range of underway measurements such as sea stefaperature, chlorophyll fluorescence, and Ecatipb60 backscatter
(an indicator of coccolithophores). Measurements at time-referenced to day of year (DOY) in UTthe COARE3.5
algorithm (Edson et al., 2013) was used to traashand speeds to a standard 10 m height. Thisoresi COARE removes
the reliance on earlier ship measurements of COAREirall et al., 2003) which may be subject ieflaw distortion
effects, and provides better agreement with indé@enobservations (e.g. Yang et al., 2014). COARE®&s also used to
computeu-, Uion (U1o adjusted to neutral stability), bulk sensible ¢atént heat fluxes. The COAREG3.1 model (Fairall e

al., 2011) updated earlier meteorological versinith a focus on gas transfer, and was used heobtain predicted gas
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transfer velocities based on wind speed and atneo&phtability. Wave data were obtained from Wavéihdll forecast
data using NOAA/NCEP winds at 0.860 km) resolution, with wave parameters from ¢hgsidded data selected at the

gridpoint closest to th€angaroaposition.

2.1.1 CFD airflow distortion adjustments

The airflow around RVTangaroawas originally modelled by Popinet et al. (2004)ng the computational fluid dynamic
(CFD) model, Gerris, employing a large-eddy scaleS) approximation. The model showed an uplift infawver the ship

with an increase from ~1 m over the bow to 6 m dherbeam, in addition to flow acceleration andeti@tion, and the
development of turbulence and recirculation. FoltmPopinet et al. (2004), CFD simulations werainefocussing on the
locations of the wind instruments deployed duril@A®, to obtain airflow distortion corrections. Imese LES simulations
the model did not explicitly include viscosity, nalied on numerical viscosity which in many sitaas produces realistic
results (Popinet et al., 2004). A further limitetiwas that the inflow velocity was assumed unifovith height (with a slip

condition at the ocean surface); thus, there idogarithmic velocity profile with height in thesesults. The numerical
model of the ship’s superstructure did not incltide temporary foremast where instruments were neoljrénd contained

no detail smaller than 0.5 m (e.g. railings). ldliidn, no account was made for the dynamic pitath @oll of the ship.

2.2 Gradient flux method for DM S

The strong source of DMS in the ocean gives risa@ ttecreasing atmospheric concentration with headpaive the sea
surface in the overlying lower atmospheric marimairidary layer. Monin-Obukhov similarity (MOS) thgois used to

describe the turbulent diffusion of gas away fréwa $ea surface, with a fluk, given by:

o uer (20
F=-ut = @c(z/L) (alnz) 2)

whereu- is the friction velocity, C is the scaling parameter for gas concentrafipa is the von Karméan constant (taken as
0.4), ¢. is the stability function for masg,is the height above the mean water level lans the Monin-Obukhov scaling
length representing the atmospheric stability ia Hurface layer. Equation (2) can be integratedjive an equation

expressing the concentration gradient against heigh

C(2) = Czo) + = In(z/20c) — Ye(2/1)] 3)
wherez, is the surface roughness fér(McGillis et al., 2004), an¥, is the integrated form af. originally developed
over land. The form oF, has been examined over the ocean, and we follewdsulting scalar functional form used in
COARE3.5 (Edson et al., 2013). From Eq. (3) it banseen that the measured slope of the concentratofile against
(In(z) —¥.(z/L)) is simplyC+/x, and this can then be used in Eq. (2), togeth#r wj to determine the DMS flux.

In order to minimize airflow distortion effects gas gradients, a Kiwi-Cat catamaran was instrunter@ed deployed from

the ship for gas sampling for periods of ~4-6 hoors 6 separate occasions (Fig. 1b) in three bloomdiffering
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phytoplankton species composition (see Law et8ll,7). Safety considerations limited deploymentsited speeds below
~12 m s (25 knots) and wave heights < 3.5 m. The ship ta@iad a position approximately 1 km downwind oé th
catamaran during sampling to avoid contaminatidects, and a drogue was used to maintain the hgadithe catamaran
into the wind. At the top of the catamaran masbt (B above mean sea level), a small Airmar PB22fasdnic
weatherstation measured wind speed, direction angk snotion parameters. Four gas intakes, with Kdamt scrubbers to
minimize DMS loss by ozone, were fitted at logaritb heights up the mast of the catamaran (with amietake height of
2.5 m). The intakes fed an autosampler that c@tbeir simultaneously from each inlet into TedlaKgnaar bags for 15-
30 minutes. All heights were sampled simultaneotslgvoid the possibility of gradient distortionedto non-stationarity or
non-uniformity in the air-flow, which could happéheights were sampled sequentially. Every halfith@ new set of 4
bags was sampled. At the end of each deploymergabesamples were returned to Tramgaroa and analysed using sulfur
chemiluminescence detection gas chromatography {SCPp(Walker et al., 2016). Calibration was cadri@ut using an
internal methylethylsulfide (MES) permeation tulme €orrection of detector drift, and an external ®ermeation tube
housed in a dynacalibrator. A five-point caliboatiwas performed twice per day, and a running stahdvery 12 samples
(Walker et al., 2016). A subsequent internationtdncalibration (Swan et al., 2014) indicated thatanalytical method was
93.5 + 3.8 % accurate with 2.6 % variation. A syséic ‘blank’ value was removed from field sampédter analysis of
sample bags filled with nitrogen indicated somedwes DMS in the system. The GF bag analysis assumdoss of DMS
from the bags. However, our tests revealed a @B-% decrease in DMS per hour of storage, whicdommewhat higher
than that of Zemmelink et al. (2002a), who foundil&e bags could be stored for 7 days without DM& Idata used here

were analysed typically within 12 hours of collectiso losses were minimised.

2.3 Eddy covariance DM Sflux

The DMS eddy covariance (EC) system used during B@#As mounted on the bowmast of ffengaroa(Fig. 1a). It
comprised dual Campbell CSAT3 sonic anemometeBys&ron Donner motion correction package and amke (Bell et
al., 2015). The EC instrumentation is located abthes deck (at 12.6 m above mean sea level) ansl dssumed that
measurements take place in the constant flux sutéaer, so that uplift should not affect the fhesults. Atmospheric DMS
was measured with an atmospheric pressure chemitc@tion mass spectrometer (mesoCIMS) after dryimith flux
measurements made every 10 minutes, as detaildllirt al. (2013). A second mass spectrometeni@iMS) measured
flow-through sea-water DMS concentratio®nj from an intake at 6 m depth, and averaged atrsmiintervals, with a
mean relative error of £ 5 %. A comparison of diged DMS was made between the miniCIMS and the &IDused for
the gradient measurements, which indicated a corat@n offset of ~1.2 nmol-L DMS (Walker et al., 2016). For the last

catamaran deployment on DOY 64, no seawater coratimt or EC DMS flux data were available.
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2.4 Spar Buoy

A spar buoy was used to provide auxiliary inforroaton sub-surface temperature structure and turbelduring SOAP.
Three deployments were made at the initial centreash of the three SOAP phytoplankton blooms (leival., 2017),
lasting 1 to 4 days. The total length of the dewi@s 6.9 m, with three vertical arms near the serfaranged around the
central pole to spread buoyancy and reduce pittt{f. 1c). The central pole extended 5.3 m betbe water surface,
where a drag plate was mounted to dampen heavemotiidium beacons and an Airmar weatherstatienewnounted on
top of the spar, transmitting location, and provigdivind and motion data. A vane kept the spamaligin the direction of
drift. Pitch and roll were generally < 4(®5" percentile), and the mean drift was 0.5 #n general, the spar followed the
swell motion, but rode through the shorter wind esvBeneath the water surface, RBR TR_1060 temperatcorders,
with 0.09 C accuracy (and 0.0000& resolution), were mounted every 0.5 m to provigfermation on temperature

stratification.

A Vector Acoustic Doppler Velocimeter (ADV) was muiad at a mean depth of 0.7 m to provide relatweent and
turbulence information. The ADV had a sample rdté6Hz and was oriented so that the sensitihaxis was perpendicular
to the drift direction and spectra would be fremirvertical heave motion. In the example spectig. (B, thew-component
in red shows a lower noise floor, and a spectrapesithat is consistent with the theoretical -5/3nkagorov inertial
subrange, while thg-component has a higher noise floor and is domihate wave motion centred around 0.2 Hz. The
turbulent energy dissipation rate) fvas determined using the inertial dissipationtradt(Drennan et al., 1996), with an
extension to unsteady advection typical of a wawdrenment (Terray et al., 1996). This was appliedhew-component
across a section of the power spectral densityildigtons in the frequency range 1.5 to 4 Hz whigdis above the wave
motion spectral peak. This method has provided/auie@able comparison between the inertial dissipatiichnique using the
ADV, and an Aquadopp that sampled turbulence spai@omson, 2012). The ADV-derived value ofvas used in the
formulation of the surface renewal model (Lamondl &tott, 1970; Zappa et al., 2007) which estimategas transfer
velocity, K¢

Ke = A (y €)Y4 Scl2 (4)
wherey is the kinematic viscosityscis the Schmidt number, aidis a constant that is likely dependent upon messeant
depth.

3 Reaults
3.1 Environmental conditions

During the SOAP campaign, winds varied between dar.3 m &) and a maximum >20 msduring the passage of a

southerly front (Fig. 3a, Law et al., 2017). Foe thitial part of the campaign air-sea temperatlifierences were small,
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with small heat fluxes out of the water (Fig. 3Buring DOY 51-55, warm, moist air from the northeohaid the surface
ocean, resulting in a reversal of heat flux, ansbah period of negative latent heat flux associatéth fog. The

corresponding atmospheric stability parameter (zfby positive (stable) during this period (Fig..38)ronger winds and
colder air from the south followed, leading to dezaheat fluxes out of the water and generally rub unstable
atmospheric conditions. Significant wave heiglftig(3d) from WaveWatch Il ranged between 2 anu.5However, the
wave age (Cp/W) (Fig. 3e) indicated that swell dominated the wéiell for the majority of the time, which is ty@tof

this region (Smith et al., 2011). This indicateattthe most energetic waves were travelling sigaiftly faster than the
wind speed, and were undergoing active developmelgtduring occasions of rapidly increasing winds. example of the
latter was on DOY 60.7 when a storm front crosdedlregion, although the actively wave-generatingtesys generally
passed relatively rapidly. During the catamaranlalepents examined here, wind speeds ranged betweern 10 m$,

with mean values shown in Table 1. The average Waight varied between 1.3 and 2.2 m, with a wayeeveell above 1.2,

indicating swell-dominated wave conditions.

3.2 Gradient Fluxes

Examples of the atmospheric DMS profiles obtainedtlee catamaran are shown in the upper panelsgpf4iWhere
possible, replicate gas chromatograph analyses ga&riéed out on each sample bag. When multipleyapalare available
the standard deviation of these are plotted as bexs in the upper panels of Fig. 4, and are &ffyion the order of £5 ppt.
The lower panels of Fig. 4 show DMS versus thedbghe height coordinate corrected for atmosphstability, together
with a least square fit of a logarithmic profildagsvn in red). From Eq. (2) and (3), the DMS fluxétated to this slope. The
quality of the profiles varied, as shown in the texamples in Fig. 4, due to both instrumental amdrenmental causes.
Data were only used where the gradient?fitalue exceeded 0.5. The residual error of thevdi$ used to calculate the error
in parameters, which in turn was used to deterntfiaesrror bars for each sampling point. During depient 4 on DOY 53,
the upper level intake was contaminated and nad use¢he analysis. As the campaign progressedrangments were
made to the technical method, primarily autosamptartrol for bag collection, which resulted in irogements in the

quality of the concentration profiles, and redueemr bars.

Sinceu- was not directly measured on the catamaran, there two alternatives for obtaining it for calcigat of DMS
fluxes from Eq. (2): the bulk flux (corrected farfeow distortion) from the nearby RWangaroa or the directly measured,
motion-correctedr from EC measurements onbodrangaroa The gradient fluxes estimated using thedle@andwehr et
al., 2017) are shown in Fig. 5a in red, overlaintib@ EC continuous 10-minute data, for 20 dayshef $OAP voyage.
Figure 5a highlights the wide range in fluxes dgriBOAP, reflecting the variability in wind speedhdathe spatial and
temporal variability of aqgueous DMS concentratidhe EC data encompasses the full range of datlding when the

ship was on station and underway, and traversimgrsé DMS source regions, whereas the comparidoB€ @and GF data



10

15

20

25

30

in Fig. 5b-f are when the ship was on-station amdariability was lower. Nevertheless, the DMS flean vary by a factor

of 8 at a fixed location during the day, as on D@ (Fig. 5e).

Despite the overall variability of the flux, thedydcovariance and gradient flux measurements agrgewell overall (Fig.
5b-f), particularly when considering that their splaseparation varied between 300 m and 13 kmI€Tap An exception to
this was DOY 48, when there was believed to bea#t Ia the autosampler, and so data from DOY 48nateused in
subsequent analysis. In panels 5b-f the error Begscalculated from the least squares fit of thedignt, as in Fig. 4,
combined with the relative standard deviationuefduring the sampling period, thus indicating bdtle guality of the
gradients, and the variability in winds speed aber sample. The best agreement was obtained on BBahd 58, under
conditions of light and moderate wind respectivéy DOY 60 thelTangaroamoved up to 13 km away from the catamaran
in order to retrieve other instruments which magoamt for some of the difference. At times (e.g.\D@B) flux variability

on a timescale of hours can be O(100 %), while #herooccasions (e.g. DOY 49) consistent trendseaigent on this

timescale.

A direct comparison between the GF and EC fluxesh@wn in Fig. 6, with EC and GF fluxes averagedrdtie same 15 —
30 minute intervals. The GF values usinglerived from the motion-corrected EC system pre\bdtter agreement than u
derived from bulk fluxes incorporating airflow ceoted wind speeds. The least squares linear diahslope of 0.96 {r=
0.89), while the bulk formula gives lower flux vakiby an average of 10 %, with a fitted slope @8{*=0.86). This slope

is very close to that from a direct regression leetmw- from bulk fluxes ands from EC. This suggests that the CFD
modelling has over-compensated for the airflow Bredion, resulting in ar that is too low, as examined in detail by
Landwehr et al. (2017). It is likely that small-Ecéeatures of th&angaroa such as the foremast and railings, which were
not included in the model, may have a significdfea on the airflow corrected wind speeds. In ttase, both the airflow

distortion and the bulk formulation have increadegluncertainty in gradient fluxes.

3.3 Comparison of GF and EC gastransfer velocities

The commonly used equation for bulk gas transfer, @), can be used to derive the gas transfercitgl&X from the
measured flux, and water and air DMS concentrations

K = F/(Ca/H —Cw) 5)

K was obtained from the measured DMS fluxes fronh i€ and GF methods, and the DMS concentratiofir ifCa) and
water Cw). For both EC and GFEw was obtained from the same miniCIMS measuremsnotghat intercomparisons Kf
depend only on measured fluxéé.was also normalised to normalized to a Schmidt bemof 660 (CQ at 25°C) to
facilitate comparison with other experimental résur'he 10-minute EC values kif(Bell et al., 2015) were again averaged
over the same time intervals as the GF vallegalues are often presented as an average oveaakéags or within wind

speed bins, due to the inherent or instrumentahbgity; however we consider much higher tempaedles, with estimates
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of K over 30-minute intervals. Figure 7a shows a pfd aerived by both methods where coincident data \agedlable,
against wind speed adjusted to neutral stabiliigether with the COAREG3.1 parameterization. ThekGvalues are
generally lower than the E® values, consistent with a similar bias in the fkomparison (Fig. 6), but show better
agreement with the COAREG curve than EC. HowevVene is a clear anomaly with the COAREG curve lier period of
low winds on DOY53, despite good agreement betw@iermnd EC methods at this time.

In Fig. 7b the GKK data are colour-coded with respect to atmosphéaiaildy and Uy is not adjusted to neutral stability.
COAREGK is shown for the mean conditions during SOAP, alsd for extremes of air-sea temperature differehaéng
SOAP (thin lines). The relative humidity extremeigring SOAP were also used in this calculation. Téwege in the
COAREG curves due to atmospheric stability effectelatively small in comparison to the experina¢etrrors in the GK
data, which mostly fall within error bounds of tharve. However, it is clear that the anomaloultias on DOY 53

occurred under conditions of strong atmospherigiliiathat are outside the uncertainty bounds flG@AREG.

3.4 Ocean Stratification

The spar buoy monitored temperature stratificaiiorthe upper 5 m of the water column during the ébldyments.
Nocturnal temperature profiles were well mixed listdepth range by convection, whereas minor daythtnatification
developed in the early afternoon. However, on tagsd strong stratification up t&@ @ nt' developed. The first period on
DOY 47 developed under conditions of extremelytliginds (<3 m 3) and high insolation (Fig. 8a). The solar irradian
peaked at approximately DOY 47.05 at this longitudith the build-up in stratification peaking latat DOY 47.12, and
maximum warming occurring in the upper 2 m. Undese calm conditions, the air temperature alsceasad by 3C
during the afternoon. Anomalously high DMS fluXeowed this, and Walker et al. (2016) suggest tha stratification
provided optimal conditions for the accumulation@@¥S in near-surface waters, through concentratibphytoplankton
and reduced diffusive loss to sub-surface watewedksas possibly surfactant suppression of vetidita This accumulation

would then have been ventilated to the atmosphbenwinds subsequently increased and stratificatias eroded.

A second period of strong ocean stratification wasasured on DOY 53 under somewhat stronger wineldspe5 m3$. The
stratification on DOY 53 was associated with aneeged period of atmospheric stability with reversgthospheric heat
fluxes when warmer moist air overlaid the oceary.(Bb). It was during this period that the strorigceepancy between
measurekK values and COAREG was observed (Fig. 7b), withiBaamtly lower derivedK values from EC and GF than
for COAREG. The temperature structure of the upgh8rm of the water column (Fig. 8b) shows stromgtiication, but
structured in quite a different manner to DOY 47ribg DOY 53, stratification extended well belovettepth of the spar
buoy. At times temperature oscillations also ocedirthroughout the depth of the spar buoy, with mplaude that
decreased towards the water surface, consistehtintiérnal wave activity with a period of ~12 mihhese increasing

temperature excursions with depth are in contmBt@Y 47, where maximum temperatures were conftoetie upper 2 m
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where solar insolation was strongest. While the lauge of the internal wave was damped near théser it potentially
contributed to surface convergence/divergence zamels surface patchiness. This process may haveilmaed to the
heterogeneity of surface DMS concentrations repote Bell et al. (2015). The stratification drivey the reversed heat

flux persisted until after midnight local time.

3.5 Turbulent dissipation rate and K

Turbulence derived from the ADV was measured duth 3 deployments of the spar buoy during the S@ampaign.

The spar buoy drifted with the ocean currents, withack marked by characteristic inertial osdiflas. The position of the
ship was dictated by multidisciplinary measuremeuguirements, so that the distance between theastupspar buoy was
~15 km during catamaran deployments on DOY 47 &dbother times ship-based activities took pse- 45 km away.
Wind records from the spar buoy suggest that tlais @lose enough to be within the same mesoscakoméigical regime,

but far enough that some differences in wind speeck apparent (e.g. Fig. 8a).

K¢ was derived from water-side turbulence using EgndA=0.2, and is compared with the COARKGandK calculated
from EC (Fig. 9). Wherea¥, is derived directly from turbulence measurememii® main input to the COAREG
parameterization is wind. The lowest valuescofvere observed during the calm, stratified period @OY 47 when
turbulence was expected to be weakest, and DOYHeh\8trong waterside stratification was observanvéver K, did not
fall off to the same extent as from COAREG or EC under light winds on DOY 47 ab8d. Within the limited data
coverageK; follows the trends of the COAREK but there is noticeable deviation from EC datdD@y 48 which started
late on DOY 47, when EC fluxes were significantigher. This was also the period when EC exceededRED, and
significant DMS enhancement in the surface micretayas reported by Walker et al. (2016). These reasens support
the suggestion that the enhanced DMS fluxes on @@ Yvere associated with biogeochemical effectserattan physical

processes driven by the wind.

4 Discussion

To our knowledge this is the first published studydirectly compare EC and gradient flux methods B#S from a
seagoing platform. The results show good agreebemteen these two independent methods (Fig. 6ngiweight to the
validity of both sets of measurements. The slopihefregression between the two methods (0.96)%value (0.89) shows
considerably better agreement than a previous cosgpeof GF with REA (Hintsa et al., 2004), whiaduhd a difference of
a factor of 2. A limitation of REA over the oceas that it requires real-time motion correction, evhiis extremely
challenging as post-processing corrections likesehosed in EC (e.g. incorporation of time symmeéfitiering of ship
motion) cannot be made. In contrast to the Hintsa. estudy, the EC and GF techniques also showed ggreement under

conditions of strong atmospheric stability (Fig. Despite this agreement, there were significafferdinces from the&
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predicted by the COAREG model during the strattfmaevent on DOY 53. The following discussion siolers the relative
merits of the GF and EC techniques, and assessdadtors that may give rise to variability betwekese techniques, and

also differences with COAREG model outputs. Theliapfion of turbulent dissipation rate is also ddesed.

4.1 Logistical considerations

The GF method has some benefits for flux detern@inafThe accumulation of sample gas over 15-30 temiollowed by

later off-line analysis allows good analytical peéen by standard gas chromatographs and so inettigosts are modest,
compared to EC which requires fast response, higbigion gas sensors. The use of a catamaran fioplisg also has

advantages in that it is not influenced by the majoflow distortion of a large ship, and air sdimg is close to the water
surface where gas vertical gradients are largestproving sensitivity. On the other hand, depleyrnof the GF technique
on a remote platform such as a catamaran, is loglist more difficult, and limited to a smaller rga of open ocean
conditions, wind speeds less than 10 fnasd moderate wave conditions. EC is not limitedhis way, and is able to

provide a more detailed dataset across a full rafgenditions, including high wind speeds whereadae sparse.

4.2 Assumption of Monin-Obukhov similarity (MOS)

One of the fundamental issues with the GF methad dependence on assumptions of Monin-Obukhov aiityil(MOS).
MOS is well established over land, but there hamlsme caution in translating MOS theory concapthe open ocean
which is complicated by an actively deforming suefdhat may generate a wave boundary layer (WBdt)gbove the ocean
surface in which a wave influence may exist. Howetleere have now been sufficient studies (e.gokad al., 2004; 2013)
that provide compelling evidence of the succesapplication of stability functions developed ovand to neutral and
unstable conditions at heights above the wave kemyrldyer. The height of the WBL has been subjechany definitions,
from z ~ Hs, the significant wave height (Edsorakt 2004), to 3.7 Hs (Chalikov, 1995). It seemat timost interaction
between waves and fluxes occurs within ~1 Hs. Tosald severely limit the ability of the EC techo&to determine
when used within the WBL, due to wave-generatedqune and vertical motion. With the GF technique,have taken the
u component from the ship-based EC measurementsshwéiie assumed to be above the WBL. In contragt, ga
concentrations are not subject to wave pressueetsffand consequently it has been suggested #vat modulation of gas
fluxes would be less than for momentum fluxes (Bdsbal., 2004). It is worth noting that Prytheethal. (2015) found a
residual motion signal in momentum flux spectrajolvhwas caused by motion-induced flow distortiothea than wave-
induced momentum flux. Their results suggest th&LVéffects may not be as severe as has been sedgdstieed, the
consistency between gradient fluxes measured d¢osbe water surface and EC fluxes measured at leight, and
averaged across many wave cycles (see Fig. 5) stsgipat any WBL effect was not large in the SOARIg region, which
was dominated by ~2 m swell (Fig. 3c, Table 1). M@ommend that the@ used in the GF calculation is obtained from ship-

based measurements above the influence of the Wlwithin the constant flux surface layer, as lasgthe ship is close
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by during the 15-30 min measurement interval. k& ébbsence of EC measurements on the ship theadlteris to use a
bulk parameterization ai- based on measured wind speed; however, this mayltject to significant airflow distortion
which numerical CFD airflow correction cannot alwafully resolve (Fig. 6; Landwehr et al., 2017)uidsg in GF

estimates that do not compare as favourably wirB@ fluxes (Fig. 6, this paper).

A further consideration is the extent that the @Raentration profiles were affected by the heavihefcatamaran following
the wave motion. The catamaran will ride througbrsperiod waves, but follow the longer wavestha hypothetical case
where the concentration profiles remain unchantfedcatamaran autosampler collects air while ttekantraverses air over
a range of heights as the catamaran follows theewastion. We have evaluated the impact under fiserraption of a
logarithmic concentration profile with height, aath equal time spent over the spread of heights. lageprofile was

integrated over the height of a typical wave tadfithe average concentration and its difference feomundisturbed
measurement. The integration has a simple anagtition under the assumption of a sinusoidalic@rtisplacement due
to a monochromatic swell. For typical measuredgogfiles, the effect of a peak-to-trough wave heigh to 2 m was less
than 1 % at the upper three measurement heightsh&dowest height (0.5 m), a 1 m wave height valult in a measured
increase on the order of 2 % over the undisturkedev This is likely to represent a worst caseg¢esithe concentration
profile close to the water surface will be upliftedsome degree by the wave progression, alongtivititatamaran (Mahrt
et al.,, 2005; Prytherch et al., 2015). Consequenhiis effect is regarded as relatively minor immparison with other
sources of uncertainty. This provides a furthertiast to EC, in which the significant correlatioihgas concentration with

vertical velocity induced by wave motion has tocheefully compensated for.

4.3 Footprint difference

There is a significant difference in the samplingtprint between the gradient measurements ondtemaran close to the
water surface centred at 2.5 m, and the EC measmtenbased at 12 m on the ship. The footprint mo@i&ljun et al.
(2015) predicts that the distance to peak footprititbe over twice as large on ti@ngaroaas the catamaran. The footprint
model assumes a spatially homogenous source rdgdmmever, Bell et al. (2015) showed that stronghpsburces typical
of a bloom can influence the footprint from muchgkr distances than a uniform source. In particuter EC footprint has
the potential to be influenced by seawater DMS eatrations up to ~5 km upwind (depending on winges}). In contrast,
the GF footprint at similar wind speeds only exerd2 km upwind. Hence, some difference in fluxesMeen EC and GF
can be expected when the seawater DMS distribusiaon-uniform. There were factors that mitigataiagt the footprint
difference during SOAP. First, the catamaran wagags positioned upwind of the ship by ~2 km to dveixhaust
contamination (Table 1), improving the footprintteia Second, both catamaran and ship were sulgjecstow (0.5 m§
wind-driven drift through water, which over the c¢s& of 30 min would provide close to a kilometertlier spatial

averaging of any non-uniformity in seawater DMS.
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4.4 Boundary layer stability and near surface water stratification

Our understanding of fluxes under stable conditisnsiuch more limited than neutral or unstable ok (Edson et al.,
2007), and data from stable conditions are oftempki discarded (e.g. Yang et al., 2011). It is ppshsurprising that the
transfer velocity results during the stable coodisi on DOY 53 were so tightly clustered (Fig. )d ahowed such close
agreement between GF and EC, since Blomquist €2@L0) report that the theoretical flux uncertgifdue to atmospheric
turbulence) increases markedly under stable camditiBoth GF and EC values Kf were consistently lower than the
COAREG parameterization. The downward heat fluxhese stable situations suppresses the verticabmof shear-
generated atmospheric turbulence, which is reftetehe stability functions¥,). The agreement between the GF method
(dependent upo®,) and EC (independent 8f), suggests that the discrepancy with COAREG da#sarise from the
stability functions themselves. DMS exchange sdpminantly water-side controlled, so it is als@driant to determine
the characteristics of the water column, where eph@l models assume that the surface interfabeéty accessible to
renewing/replenishing eddy activity from below. Tdh@vnward heat flux during SOAP caused stratifmatf near-surface
waters (Fig. 8b), limiting mixing and near-surfaaebulence, and the surface mixed layer depth slofadbm 21 m to 14 m
(Law et al., 2017). Sims et al. (2017) have alsowsh that near-surface stratification can lead tadgmts in gas
concentrations. The stable ocean-side also providaditions to support internal waves which areliito have contributed
significant patchiness in the ocean distributiors@dwater DMS through the convergence/divergentieeofvave motion. It
is possible that these conditions of reduced mixdind convergence of biogenic material were condutdvan increase in
surfactant activity in the sea surface microlayeading in to a reduction iK (Salter et al., 2011). This reduction would
affect both EC and GF, but not COAREG.

On the other occasion when strong ocean strafificavas observed (DOY 47, Fig. 8a), observed vabfds were also

lower than expected from COAREG (Fig. 9). Indioas of microlayer enrichment followed these calmditions when

strong near-surface stratification had built up (M#aet al., 2016). It is often assumed that at \ewd speeds, transfer will
be underpinned by convectively generated turbulerioecontrast, the conditions here produced stab&an stratification
during the day near the surface, which suppresssdirgnsfer. Under the low wind speed on DOY 4Taty be more
accurate to model the sea-surface as a rigid usfdnich would have a Schmidt number exponent of @fher than the
usual wave roughened surface (Schmidt number exppen@.5). Accounting for this would raise tkevalues by 10 %, but
this is still much lower than is required to mattie COAREG model. The stratification driven by devand heat flux

related to mesoscale conditions is likely to be anpersistent than daytime solar heating under canditions. During

SOAP these downward heat flux conditions lastedysdDOY 51.5-54.5), so they could have had a Bagmit effect on

net DMS fluxes
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4.5 Turbulent Energy Dissipation Rate

Models of gas exchange suggest that the turbuleerigy dissipation rate) is a parameter more directly relatedkidhan
wind speed, since it is generated by both windsstend breaking waves. Whiehas been used to estimate gas transfer
velocities in several estuarine and coastal measamts (e.g. Zappa et al., 2007; Tokoro et al., p06Bservations of the
open ocean relationship withare limited to just one study (Esters et al., 20The results here show th&t derived from

¢ followed the COARE parameterization more closdigrt the EC data did, but it did not exhibit the sarange of
variation, particularly during lulls in wind speedh particular, while minimum values of were observed during
stratification events{, did not decrease to such low levels as the obddf@ or COARECGK. This may be due in part to
the spatial separation of spar buoy and ship, sivind speed at the spar buoy did not drop to timeesaxtent as the ship.
The ADV was orientated on the spar to minimize riietence by turbulence from waves impacting the spaicture, but
this may not have removed all of the influence.r€fare, the spar buoy estimateseadre likely to be an upper limit for the

true value. Measurement ofrom a ship would clearly not be possible due temlarger wave and wake effects.

The SOAP spar buoy turbulence measurements wesa ttka mean depth of 0.7 m. This is very cloghdacsurface, but the
actual exchange happens at the air/sea interfaeeewheasurements are extremely difficult to obt8mme studies have
attempted to extrapolate to the surface (Esteat,62017) while others (e.g. Zappa et al., 20@K)emot. This will affect the
constantA in Eq. 4. Breaking waves generate subsurface tenical which may exceed the wind stress generatbdléumce
(following a ‘law of wall’ variation with depth) ban order of magnitude (Terray et al., 1996). Epatation to the surface is
thus dictated by the parameters of the model depldy parameterize this effect. Terray et al. (986nd enhancement of
turbulence within a layer ~#s deep, but within this layer it was roughly constdy this measure, and with wave height
>1 m at all times (Fig. 3), the ADV at 0.7 m depthAs within the enhanced turbulence zone. Thus,ikgep fixed is
appropriate. The caveat to this is that during S@#dHs was dominated by swell rather than an activelykireg young
sea, which would have elevated turbulence levAlso the extrapolation will not allow for microlag®ased processes such
as surfactants, which is consistent with the faat bn DOY 53K, did not decrease to the same exteniKakerived from

micrometeorological measurements.

A further factor that may affect the parametermatof K usinge is that recent laboratory measurements by Dearé et
(2016) find that turbulence dissipation near theaking wave crest is saturated, and does not vahmwith wavelength

and slope. They suggest that either bubbles lingitdegree of turbulence intensity, or that theulentce is spread across
varying depths. In the latter cagewould need to be measured at multiple depths latedjiated through the water column.
While appealing from a physical point of view, tiidlity of using ¢ in a predictive sense fdt requires further testing and

confirmation, particularly in view of the weak deyience oK. one (i.e.K, ~ £4).

16



10

15

20

25

30

5 Conclusions

Sea-to-air DMS fluxes measured above the ocearbiesgnificant scatter due to the heterogeneitgedwater DMS in the
horizontal (Bell et al., 2015) and vertical (Sintsaé, 2017), potential microlayer influences (Wallet al., 2016), and also
the inherent stochasticity of the turbulent atmesjhboundary layer. Fluxes have been measuredessitdly in the
terrestrial environment by both eddy covariance)(B&d gradient flux (GF) techniques, but the maengironment poses
much greater challenges with motion corrections;flai distortion, and aerodynamic complicationsused by a
dynamically disturbed water surface. The SOAP cagmpprovided a unique opportunity to directly compthe EC and GF
methods. The GF sampling equipment was deploye@mimdependent platform from the ship with mininaa flow
distortion. Despite the differences in platforntse two techniques showed good agreement (regreskipe = 0.96,%=
0.89), providing support for the validity of botachniques in this environment. The range of valitgbof fluxes over
periods of 4 — 5 hours on occasions greatly exakéue experimental uncertainties. The use of temiuéddy dissipation
rates near the surface to calculate gas transfecitye(K;) was also trialled, using measurements from dinigifspar buoy.
This method showed closer agreement with COARE@ @ in general, although it did not reflect thage of variation
observed with the other techniques. During a jgesibatmospheric and near surface ocean stratditaEC and GF agreed
well, but were significantly lower than predicte¢ the COAREG parameterization. These data suggeststematic
discrepancy under stable conditions and is a fuithestration that factors other than wind speed ianportant for air/sea
gas fluxes. The SOAP observations have providedabdd insight into the factors modulating gas tfrensinder stable

conditions, for which there is less understandivantfor neutral or unstable conditions.

Data availability. The underway DMSsw can be downloaded at http#/gemgel.noaa.gov/dms/select.php. The remaining
data are available by request email to m.smith@.ciovaz.
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Tables

Deploy- DOY (UTC) Time (NZST) Mean wind Ca Mean Cw Mean flux Wave Hgt Wave Age  Distance

ment # speed (MY (ppt) (NM) (umol m2d?)  (m) ship-cat (km)

1 48.08-48.23  17-Feb 14:00-18:30 5.9 300- 16.5 10 1.7 3.2 0.3-3
500

2 49.08-49.3 18-Feb 14:30-18:00 6.0 350- 17.0 30 1.6 3.4 1-3
750 15-45

3 53.10-53.23  22-Feb 14:30-18:00 4.3 285- 13.9 5 1.9 4.0 1-3
400

58.06-58.25  27-Feb 13:30-17:00 7.7 6.4 11 2.0 6 2. 0.7-2

5 60.06-60.21  29-Feb 13:30-17:00 7.2 175- 5.0 10 2.1 2.3 0.6-13
340

6 64.85-65.0 5-Mar 8:30-12:00 3.6 40-210 NA 7.5 3.3 5.6 1-2.6

Table 1. Summary of environmental conditions and®dbncentrations in air (Ca) and water (Cw) du@rgdient Flux measurements.
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Figures

Figure 1.

a) Positions of EC sampling mast and AWS meteorological anemometer on RV Tangaroa b) Catamaran
gradient flux sampling platform with intakes up the mast c) Spar buoy with temperature loggers at 0.5 m
intervals and ADV close to sea surface. The sea surface is approximately 5.3 m above the base when deployed.

Figure 2

Example of Vector velocity spectra, at a mean depth of 0.7 m, for the 3 components. The inertial dissipation
method was applied to the w component across the frequency range 1.5 to 4 Hz, shown by vertical dashed
lines. The black dashed line indicates the slope of the theoretical Kolmogorov inertial subrange.

Figure 3.

Background environmental parameters. a) Wind speed adjusted to 10 m height (U10) b) Sensible and latent
heat fluxes derived from COARE3.5 c) Stability parameter z/L, with negative denoting unstable conditions; zero,
neutral stability; and positive, stable conditions d) Significant waveheight from WaveWatch Ill e) Wave age
(Cp/U10) with 1.2 denoting full development. Spar buoy deployments are denoted by the red horizonal bars, and
catamaran GF deployments by the * symbol in the top panel.

Figure 4.

Examples of DMS gradients a) good quality data b) poorer quality. The upper plots show the decrease in DMS
concentration away from the sea surface. Error bars are the standard deviation of multiple samples. The lower
plots show the concentration decrease against the log of stability adjusted height, as described in Equation 3,
with the least squares fit of the log profile shown in red. Error bars are calculated from the residual error of the
fit.

Figure 5.

DMS fluxes during SOAP, estimated by eddy covariance (EC, blue dots), and gradient flux (GF, red dots) during
catamaran deployments for a) all voyage data and b)-f) individual periods of catamaran deployment, using EC
u*. Note the change in scale for d) —f).

Figure 6.
Direct comparison of DMS flux measured by GF and EC techniques, using different evaluations of u* for GF,
from direct EC measurements (black filled circles), and from bulk formulae (open circles).

Figure 7.

a) DMS gas transfer velocities from GF and coincident EC as a function of wind speed adjusted to neutral
stability (Uion). The transfer velocity from the COAREG3.1 algorithm calculated for neutral stability with
parameters A=1.6; B=1.8, is shown by the green line. b) GF transfer velocities as a function of U4, colour coded
by atmospheric stability (z/L). The transfer velocity from COAREG for mean conditions, together with the
extremes of stability are shown by the green lines, unstable (upper) and stable (lower). The cluster of points
with positive stability with low k660 are from DOY53.
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Figure 8

Wind speed (upper) and subsurface temperature structure measured by the spar buoy (lower) a) under calm
5 atmospheric conditions on DOY 47 (following Walker et al., 2016) b) during stable atmospheric conditions with

downward heat flux on DOY 53. Indications of internal wave activity (period 12 min) are centred at 53.15.

Depths of temperature measurements (m) are shown on the legends.

Figure 9.
10 Gas transfer velocity, K, calculated from turbulent eddy dissipation rate (€), COAREG, and EC 10-min data.
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Figure 1. Positions of EC sampling mast and AWS meteorological anemometer on

RV Tangaroa

a) Catamaran gradient flux sampling platform with intakes up the mast

b) Spar buoy with temperature loggers at 0.5 m intervals and ADV close to sea
surface. The sea surface is approximately 5.3 m above the base when deployed.



10

10™

=
o
)

H
on

=
o
A

&

[any
o

Power Spectral Density ((m/s)lez)

10°

10_ L L

/7
[ SEEE

10 10
Frequency (Hz)

Figure 2. Example of Vector velocity spectra, at a mean depth of 0.7 m, for the 3 components.
The inertial dissipation method was applied to the w component across the frequency range
1.5 to 4 Hz, shown by vertical dashed lines. The black dashed line indicates the slope of the
theoretical Kolmogorov inertial subrange.
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Figure 3. Background environmental parameters. a) Wind speed adjusted to 10 m height
(U10) b) Sensible and latent heat fluxes derived from COARE3.5 c) stability parameter z/L,
with negative denoting unstable conditions; zero, neutral stability; and positive, stable
conditions c) significant waveheight from WaveWatch Il d) Wave age (Cp/U,,) with 1.2
denoting full development. Spar buoy deployments are denoted by the red horizonal bars,
and catamaran GF deployments by the * symbol in the top panel.
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Figure 4. Examples of DMS gradients a) good quality data b) poorer quality. The upper plots show the
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described in Equation 3, with the least squares fit of the log profile shown in red. Error bars are calculated
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Figure 5: DMS fluxes during SOAP, estimated by eddy covariance (EC, blue dots),
and gradient flux (GF, red dots) during catamaran deployments for a) all voyage
data and b)-f) individual periods of catamaran deployment, using EC u*. Note the

change in scale for d) — f).
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Figure 7. a) DMS gas transfer velocities from GF and coincident EC as a function of wind speed
adjusted to neutral stability (U,,,). The transfer velocity from the COAREG3.1 algorithm calculated for
neutral stability with parameters A=1.6; B=1.8, is shown by the green line. b) GF transfer velocities as a
function of U,,, colour coded by atmospheric stability (z/L). The transfer velocity from COAREG,
together with the extremes of stability are shown by the green lines, unstable (upper) and stable
(lower). The cluster of points with positive stability with low k660 are from DOY53.
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Figure 8. Wind speed (upper) and subsurface temperature structure measured by the spar buoy (lower)
a) under calm atmospheric conditions on DOY 47 (following Walker et al., 2016) b) during stable
atmospheric conditions with downward heat flux on DOY 53. Indications of internal wave activity (period
12 min) are centred at 53.15. Depths of temperature measurements (m) are shown on the legends.
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