
Replies to the Comments: 

The authors thank the reviewers for their insightful comments. In the following, 
the comments are included in black while our replies are given in blue. 

General comments: 

The present study by Lossow et al. addresses the important question whether 
the differences in lower stratospheric water vapor trends as derived from the 
Boulder frost point hygrometer time series and the merged zonal mean satellite 
data set by Hegglin et al. (2014) are caused by sampling biases. For that 
purpose, the authors compare water vapour trends at Boulder and for different 
latitude bands derived from various chemistry-climate models. The same 
comparison is done for several other satellite data sets. Overall, the analysis 
indicates that sampling biases are rather not the reason for the trend 
discrepancies.  

The paper is well written and provides an important contribution to the scientific 
community. Therefore, I suggest the manuscript for publication in ACP after 
some, mainly minor modifications.  

First of all I have to say that it is a pity that the merged zonal mean satellite data 
set by Hegglin et al. is not included in the present study, but as I understand the 
data set is also 3 to 4 years after publication not yet publicly available, 
unfortunately. Although Fig. 1 is mainly meant as a motivation to the subsequent 
analysis, it would be great to see the actual trend estimates for the merged 
satellite data here, in particular as such figures are often cited and the 
associated caveats get more and more lost. While extracting the percentage 
trends from the Hegglin et al. paper is not a problem, the conversion to mixing 
ratio trends by assuming a fixed reference mixing ratio (same reference value for 
all altitudes?) is a bit more disturbing.  

General response #1: 

It was our primary wish to include the merged satellite data set. This would have 
allowed a consistent trend analysis throughout the entire manuscript and also a 
more detailed look into the SAGE-II data at the beginning of the time series. 
Accordingly we have asked for it, but got a negative response. In an earlier 
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version of the manuscript Fig. 1 was not shown and the trend discrepancies 
were only described in words. However it seemed important to us to show the 
discrepancies more in detail (in particular the altitude dependence) and that is 
why we took the effort to digitise Fig. 5a of Hegglin et al. (2014). Of course this 
caused extra trouble since we had to do an assumption to convert the 
percentage trends in volume mixing ratio trends, as we arguably do not know 
how the percentage trends came about. Percentage trends clearly have their 
value, in this context it seems kind of inappropriate (not to say dangerous). 
Using a constant value is arguably a crude approach and was primarily chosen 
for simplicity. Our main motivation was to use a low reference volume mixing 
ratio so that the trend differences not get larger as they actually are. Being 
smaller than in reality is not optimal either, but was deemed less harmful. In the 
new version we use for the conversion a profile based on the MLS observations, 
to which each satellite data set is finally adjusted in the merging by Hegglin et al. 
(2014). This profile is based on the average over all MLS observations from 
August 2004 to December 2010 in the latitude range from 35°N to 45°N. The 
profile data are provided below on the left (pressure in hPa and volume mixing 
ratio in ppmv) and it are depicted on the right. 
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As a result the volume mixing ratio trends derived from the merged satellite data 
set get even more negative and the differences to the trend estimates obtained 
from the FPH observations increase further. The related text has been adapted. 

In some parts the paper is rather lengthy and provides a lot of details, especially 
in section 4.1. Here the authors provide so many information about simulated 
water vapour trends at different altitudes, different time periods etc., that it is 
sometimes difficult to keep focus on the main question of the paper, namely the 
role of sampling biases in trend estimates. Section 4.1 could as well be part of 
an evaluation paper on modelled lower stratospheric water vapour trends. For 
the sake of clarity I would suggest to shorten this section drastically and to 
focus on one figure that makes the point. Other figures could be moved to a 
supplement.  

General response #2: 

In an earlier version of the manuscript we only showed the trend differences 
between Boulder and the zonal mean and additionally considered the time 
period from 1980 to 2010 (as noted in the text). Given the differences in the 
model spin-up this time period was not considered any further. However, 
showing the trends at Boulder and the zonal mean itself was considered 
important information, in particular as the trends change with period. This 
makes us very reluctant to cut down on this or to move stuff to a supplement. 
We have taken away a few sentences, but not really much. 

In general, it is undoubtedly true that the manuscript shows more information 
than needed to answer the perceived key question if a sampling bias could 
explain the trend discrepancies between the the FPH observations at Boulder 
and the merged zonal mean satellite data set. This would not needed any 
analysis of time periods other than from the late 1980s to 2010 nor any 
involvement of the satellite data in Sect. 4.2. Arguably, this observational 
discrepancy was the initial motivation, but the choice of the time periods and 
data sets makes it clear that we wanted to investigate the trend differences 
between Boulder and the zonal mean in a broader sense. In that regard the title 
change made in the technical review stage was not a good decision. A more 
generic title has been now used and the final part of the Introduction has been 
adapted. 
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By looking at the wide spread in simulated stratospheric water vapour trends I 
am immediately attempted to ask for explanations for the model spread, but I 
understand that this would be beyond the scope of the paper (but nevertheless, 
if there are any ideas, assumptions, etc, it would be great to briefly mention 
them). However, I am wondering how the choice of the model simulation used 
as transfer function for the merged zonal mean satellite data set could impact 
the merged data set? Maybe the authors could add a short discussion of that 
issue in section 5.  

General response #3: 

Reasons for the model differences have been already mentioned in the 
Discussion section. There we have listed general model characteristics (e.g. 
convection scheme, wave forcing, parameterisations, etc.), the choice of the re-
analysis data set nudged in the simulation or the exact details of nudging (e.g. 
parameters, top height, relaxation time, etc.). 

Different model simulations can influence the merged satellite data set if they 
differ in their long-term trends. In the merging a bias relative to CMAM is derived 
(at a given latitude and altitude) for every satellite data set. This bias 
determination is performed in periods where the individual data sets appear to 
be problem-free (what the non-problem-free periods mean for the merged data 
set remains unclear). For CMAM years after 2006 are excluded since there is a 
problem in the nudged ERA-interim data. Finally, the satellite data sets are 
adjusted to the MLS data sets using the CMAM derived bias estimates. If the 
model trends differ the bias estimates for earlier and later satellite data sets will 
be shifted relatively to each other, reflecting this. This pitfall is discussed by 
Hegglin et al. (2014) and accordingly the temporal stability of model-
measurement differences is assessed. They are claimed to be stable, but to 
which degree remains unclear. However this is exactly the point that matters, to 
estimate any additional uncertainty of the merging approach on the trend 
estimates.  

Overall I can only encourage the authors to continue their research on 
discrepancies in lower stratospheric water vapour trends among various data 
sets and to hopefully come up with reliable observational composites, which are 
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key requisites for monitoring changes in atmospheric quantities, but also for 
model evaluation.  

Specific Comments:  

Specific comment #1: Fig. 1b: Given that the trends from the FPH data and the 
merged zonal mean satellite data show different signs, plotting the trend 
difference is a bit confusing to me. This is different to, for example, Fig. 3, since 
the modelled trends at Boulder and for the zonal mean usually show the same 
sign.  

Specific response #1: 

The difference is simply meant as a summary and a quantification of the trend 
differences between the FPH and merged satellite data sets. It sets a range how 
large the sampling bias between Boulder and the zonal mean around Boulder 
must be to be a valid explanation for the trend discrepancies between the FPH 
observations and merged satellite data set. 

Specific comment #2: Different time periods (e.g. Fig. 3 and 5): The different 
trend estimates shown in the paper are often based on different time periods, 
which makes it again sometimes difficult to keep track of the overall picture.  

Specific response #2: 

See general response #2.  

Specific comment #3: Fig. 4 and related discussion: The idea behind this figure 
and the related discussion is not clear to me. I also do not clearly see the link to 
the shorter observational time series presented in section 4.2. Furthermore, as 
stated on p 13, l 16/17, the trends shown in Fig. 4 are statistically not 
significant. Therefore I would recommend to skip this figure.  

Specific response #3: 

Figure 4 is part of looking at the trend differences on a broader level. Here, we 
chose a shorter time period that is more like the time period covered by the 
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individual satellite data sets. The other motivation was to see how the trend 
difference varies continuously over time, not only for selected time periods.  

None of the trend differences shown in this figure are statistically significant at 
the 2σ uncertainty level. This is true for most trend differences shown in work (in 
Figs. 3, 5 and 7 statistical significance is indicated by triangles). This is partly 
due to approach chosen here. To be consisted with Fig.1 we derived the trends 
separately for Boulder and zonal mean and finally calculated the differences (Eq.
3). A more elegant way is actually to calculate first the difference time series 
between Boulder and the zonal mean and then evaluate the trend component 
of these differences. This approach typically leads to smaller uncertainties in the 
trend differences. For example, 2% of the trend differences considered in Fig. 3 
are statistically significant using this approach. Quantitatively the trend 
differences are very similar for the two approaches. For the model simulations 
you hardly see any visual difference. For the satellite observations there are on 
occasions more obvious differences, in particular for HALOE as it is the sparsest 
data set. However the overall conclusions of the manuscript are not changed. 

Specific comment #4: Statistical significance: It would be helpful to mention the 
significance of a trend or difference right away. For example, on p 11, l 4/5 it is 
stated that “The trends derived from the adapted time series yield smaller values 
as those obtained from the full time series. . .”, but later on in the discussion 
section it is mentioned that these differences are not significant (p 16, l 23/24).  

Specific response #4: 

The triangles intended to indicate statistical significance are mentioned in the 
caption of Fig. 3. We mention this now again in the caption of Fig. 5. In general, 
the comment seems to touch two different things. On page 11, the mentioned 
text focuses on the EMAC trends at Boulder. Most of those are actually 
statistically significant, as are a considerable fraction of the trends we show 
here. On page 16, the text concerns deviations in trend differences derived from 
the full and adapted time series. We actually do not want to make any 
statements if those trend differences deviate in a statistical sense, so the word 
“significance” is not optimal here and has been replaced with “pronounced”.  
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Specific comment #5: Why are the FPH trend estimates not included in the 
various figures for comparison with the model data or the other satellite data 
sets (e.g. Fig. 3, 5 and 7)?  

Specific response #5: 

In an earlier version of the manuscript we actually showed the FPH trends 
estimates, at least in Figs. 3 and 5. For Fig. 7 it is more difficult since the satellite 
data sets cover different time periods. There are arguably differences between 
the FPH estimates and those derived the models and observations (compare 
Fig.1 and 5), but did not want to put too much emphasis on this. The 
differences are summarised in words in the Discussion section. 
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