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Abstract. Monitoring urban-industrial emissions is often challenging, because observations are scarce and 

regional atmospheric transport models are too coarse to represent the high spatiotemporal variability in the 

resulting concentrations. In this paper we present a new combination of a Eulerian model (WRF-Chem with an 

urban parameterisation) and a Lagrangian transport-deposition model (OPS), demonstrating that a plume model 15 

strongly improves our ability to capture urban plume transport. This follows from a comparison to observed CO2 

and CO mole fractions at four sites along a transect from an urban-industrial complex (Rotterdam, Netherlands) 

towards rural conditions. At the urban measurement site we find strong enhancements of up to 33.1 ppm CO2 

and 84 ppb CO over the rural background concentrations. These signals are highly variable due to the presence 

of distinct source areas dominated by road traffic/residential heating emissions or industrial activities. This 20 

causes different emission signatures that are observed in the CO:CO2 ratios and can be well-reproduced with our 

framework, suggesting that top-down emission monitoring within this urban-industrial complex is feasible. 

Further downwind from the city, the urban plume is less frequently observed and its concentration becomes 

smaller and less variable, making these locations more suited for an integrated emission estimate over the whole 

study area. We find that WRF-Chem, although able to represent mesoscale patterns, lacks spatiotemporal detail 25 

to reproduce the timing, magnitude and variability of urban plumes at the regional background and urban sites. 

The implementation of the OPS plume model improves the simulation of the CO2 and CO enhancements. The 

bias for extreme CO2 pollution events is reduced with almost 80% from 15.4 to 3.4 ppm, while the reproducible 

fraction of observed variability over 750 measurements more than doubles (to 38%) with the use of a plume 

model. Therefore, we argue that a plume model with detailed and accurate dispersion parameters is crucial for 30 

top-down monitoring of greenhouse gas emissions in urban environments. Future research could benefit from 

assimilating observed wind fields to improve the plume representation at urban scales. 

1 Introduction 

Cities are major contributors to anthropogenic CO2 and air pollutant emissions (Brioude et al., 2013; Turnbull et 

al., 2015; Velasco et al., 2014). Monitoring of urban emissions has therefore received a lot of attention (Font et 35 

al., 2014; Mays et al., 2009; Rayner et al., 2014; Silva et al., 2013; Wunch et al., 2009). In addition, several 
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studies have used high-resolution atmospheric transport models to simulate urban concentrations of CO2 and co-

emitted air pollutants, such as CO and NOx, over megacities and larger regions (Brioude et al., 2013; Huszar et 

al., 2016; Lac et al., 2013; McKain et al., 2012; Ribeiro et al., 2016; Tolk et al., 2009; Zhang et al., 2015). 

However, modelling urban atmospheric composition remains challenging as the urban environment is rather 40 

complex and current emission inventories contain substantial uncertainties (Pouliot et al., 2012; Vogel et al., 

2013). This implies that inversion studies that use a combination of models and observations to constrain fluxes 

have to deal with additional uncertainties caused by models. As such, inversion studies benefit from a detailed 

and accurate model that allows the model-observation mismatch to be attributed to errors in the emission 

inventory rather than transport or aggregation errors (Boon et al., 2016). Previous inversion studies therefore rely 45 

heavily on a strict data selection to favour well-mixed conditions with more reliable model output, which results 

in very small data sets and therefore increased uncertainty (Bréon et al., 2015; Brioude et al., 2013). Improving 

the model representation of urban transport is thus an essential step.  

In this paper we address two important concerns in the context of inverse modelling. The first issue is what 

type of measurement location (urban vs. rural) can provide sufficient information on urban fluxes. Generally, 50 

urban sites are most exposed to local fluxes and therefore show a large variability (Bréon et al., 2015; Lac et al., 

2013). In contrast, rural sites barely show a response to urban emissions due to the small range of wind direction 

at which the site is affected by the urban area. Moreover, the dilution of urban plumes increases with distance 

(Calabrese, 1990; Finn et al., 2007) and the observed signal at the rural site can be small. A final consideration is 

that near-ground measurements, as commonly found in cities, are highly influenced by local sources that 55 

dominate the overall urban signal. Boon et al. (2016) suggested that, even if strict data selection is applied, the 

use of such sites in inversions with high-resolution Eulerian models might be limited. Together, these papers 

suggest that a useful measurement location should be just downwind of an urban area relative to the dominant 

wind direction at a distance that ensures enough exposure to the urban plume and limits model errors due to large 

heterogeneity and local emissions. We will examine our transect of measurement sites to see which site best 60 

matches this criterion. 

The second question we address is what type of modelling framework is best capable of explaining urban 

plume transport and the resulting mole fractions at the measurement sites. In atmospheric composition modelling 

both Eulerian and Lagrangian (plume or puff) models are used, or a combination of both (Kim et al., 2014; 

Korsakissok and Mallet, 2010b). Eulerian models use a grid that can be adapted to cover either small or large 65 

areas in different resolutions and are therefore widely used. However, Eulerian models instantly mix chemical 

species and their emissions through the grid box, which enhances urban plume dispersion in the horizontal and 

vertical. The resulting errors in the transport and mixing are reflected in unrealistic concentrations 

(Karamchandani et al., 2011; Tolk et al., 2009). How large the corresponding error is depends on the 

heterogeneity of the emissions and the grid resolution (Tolk et al., 2008). A plume model improves the 70 

description of horizontal and vertical mixing and can account for higher spatial heterogeneity of emissions and 

concentrations. The use of such models has proven useful for both inert (Rissman et al., 2013) and chemically 

reactive species (Briant and Seigneur, 2013; Korsakissok and Mallet, 2010b; Vinken et al., 2011). However, a 

plume model is computationally demanding when used over a large area with many sources. 

Therefore, we compare three modelling frameworks which consist of the Eulerian WRF-Chem model and the 75 

Lagrangian OPS plume model forced by different meteorological fields. The model output is compared to long-
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term observations of CO2 and CO at several measurement sites along an urban-to-rural transect. Oney et al. 

(2015) have previously examined an extensive CO2, CH4 and CO measurement network in combination with the 

FLEXPART-COSMO model. However, their framework focused on regional (~100-500 km), terrestrial fluxes 

and contained no urban observation sites nor a model inter-comparison. To our knowledge, this is the first study 80 

to combine three modelling frameworks for CO2 and CO in an urban setting with four distinct measurement 

sites. Since the measurement location determines the level of spatiotemporal variation that can be observed in the 

plume, it also determines the requirements imposed on the modelling framework. Thus with this study set-up we 

examine whether a Eulerian model can represent the urban plume signals at the measurement sites and under 

which conditions a plume model improves this representation. We use the Rijnmond area (The Netherlands) 85 

including the city of Rotterdam as our case study, which is surrounded by scattered urban, agricultural, and rural 

areas. We chose this area because of the availability of a 1x1 km
2
 emission inventory and its complex 

combination of urban and industrial activities.  

This paper starts with a description of the modelling frameworks (Sect. 2.1 and 2.2), observations, and study 

design (Sect. 2.3). Subsequently, we examine the ability of WRF-Chem to represent mesoscale changes in the 90 

CO2 and CO concentrations (Sect. 3.1). WRF-Chem will also determine the large-scale background of the 

Lagrangian simulations and a good representation of this background is necessary before looking a finer scales. 

We then discuss the four measurement sites and their capability to detect urban signals, and demonstrate the 

added value of both urban and regional background sites (Sect. 3.2). Section 3.3 examines the ability of WRF-

Chem to represent the urban signals at the measurement sites. We do this by selecting specific events when the 95 

wind advects pollutants from the Rijnmond area. Finally, we discuss the advances made by implementing a 

plume model based on the same events and examine under which conditions a plume model improves the WRF-

Chem plume representation. All these results lead to recommendations for future monitoring and modelling of 

urban atmospheric composition in Sect. 4. 

2 Methods 100 

2.1 WRF-Chem 

The Eulerian model used in this study is WRF-Chem V3.2.1 (Skamarock et al., 2008). To simulate concentration 

fields of CO2 and CO we implement their budgets. These are described below, followed by a description of the 

model set-up. 

2.1.1 The CO2 budget 105 

The atmospheric CO2 mole fraction at a particular location is a function of several terms. Here we follow the 

methodology used by Bozhinova et al. (2014), described in Eq. (1). 

 𝑋𝐶𝑂2,𝑜𝑏𝑠 = 𝑋𝐶𝑂2,𝑏𝑔 + 𝑋𝐶𝑂2,𝑓𝑓 + 𝑋𝐶𝑂2,𝑝 + 𝑋𝐶𝑂2,𝑟 + 𝑋𝐶𝑂2,𝑜 + 𝑋𝐶𝑂2,𝑠     (1) 

where the indices express the origin of CO2: obs – total observed concentration at a particular location, bg – 

background mole fraction, ff – fossil fuels, p – photosynthetic uptake, r – ecosystem respiration, o – ocean, s – 110 

stratosphere-troposphere exchange. In order to simplify Eq. (1), we suggest to omit some of these terms. 

Several studies show that the stratosphere-troposphere exchange is an important process in determining the 

concentration of chemical species in the troposphere (Esler et al., 2001; Holton et al., 1995). Shia et al. (2006) 
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find that the concentration and temporal evolution of CO2 in the mid-latitudes are affected by the Brewer-

Dobson circulation, which transports stratospheric air to the troposphere. However, their results suggest that it 115 

takes about three years to complete one cycle from troposphere to stratosphere and back again. In addition, 

Sportisse (2010) suggests a characteristic timescale for exchange from the stratosphere to the troposphere of 1–2 

years. Given we have simulations of only three months, we consider that the effects of this circulation on the 

CO2 mole fraction are captured in the background mole fraction and any changes in the circulation are negligible 

within the timeframe of this study. 120 

Similarly, the influence of global ocean fluxes is assumed to be small, with only the nearby Northern Atlantic 

ocean representing substantial uptake (~0.25 Pg C yr
1
) near our domain (Lee et al., 2003; Mikaloff Fletcher et 

al., 2006). This uptake is well-captured in the CarbonTracker global CO2 system that provides the boundary 

conditions for our study, and we assume the influence of oceans and coastal seas within our domain to be 

negligible. 125 

By omitting the stratosphere and ocean terms, Eq. (1) can be simplified and the change in CO2 mole fraction at 

a particular location between two time steps can be calculated using Eq. (2). 

 ∆𝑋𝐶𝑂2,𝑜𝑏𝑠 = ∆𝑋𝐶𝑂2,𝑏𝑔 + 𝐸𝐶𝑂2,𝑓𝑓 − 𝐴𝑛 + 𝑅       (2) 

where ECO2,ff is the fossil fuel emission, An is the net primary productivity by vegetation and R is the 

heterotrophic ecosystem respiration. The change in background CO2 mole fraction (ΔXCO2,bg) is caused by 130 

advection. 

2.1.2 The CO budget 

The main sources of CO are fossil fuel combustion and oxidation of hydrocarbons (US EPA, 1991). Gerbig et al. 

(2003) argued that the oxidation term is important for the background CO concentration. Yet, they found that the 

CO fraction from local anthropogenic emissions dominates at the measurement sites. We assume this will also 135 

be the case in the urban-industrial environment of our case study. The main sink of CO is the reaction with the 

hydroxyl radical (chemical loss term LCO), which we account for with a simple decay function. We assume 

steady-state, i.e. the OH concentration is taken relatively small (10
6
 molecules cm

-3
) and constant. This results in 

a lifetime for CO of about 2 months at mid-latitudes (Jacob, 1999): 

 ∆𝑋𝐶𝑂,𝑜𝑏𝑠 = ∆𝑋𝐶𝑂,𝑏𝑔 + 𝐸𝐶𝑂,𝑓𝑓 + 𝐿𝐶𝑂       (3) 140 

2.1.3 Model set-up 

We use meteorological fields from the National Centers for Environmental Prediction (NCEP) Final (FNL) 

Operational Global Analysis (National Centers for Environmental Prediction/National Weather 

Service/NOAA/U.S. Department of Commerce, 2000) at 1x1° horizontal resolution and a temporal resolution of 

6 hours. We define four 2-way nested domains (Fig. 1) which have a horizontal resolution of 48x48, 12x12, 4x4 145 

and 1x1 km respectively, and a vertical resolution of 29 eta levels. The outer domain is situated over Europe. 

Domains 2–4 zoom in on the Rijnmond area in the southwest of the Netherlands. We have used the Yonsei 

University (YSU) boundary layer scheme (Hong et al., 2006), the Dudhia scheme for shortwave radiation 

(Dudhia, 1989), the Rapid Radiation Transfer Model (RRTM) as longwave radiation scheme (Mlawer et al., 

1997), and the Unified Noah Land-Surface Model as the surface physics scheme (Ek et al., 2003). We also used 150 
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the single-layer urban canopy model (UCM) to account for changes in the roughness length and heat fluxes in 

the urban environment (Chen et al., 2011).  

Separate tracers are implemented that describe the different contributions (Eq. (2) and Eq. (3)) to the total 

concentrations of CO2 and CO. The background CO2 is purely determined by the initial and boundary 

conditions, which are taken from the 3D mole fractions from CarbonTracker (Peters et al., 2010). The 155 

CarbonTracker 3D fields have a horizontal resolution of 1x1° and 34 vertical levels. Therefore, it is both 

horizontally and vertically interpolated onto the WRF-Chem grid. The CO initial and boundary conditions are 

calculated with IFS-MOZART (Flemming et al., 2009) from the Monitoring Atmospheric Composition and 

Climate (MACC) project. The boundary conditions are updated every 6 hours (only for the outer domain). 

The fossil fuel emissions for domains 1–3 are taken from the TNO-MACC III inventory for 2011 (Kuenen et 160 

al., 2014) and have a horizontal resolution of 0.125x0.0625°. All fossil fuel emissions for domain 4 are collected 

from the Dutch Emission Registration (Netherlands PRTR, 2014) and compiled by TNO (Netherlands 

Organization for Applied Scientific Research) for the year 2012. The emissions are divided over ten SNAP 

emission categories, summarised in Table 1. We apply a temporal profile to the emissions by assigning hourly, 

daily and monthly fractions to the emissions per emission category (Denier van der Gon et al., 2011). Area 165 

source emissions are added to the lowest surface model level every hour. Point source emissions (only SNAP 1, 

3, 4, 8 and 9) are given a simplified, fixed vertical distribution based on previous research with plume rise 

calculations (Bieser et al., 2011), also shown in Table 1. 

The biogenic CO2 fluxes are generated in the same way as done by Bozhinova et al. (2014). With the 

SiBCASA model (Schaefer et al., 2008) monthly averaged 1x1° An and R are calculated for nine different land 170 

use types. Combining the high-resolution land-use map of WRF with the SiBCASA fluxes gives us biogenic 

fluxes on the resolution of the WRF grid. The temporal resolution is enhanced by scaling the An and R at each 

WRF-Chem time step with modelled shortwave solar radiation and 2m temperature: 

 𝐴𝑛 = 𝐴𝑛,𝑓 ∙ 𝑆𝑊𝑖𝑛         (4) 

 𝑅 = 𝑅𝑓 ∙ 1.5
(𝑇2−273.15)/10         (5) 175 

where An,f is the monthly average photosynthetic flux (mole CO2 km
-2

 h
-1

), SWin the incoming shortwave solar 

radiation (W m
-2

), Rf the monthly average respiration flux (mole CO2 km
-2

 h
-1

), and T2 the 2m temperature (K). 

This procedure was first described in Olsen and Randerson (2004). 

2.2 The plume dispersion model OPS 

The plume dispersion model OPS (Operational Priority Substances) is a Gaussian plume model that calculates 180 

the transport, dispersion, chemical conversion and deposition of pollutants (Sauter et al., 2016; Van der Swaluw 

et al., 2011; Van Jaarsveld, 2004; Van Jaarsveld and Klimov, 2011). It is used to calculate large-scale, yearly 

averaged concentration and deposition maps for the Netherlands at 1x1 km
2
 resolution. It was initially developed 

by the National Institute for Public Health and the Environment (RIVM) to model dispersion of pollutants like 

particulate matter and ammonia, but has also been used to study the dispersion of pathogens (Van Leuken et al., 185 

2015). In this paper we use the short-term version of this model (version 10.3.5) to calculate the transport of 

point and/or area source emissions towards receptor points. The short-term model provides hourly concentrations 

at receptors that can be either site specific or gridded. In this study, only the contributions of local emissions to 

the concentration at the receptor sites are taken into account. The large-scale background concentrations are 
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taken from the WRF-Chem simulation and are added to the OPS plume concentrations to obtain the total 190 

concentration.  

The OPS model is intended to use primary meteorological conditions as observed by the Dutch meteorological 

institute, and calculates secondary variables such as boundary layer height and friction velocity. We used the 

OPS model accordingly. Since this could result in an unfair comparison of WRF-Chem and OPS, we also 

replaced the primary parameters and OPS-calculated boundary layer height with those calculated by WRF-Chem 195 

in an additional OPS simulation. Although the original meteorological values are often a weighted average of 

multiple observations rather than a point observation, replacing them with point observations close to the urban 

Zweth site (see study design) has no significant impact on our findings. Therefore, we argue that using model 

output at Zweth allows a valid comparison between both models. Note that the meteorological conditions in OPS 

remain constant during each hour. 200 

The OPS model was adapted to calculate dispersion of CO and CO2. For both CO and CO2 we assume wet 

deposition plays no role due to their relative insolubility. Dry deposition of CO2 and CO is not included in the 

OPS model. Instead, the dry deposition of CO2, i.e. biogenic uptake, is accounted for by WRF-Chem, while the 

dry deposition of CO is neglected. We assigned temporal profiles to the emissions dependent on the source type 

similar to the ones used in the WRF-Chem simulations. 205 

2.3 Study design 

We take the Rijnmond area as case study in which Rotterdam is the major urban area. The area is situated near 

the coast in the west of The Netherlands (inner domain in Fig. 1, also see Fig. 2) and includes a large harbour 

and industrial area. The terrain is flat. We have installed two measurement sites for observing CO2 and CO 15 

km south (Westmaas, 51.79° N, 4.45° E) and 7 km northwest (Zweth, 51.96° N, 4.39° E) of the city with an inlet 210 

at 10 m. We consider Zweth to be an urban site which is highly affected by urban fluxes. Westmaas functions as 

a background site as it is usually located upwind of the major source areas. These measurements have been 

described in more detail by Super et al. (2016). 

In addition to these local stations we include two regional background sites in our framework (see Fig. 1). The 

Cabauw site (51.97° N, 4.93° E) is situated 32 km east of the centre of Rotterdam. At this location CO2 is 215 

measured at several heights (20, 60, 120 and 200 m) along a 200 m tall tower by the Energy research Centre of 

the Netherlands (ECN). CO is measured at ground level (2.5–4 m) by the RIVM. Another observation site is 

located at Lutjewad (53.40° N, 6.35° E), close to the coast in the north of the Netherlands. Here CO and CO2 

concentrations are observed at 60 m height (Van der Laan et al., 2009). These stations provide a transect from 

the city towards rural areas.  220 

For the Cabauw CO2 measurements we selected the 60 m level. On average the CO2 concentrations are similar 

at all levels during well-mixed daytime conditions (Vermeulen et al., 2011). However, a large gradient can be 

observed for stable conditions or during night time when the 20 m level is highly affected by local fluxes. 

Similarly, Turnbull et al. (2015) suggested that measurements closer to the surface are more sensitive to local 

fluxes. Since we are interested in the plume from Rotterdam and not fluxes close to Cabauw, observations at a 225 

higher level than 20 m were more suitable. We choose the 60 m level observations to be able to compare easily 

to the Lutjewad site. However, a higher level could also be used without affecting our conclusions. 

Atmos. Chem. Phys. Discuss., doi:10.5194/acp-2016-807, 2016
Manuscript under review for journal Atmos. Chem. Phys.
Published: 15 September 2016
c© Author(s) 2016. CC-BY 3.0 License.



7 

 

We simulated a period of 3 months, October–December 2014. We choose this period because of the high data 

coverage at all measurement sites. We did three types of simulations, using different models for calculating the 

plume concentration and using different meteorological input (Table 2). The WRF-Chem simulation provides the 230 

large-scale CO2 and CO concentrations that are used as background in addition to the OPS simulations of the 

plume concentration. The OPS simulation includes all area and point sources in the Rijnmond area (similar to 

domain 4 of WRF-Chem). In addition, we gave the emissions from the inner domain in WRF-Chem different 

labels to be able to separate the urban plume from other signals. To identify the importance of a correct 

representation of meteorological conditions (wind speed, wind direction, temperature and humidity) we do the 235 

OPS simulations with both WRF-Chem meteorology and observed, interpolated meteorology (affix '_wm or 

'_om').  

An advantage of OPS compared to WRF-Chem is that more detailed point source characteristics can be 

included. Therefore, we compared two OPS simulations; a ‘simplified’ run that includes the vertical distribution 

used in WRF-Chem (Table 1) and a ‘detailed characteristics’ run that includes detailed stack height and heat 240 

content information for plume rise calculations. At the Zweth observation site the CO2 concentration resulting 

from point source emissions is on average 2.3 ppm smaller when the full characteristics are included, lowering 

the bias from 3.1 to 0.8 ppm. Therefore, all OPS simulations in this study are done with the full source 

characteristics. 

3 Results 245 

3.1 Background concentrations in WRF-Chem 

Partitioning of total concentrations into different sources and sinks can be very useful to identify dominant 

contributors and their characteristics. Whereas observations are difficult to partition, our WRF-Chem simulations 

contain separate tracers for all sources/sinks. Figure 3 shows how the CO2 and CO concentrations at the Zweth 

location are build up according to the WRF-Chem simulation, separating between the background (i.e. advected 250 

from the model’s boundary conditions), biogenic sources/sinks, and fossil fuel fluxes. Observed total 

concentrations are given by black dots. Whereas the CO signal can be dominated by fossil fuel fluxes, the CO2 

signal mostly consists of a background. Note that the y-axis starts at 350 ppm.  

The fossil fuel fluxes can be separated into local and regional fluxes. The regional contribution comes from 

anywhere outside the Rijnmond area and is therefore dependent on wind direction. A change in wind regime will 255 

cause another area to be sampled, which generally means that an easterly wind will result in a larger contribution 

of (regional) fossil fuel fluxes (e.g. during the second half of November). This can be considered a mesoscale 

change. Hence, for the purpose of this study we will consider the regional fossil fuel fluxes to be part of the 

WRF-Chem background. Similarly, the biogenic contribution is strongly correlated with wind direction. With an 

easterly wind the advected air has a continental origin and this results in a larger biogenic contribution. In 260 

contrast, the local fossil fuel signal comes from sources in the direct vicinity of the measurement sites. Due to the 

short travel time it is less diluted and more variable than the regional fossil fuel contribution. In this paper we are 

mostly interested in the local fossil fuel signal, but Fig. 3 illustrates the importance of the other contributions. So 

before we focus on the local fossil fuel signal we first need to examine the ability of WRF-Chem to properly 

simulate the mesoscale changes in the background and biogenic signals. 265 
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The time series of the CO2 and CO concentrations at the Zweth and Cabauw measurement sites are shown in 

Fig. 4. The concentrations respond to a change in meteorological regime during the second half of November 

when the wind becomes easterly. As explained before, easterly winds advect a significant amount of regional 

fossil fuel CO2 and CO, resulting in higher observed concentrations. These large-scale patterns in the 

concentrations are captured well by WRF-Chem. Statistics for daily mean concentrations of the full simulation 270 

period (Table 3) show that the CO2 time series are simulated reasonably well and biases are small compared to 

the average observed CO2 concentrations. These results indicate that WRF-Chem is indeed able to reproduce 

mesoscale changes over time. For CO we find slightly smaller correlations except at Zweth, but the biases are 

relatively much larger compared to the average observed CO concentrations. Whereas the CO2 concentration has 

a substantial background contribution, the CO concentration is relatively more influenced by fossil fuel 275 

combustion which is more variable and therefore more challenging to simulate. However, during the period with 

easterly winds the model seems to underestimate the CO2 and CO concentrations and removing November from 

the analysis generally leads to better correlations and smaller biases for CO (see values between brackets in 

Table 3). Because the wind sector in which our measurement sites detect the Rijnmond plumes is located in the 

west, these results give confidence that our background concentrations will be simulated correctly. Correlations 280 

using afternoon (12-16h) average concentrations (not shown) are similar to daily average correlations for both 

species at all sites. 

If we compare the different sites, WRF-Chem is able to capture the temporal variations best at Westmaas. This 

site is usually upwind of local, urban sources and the statistics mainly apply to background conditions. In 

contrast, Zweth is highly affected by local sources in the Rijnmond area. Due to the spatiotemporal variability in 285 

these emissions, the daily average concentrations show large day-to-day variability that is not fully reproduced 

by WRF-Chem which results in lower correlations. The other two sites are situated in the domain with 4x4km 

resolution. Their correlation is generally slightly lower than for Westmaas, likely because WRF-Chem misses 

some smaller spatial variations in the concentration fields and meteorological conditions at this resolution. The 

bias at Cabauw is remarkably high compared to the others. We were unable to find a satisfactory explanation for 290 

this. 

3.2 Urban plume detection 

Now we have seen that the model performance at the mesoscale at all observation sites is satisfactory, we 

continue with the urban plumes. To use our framework for a future inverse modelling study and estimate the 

Rijnmond fluxes, we first need to consider the ability of the measurement sites to detect those urban plumes. At 295 

Lutjewad, the Rijnmond plume concentrations range from 0-4.8 ppm CO2 (average of 0.3 ppm) and 0-14 ppb 

CO (average of <1 ppb) at a wind direction of 210°. Although sometimes detectable, the signals are hardly 

distinguishable from noise. Due to the large distance between source area and observation site there are only few 

occasions when the plume is detectable at Lutjewad and what we observe is the integrated effect of the total 

source area. Besides the increased dilution, the Rijnmond emissions will be mixed with other emissions and 300 

plumes from other nearby sources will dominate the observed signal. In contrast, if we select the wind sector 

with the port as source area, the maximum CO2 and CO signals at the urban Zweth site are 29.9 ppm and 220 

ppb, respectively. The average signals are 9.8 ppm CO2 and 34 ppb CO, which are large enough to be visible 

over the diurnal variations. However, there are large differences between wind directions, as the Zweth site will 
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be affected by different parts of the source area. Therefore, the variability of the signal is large. Cabauw is 305 

located in between Lutjewad and Zweth and shows large signals, although less variable as at Zweth. Since = 

Lutjewad is not often affected by the urban plume from Rijnmond and is dominated by other signals, we only 

consider Zweth and Cabauw in the further analyses and use Westmaas for the background. 

The differences in the magnitude and variability of the signal between the measurement sites, and therefore the 

amount of information that the plumes contain, has consequences for the use of those sites in an inversion. We 310 

illustrate this by comparing the WRF-Chem concentration ratios of CO and CO2 in the urban plume to the ratio 

in the emissions used to drive WRF-Chem at Zweth and Cabauw. The concentration ratio is denoted ΔCO:ΔCO2, 

where Δ indicates that we look at a concentration increment over a background, namely only the plume 

concentration. The probability density functions in Fig. 5 illustrate the likelihood that a modelled concentration 

ratio takes a certain value. The smaller the distribution, the less variable the ratios are and the more likely a ratio 315 

is to take the mean value (largest probability). The mean emission ratio of the Rijnmond area (black dashed line, 

2.2 ppb ppm
-1

) is taken from the emission inventory, taking into account the temporal profiles of the separate 

emission categories. Although one value is given for the emission ratio, in reality this value also has a range of 

several ppb ppm
-1

 depending on the time of day, although not as large as the modelled distributions. 

We see that the mean of the distribution at Zweth is further from the emission ratio than is the mean of 320 

Cabauw. Also, its distribution is much wider. Since the Zweth measurement site is affected by different source 

areas with distinct emission ratios depending on the wind direction, the concentration ratios show a large 

variability (Super et al., 2016). To examine the width of the Zweth distribution in more detail, we added the 

distributions for two separate source areas by selecting events from specific wind sectors. Zweth-Rotterdam is 

illustrative for an urban residential area with a high modelled concentration ratio of 6.1 ppb ppm
-1

. The Zweth-325 

port area contains mostly industrial and energy production sources and the concentrations have a mean modelled 

ratio of 3.5 ppb ppm
-1

). A similar distinction can be made in the observations, with a mean observed ratio of 8.6 

ppb ppm
-1

 for Zweth-Rotterdam (circle) and 3.7 ppb ppm
-1

 for Zweth-port (star). Due to these distinct emission 

ratios and satisfactory model-observation agreement, we are able to separate the urban signal from the industrial 

signal with WRF-Chem. 330 

Moreover, the mean modelled concentration ratio for Zweth-Rotterdam is reasonably close to the emission 

ratio of 6.0 ppb ppm
-1

 for the entire residential area. This high ratio is due to the dominance of road traffic, 

which has an emission ratio of about 16 ppb ppm
-1

 according to the emission inventory for the Rijnmond area. In 

contrast, the modelled concentration ratio for Zweth-port is much higher than the reported emission ratios of 1.1 

ppb ppm
-1

. This discrepancies is likely related to the presence of many stack emissions in this area. These large 335 

emissions have a have a small emission ratio - ~1 ppb ppm
-1

 or lower for industrial processes and energy 

production - that dominates the total emission ratio. However, stack emissions can be transported over the Zweth 

site and not be visible in the observations, especially for stacks in the close vicinity of Zweth. Therefore, the 

modelled concentration ratio can turn out much higher than what is expected based on the emission inventory 

including stack emissions. Indeed, the emission ratio of the entire Rijnmond area without point sources would 340 

even be 5.5 ppb ppm
-1

. For Cabauw this discrepancy is less pronounced, because the high stack emissions are 

already better mixed with the other emissions and the mean ratio is closer to the emission ratio including stack 

emissions. We therefore argue that Cabauw would be a better site for an overall top-down inversion study than 

Zweth due to its integrating power. The Zweth site can be used to separate between source areas and source 
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types by looking at different wind sectors and concentration ratios. Therefore, such a site could be very useful to 345 

get more details about the distribution of the emissions throughout the city and source apportionment. 

3.3 Urban plumes in WRF-Chem 

To examine how well WRF-Chem represents the urban signals, we compare the simulated plumes to the 

observations at Zweth and Cabauw. First, we apply a wind sector selection of 150-220° for Zweth and 240-270° 

for Cabauw. Then we need to determine which part of the observations can be attributed to the urban plume by 350 

subtracting a background contribution. The background contribution is determined by calculating the average 

diurnal cycle at Westmaas during westerly winds (marine regime), which is typical for the sampled wind sectors. 

That part of the CO2 and CO measurements that is above the background value is considered to be the urban 

signal. These selection criteria are set to ensure we sample the Rijnmond plume and exclude other source areas 

and background influences. Note that we choose to include all times of the day rather than applying a daytime 355 

selection criteria. This is done to ensure we also sample the morning and afternoon rush hours which cause large 

peaks in the concentrations. Zweth and Cabauw sample the Rijnmond plume about 30% and 10% of the time. 

We find that WRF-Chem performs best at the Cabauw site, showing the highest R
2
 for both species and 

somewhat smaller biases (Table 4). However, note that the average plume concentrations at Zweth are about two 

times larger than the concentrations at Cabauw such that the relative biases are similar. The small correlation 360 

coefficients indicate that WRF-Chem is unable to represent the timing of the urban signals sufficiently. The 

negative biases can be the result of too intense mixing in WRF-Chem, which results in an underestimation of the 

downwind concentration. If we take a closer look at the distribution of the CO2 plume concentrations (ΔCO2) for 

the selected hours (Fig. 6), we find that the width of the observed distribution at Zweth is not well represented by 

WRF-Chem. This means that part of the observed variability is not captured by the model. At Cabauw, the 365 

observed distribution is much narrower and the WRF-Chem distribution is very similar to the observed one (not 

shown). This indicates that WRF-Chem is suitable to simulate concentrations at this regional site. 

3.4 Urban plumes in OPS 

Now we have seen that WRF-Chem lacks detail to describe the urban plumes close to the source area, we will 

examine the use of the OPS plume model. To compare the OPS and WRF-Chem representations of the urban 370 

plume we select the same signals as in the previous section. The relative biases at Zweth are reduced for both 

species (see Table 4) when using OPS_wm (with WRF meteorology), while OPS_om (with observed, 

interpolated meteorology) changes the bias of CO2 from a model underestimation to a model overestimation. 

However, OPS_om shows the largest R
2
 for both CO and CO2 with explained variance up to twice that of WRF-

Chem. Moreover, the distribution of the OPS_om plume concentrations becomes wider and closer to the 375 

observed distribution (Fig. 6), suggesting benefits especially in the high CO2 regime. Whereas WRF-Chem 

underestimates the extreme events (more than 1σ above the mean) with on average 15.4 ppm, OPS_om only has 

an underestimation of 3.4 ppm. Moreover, the RMSE for these events is reduced with almost 30% when using 

OPS_om. At Cabauw the differences between the simulations are small and there are no consistent 

improvements in the bias, R
2
 or frequency distribution when using OPS. Therefore, we conclude that a plume 380 

model is not needed to simulate the concentrations at Cabauw. 
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To examine the conditions under which OPS gives a better representation of the urban plumes, we first 

compare the WRF-Chem and OPS CO2 plume concentrations for different mixing conditions (Fig. 7, left panel). 

The OPS model calculates stability classes based on Monin-Obukhov length (Sauter et al., 2016) and these are 

used for classifying the mixing conditions into stable (little mixing), neutral and unstable (favourable for 385 

mixing). We hypothesize that the instant dilution of emissions in WRF-Chem would result in the largest bias 

under stable conditions, when mixing in reality is very limited. Indeed, the difference between the mean (-8.4 

ppm) and median (+3.0 ppm) bias under stable conditions indicates that there are some extreme high-pollution 

events in the observations that are underestimated by WRF-Chem. Using OPS reduces the mean-median (0-5.1 

ppm for OPS_om) range significantly. The largest improvement is made moving from WRF-Chem to OPS_wm. 390 

Since both runs use similar meteorology, this improvement is mainly the result of reduced mixing of emissions, 

reduced plume dilution, and improved representation of point source locations. The smaller change moving from 

OPS_wm to OPS_om is the result of modified meteorological conditions. Under unstable conditions the mean-

median range is also slightly smaller with OPS and the mean and median biases for both OPS runs are close to 

zero. Yet, the difference with WRF-Chem is much smaller than for stable conditions. 395 

Second, we categorise the signals based on their footprint. For Zweth we distinguish between Zweth-

Rotterdam (190-220°) and Zweth-Port (150-180°), similar to Fig. 5. Zweth-Rotterdam is dominated by area 

sources, while Zweth-Port contains many point sources. Figure 7 (right panel) shows that WRF-Chem has 

similar median biases in the CO plumes for Zweth-Port and Zweth-Rotterdam, -23 and -24 ppb respectively. 

Using the OPS_wm simulation improves the median bias for both source areas to -14 and -10 ppb. The OPS_om 400 

simulation shows the smallest biases of +2 and +5 ppb. This illustrates that a plume model can improve mixing 

for both point and area sources. Since area sources are already spread horizontally through a Eulerian grid box, 

the improvement for area sources should come from an improved representation of vertical dilution. 

4 Discussion and conclusions 

In this study we focused on two major concerns in inverse modelling studies: what type of measurement 405 

locations can provide sufficient information on urban fluxes of CO2 and CO, and what type of modelling 

framework can best represent urban plume concentrations at these measurement sites. We found that the total 

signal of CO2 is dominated by the large-scale and regional background, whereas for CO the local fossil fuel 

signals can be easily two to four times the background contribution at an urban site. Therefore, we first evaluated 

the skill of the WRF-Chem Eulerian model to represent the changes in the background concentrations due to 410 

mesoscale patterns. The results show that such large-scale temporal changes are captured well at all locations. 

The results are slightly better for CO2 than for CO. Hence, at the mesoscale our WRF-Chem framework 

performance is comparable with other model frameworks in the urban environment (Bozhinova et al., 2014; 

Bréon et al., 2015; Lac et al., 2013; Tolk et al., 2009). However, we ultimately intend to use this modelling 

framework for top-down emission estimates at urban scales and we thus need to evaluate the model performance 415 

at smaller scales. 

Since the demand put on the model performance depends on the measurement sites used in the inversion, we 

first examined the use of our measurement sites to detect urban plumes. An evaluation of the modelled plume 

concentrations at our measurement sites shows large differences in plume detectability and discernible detail. We 

found that the urban (Zweth) location is most exposed to the urban fluxes and is able to detect spatial variations 420 
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in emissions inside the urban area. At the rural site (Lutjewad), the plume has become diluted and the observed 

signals are small and less frequent. In a previous study, Kort et al. (2013) compared different monitoring 

networks and concluded that a network of in-city sites provides the best constraints due to their high exposure 

and ability to separate between different parts of the source area. However, our Zweth site shows large variations 

over time that are challenging to capture with models. This can be explained by the presence of a large amount 425 

of strong point source emissions. These could even cause large peaks during daytime and simple daytime data 

selection would be insufficient. Moreover, stack emissions in the vicinity of the urban measurement site might 

not always be detected, because emissions can be transported over the measurement site. We therefore suggest 

that an inverse modelling study with urban sites should only be considered over a relatively homogeneous source 

area. For a more heterogeneous case study, an additional regional background site downwind of the urban area is 430 

needed that measures plumes that are more representative for the entire urban area. This can reduce the bias 

caused by the urban site, as long as a good background is available to determine the excess CO and CO2 values 

from the urban area. This method of using one site upwind and another downwind of the area of interest has 

already proven useful for estimating CH4 emissions from shale gas production (Caulton et al., 2014; Peischl et 

al., 2015). In our case, Cabauw is a suitable regional background site and Westmaas provides reasonable 435 

background constraints to determine the urban plume signal. However, Zweth is still an interesting site, as it can 

be used to separate between the city of Rotterdam and the port dominated by industrial activities using the 

CO:CO2 ratio. Therefore, we focus the model evaluation on the Zweth and Cabauw sites. 

Next, we evaluated the skill of the Eulerian WRF-Chem set-up to simulate the Rijnmond urban plumes. The 

resolution appears to be too low to fully represent the transport of the urban signals, especially at the urban site, 440 

similar to previous findings related to power plant plumes (Lindenmaier et al., 2014) and megacities (Boon et al., 

2016). WRF-Chem instantaneously mixes all emissions throughout a grid cell, which results in underestimated 

downwind concentrations and a large negative bias for both species. Moreover, the frequency distribution of the 

urban plume concentrations is too narrow, which indicates that WRF-Chem misses extreme high-pollution 

events. However, WRF-Chem is able to reproduce the distinct CO:CO2 emission signatures from the different 445 

source areas detected at Zweth. The relative biases are similar at Zweth and Cabauw, but Cabauw shows a 

slightly better correlation. We expect the error induced by instantaneous mixing of the emissions in WRF-Chem 

to be small for Cabauw as the actual plume is already well-mixed by the time it reaches this site. That we 

nevertheless find negative biases for Cabauw could be due to additional (anthropogenic or biogenic) emissions 

between Rijnmond and Cabauw. These affect the observed concentration signals, but are not included in the 450 

WRF-Chem plume concentration. 

A plume model is expected to better represent the high concentrations at the centre of the plume by improving 

the description of horizontal and vertical mixing , which is relevant for both point and surface area emissions. 

Previous plume modelling with chemically inert species showed no statistical improvement compared to the 

gridded approach, but this was based on daily average measurements (Rissman et al., 2013). Our simulations 455 

with the OPS plume model show a tendency to reduce the biases and increase the correlations in CO2 and CO by 

a factor two at the urban site. Moreover, the width of the CO2 plume concentration frequency distribution 

increases compared to WRF-Chem and becomes closer to the observed distribution, reducing the bias in the 

extreme events (>1σ above the mean) with almost 80% when using OPS_wm. A similar pattern is found for CO 

and this indicates that OPS provides a better estimate of the urban plume concentrations than WRF-Chem. The 460 
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OPS_wm simulation shows that the improved description of horizontal and vertical mixing results in a better 

agreement with the observations, especially under stable atmospheric conditions where the intense mixing in 

WRF-Chem gives the largest error. Moreover, the OPS_om simulation shows that meteorological conditions 

have a large impact on the magnitude of the urban plume. However, the correlations at Zweth for CO2 and CO 

are still relatively weak with 0.38 and 0.32 for the OPS_om simulation. This is a clear indication that some 465 

processes are lacking or misrepresented, for example the timing of the emissions or the full complexity of the 

urban wind fields. At Cabauw the difference between WRF-Chem and the OPS simulations is small and we 

conclude that a plume model is only necessary to represent urban plume concentrations at measurement sites 

close to the city. 

To obtain improved results with the OPS model, some additional detailed input parameters are required. 470 

Whereas emissions in WRF-Chem have a fixed vertical distribution specified for each source type due to the 

discrete vertical levels, OPS uses source specific stack heights and includes the effect of plume rise. These 

characteristics affect the dispersion, consistent with previous studies (Kim et al., 2014; Korsakissok and Mallet, 

2010a; Touma et al., 2006). Replacing the simple WRF-Chem source characteristics with more detailed 

characteristics in OPS_om decreases the bias at Zweth with 74%. Another important dispersion parameter is the 475 

roughness length. Gaussian plume models, including OPS, require an area average roughness length. We choose 

a value of 80 cm for Zweth, which is the average of the Dutch roughness map for the estimated footprint of our 

measurements (Ministry of Infrastucture and the Environment, 2016). Previously, researchers have shown that 

Gaussian plume models are very sensitive to this value (Veenhuysen et al., 1998), while an area average value 

might not be sufficient for a heterogeneous urban environment. Indeed, reducing the roughness length to 3 cm, 480 

which is typical for the grassland surrounding the source area, would increase the average plume CO2 

concentration at Zweth with 66 %, resulting in an increase of the bias to +12.7 ppm for the OPS_om run. This 

illustrates that increasing the complexity of models requires detailed input, which introduces an additional 

uncertainty (Guevara et al., 2014). Similarly, removing the temporal patterns (i.e. flat emissions) from the 

OPS_om run reduces the plume CO2 concentration with on average 10 % at both Zweth while having barely any 485 

impact on Cabauw. Note that the total uncertainty in the emissions can be much larger than this 10%, 

considering both the spatial and temporal distribution. 

Finally, replacing the WRF-Chem meteorology in OPS_wm with observed meteorology (OPS_om) increases 

the average urban plume CO2 concentration with 14 % at Zweth and decreases the concentration at Cabauw with 

only 1 %. Previous research has shown an uncertainty of 30-40% in the tracer mixing ratio due to the uncertainty 490 

in meteorological conditions (Angevine et al., 2014). In our study, the largest uncertainty is related to the wind 

direction. The monthly average WRF-Chem wind direction shows a bias of 3 (October), 46 (November) and 30 

(December) degrees compared to the observed wind direction at Rotterdam airport. The errors in November and 

December are large compared to previous findings with ERA-Interim reanalysis data (Jiménez et al., 2016). 

However, repeating our WRF-Chem simulations with ERA-Interim meteorological input shows no structural 495 

improvement in the wind direction. Additionally, Angevine et al. (2014) have shown that using an ensemble 

mean of model simulations with different meteorology does not necessarily lead to a better representation of 

plume transport and dispersion in a Lagrangian model for area sources. We therefore argue that assimilating 

wind data could be more beneficial to improve the modelled wind fields and as such improve the plume 

transport. 500 
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Our ultimate ambition is to quantify the total (annual) urban CO2 budget using multiple observation sites and 

an inverse modelling system. Such information can be used to monitor the impact of implemented policies. 

Based on the work reported here, we feel that the optimal set-up for the Rijnmond area consists of a Eulerian 

model in combination with a plume model, preferably driven by locally observed meteorology. The monitoring 

network should ideally contain a representative background station (Westmaas), a regional background site 505 

(Cabauw) to measure the integrated urban signal, and an urban site (Zweth) that is able to distinguish between 

various source sectors. Observing additional species like CO and possibly 
14

CO2, 
13

CO2, O2/N2, NO2, SO2 or 

black carbon is crucial for identifying source sector contributions. Such a set-up is a promising step towards 

independent verification of urban CO2 budgets.  

To summarize, we argue that an efficient urban monitoring network in a heterogeneous urban area requires a 510 

regional background measurement site and an additional urban measurement site. A regional background site 

provides a robust and integral constraint on the urban fluxes and can be used in combination with a high-

resolution Eulerian model framework. An urban measurement site can provide useful information about local 

differences, such as the dominance of road traffic in a certain source area. However, to properly simulate plume 

concentrations at an urban location, we argue that the use of a plume model is inevitable. Although the additional 515 

computational demand with the OPS plume model is limited, detailed model input is required given that the 

results are sensitive to source characteristics, wind fields and temporal emission profiles. 

Data availability 

Observations from Zweth and Westmaas and the TNO-MACC III emission inventory are available via TNO 

(hugo.deniervandergon@tno.nl). Lutjewad and Cabauw observations can be downloaded from the 520 

GLOBALVIEWplus product (Cooperative Global Atmospheric Data Integration Project, 2015). The Dutch 

Emission Registration emission inventory can be downloaded online (http://www.emissieregistratie.nl/). 
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Table 1: Overview of SNAP categories and the vertical distribution of point source emissions. 

SNAP Description % of total point source emissions per model layer [m 

above surface] 

  0-55m 55-130m 130-235m 235-360m >360m 

1 Combustion in energy and 

transformation industries 

  18.5% 42% 39.5% 

2 Non-industrial combustion plants      

3 Combustion in manufacturing industry 12.2% 37.3% 46.2% 4.3%  

4 Production processes 12.2% 37.3% 46.2% 4.3%  

5 Extraction and distribution of fossil 

fuels 

     

6 Solvents and other product use      

7 Road transport      

8 Other mobile sources and machinery 100%     

9 Waste treatment and disposal  16.5% 44.5% 39%  

10 Agriculture      
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Table 2: Overview of the three simulations and which models/data are used to calculate the large-scale background 795 
concentration, the plume concentration, and meteorological conditions. 

Simulation Background 

concentration 

Plume concentration Meteorological input 

WRF-Chem WRF-Chem WRF-Chem WRF-Chem 

OPS_wm WRF-Chem OPS WRF-Chem 

OPS_om WRF-Chem OPS observations 
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Table 3: Statistics for WRF-Chem daily average CO2 and CO concentrations as compared with observed daily 

averages (full simulation period). Statistics for the period excluding November are given between brackets. N is 825 
number of days included and 𝑿𝒐𝒃𝒔

̅̅ ̅̅ ̅ the average observed concentration. 

Species Site R
2
 RMSE bias N 𝐗𝐨𝐛𝐬

̅̅ ̅̅ ̅̅  

CO2 Westmaas 0.72 (0.74) 7.7 (6.1) ppm - 0.7 (+ 0.8) ppm 83 (53) 420 (415) ppm 

 Zweth 0.48 (0.53) 12.8 (10.3) ppm - 0.7 (+ 0.7) ppm 87 (57) 425 (419) ppm 

 Cabauw 0.58 (0.62) 9.4 (7.7) ppm + 3.9 (+ 3.9) ppm 89 (59) 417 (414) ppm 

 Lutjewad 0.57 (0.67) 8.4 (5.7) ppm + 1.0 (- 0.6) ppm 90 (60) 416 (412) ppm 

CO Westmaas 0.64 (0.60) 48 (41) ppb - 26 (- 18) ppb 83 (53) 191 (170) ppb 

 Zweth 0.49 (0.53) 61 (45) ppb - 10 (- 5) ppb 87 (57) 200 (172) ppb 

 Cabauw 0.45 (0.57) 45 (31) ppb + 15 (+ 9) ppb 90 (60) 159 (150) ppb 

 Lutjewad 0.51 (0.54) 46 (39) ppb - 22 (- 22) ppb 90 (60) 175 (159) ppb 
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Table 4: Statistics for the plume CO2 and CO concentrations of three different simulations compared to the 

observations at the Zweth and Cabauw site. N is the number of hours included and 𝑿𝒐𝒃𝒔̅̅ ̅̅ ̅ the average observed plume 

concentration. 

Species and site Simulation R
2 

RMSE Bias N 𝐗𝐨𝐛𝐬
̅̅ ̅̅ ̅̅  

CO2 Zweth WRF-Chem 0.13 21.7 ppm - 1.9 ppm   

 OPS_wm 0.25 20.0 ppm - 0.2 ppm 764 18.7 ppm 

 OPS_om 0.38 18.2 ppm + 2.2 ppm   

CO2 Cabauw WRF-Chem 0.17 8.5 ppm - 1.0 ppm   

 OPS_wm 0.14 8.7 ppm - 1.0 ppm 222 8.3 ppm 

 OPS_om 0.16 8.9 ppm - 1.1 ppm   

CO Zweth WRF-Chem 0.17 98 ppb - 32 ppb   

 OPS_wm 0.26 95 ppb - 14 ppb 607 82 ppb 

 OPS_om 0.32 94 ppb + 9 ppb   

CO Cabauw WRF-Chem 0.23 51 ppb - 19 ppb   

 OPS_wm 0.21 52 ppb - 19 ppb 183 46 ppb 

 OPS_om 0.16 63 ppb - 15 ppb   
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Figure 1: Location of the domains are indicated with squares. The horizontal resolutions of the domains are (from 890 
outer to inner domain): 48x48km, 12x12km, 4x4km and 1x1km. Black stars represent the observation sites. 
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Figure 2: Map of the Rijnmond area (light blue outline), including the city of Rotterdam (dark blue outline), the port 

(yellow outline) and the glasshouse agriculture source sector (green outline); the observation sites are indicated with 

white stars. Source: Google Earth. 920 
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Figure 3: Time series of the CO2 and CO concentration at Zweth as simulated by WRF-Chem, partitioned into 

background, biogenic, regional fossil fuel and local fossil fuel contribution. Black dots represent observed 

concentrations. 950 
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Figure 4: Time series of modelled (blue line) and observed (black dots) CO2 and CO concentrations at Zweth (left) 

and Cabauw (right). 
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Figure 5: Smooth Gaussian fit of probability density functions of ΔCO:ΔCO2 calculated by WRF-Chem at the Zweth 

(blue) and Cabauw (red) measurement sites. The average emission ratio in WRF-Chem over the simulation period is 

given by the black dashed line. Mean observed ratios are indicated with a star (Zweth-Port) and circle (Zweth-1000 
Rotterdam). 
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Figure 6: Smooth Gaussian fit of probability density functions of the CO2 plume concentration (ΔCO2) at Zweth with 

WRF-Chem (blue full line), OPS_wm (red dashed line) and OPS_om (green dash-dotted). The observed distribution is 1030 
represented by the black dotted line. 
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Figure 7: Boxplots (Q1-Q3 and median) of the difference between simulated and observed plume CO2 concentrations 1060 
for stable, neutral and unstable atmospheric conditions (left) and plume CO concentrations for specified source areas 

(right) at Zweth with WRF-Chem (blue), OPS_wm (red) and OPS_om (green). Mean values are given by black 

squares. N is number of hours included. 

Atmos. Chem. Phys. Discuss., doi:10.5194/acp-2016-807, 2016
Manuscript under review for journal Atmos. Chem. Phys.
Published: 15 September 2016
c© Author(s) 2016. CC-BY 3.0 License.


