
Response to Reviews 
 
We would like to thank the reviewers for their comments and suggestions. We have addressed these 
below (in blue below original comment).  
 
REVIEWER #1 
 
This fascinating paper applies a systems-engineering modeling approach to assess the impact of 1850 
versus 2000 land cover fraction changes on short-lived precursor emissions and the resultant atmospheric 
ozone and aerosol effects.   The study examines the chemical sensitivity to the land cover change 
fractions under both 1850 and 2000 chemical background states (in terms of anthropogenic short-lived 
precursor emissions not the physical climate), in part to offer a useful uncertainty range estimate. The 
NH3/NOx/nitrate results are especially interesting and consistent with the recent Bauer et al., GRL 2015 
results, also the Lelieveld et al., Nature, 2015 finding that agriculture is the main driver of particulate-
related human health impacts in Europe.  The paper is an important contribution to emerging land-
chemistry-climate science and deserves to be published in ACP once the following technical issues are 
addressed: 
 
We appreciate these supportive comments and are pleased that the article was well received. 
 
1.  The main concern is that all simulations apply year 2010 meteorology.  The underlying assumption is 
that surface albedo, energy and water changes caused by different land cover types have zero impact on 
atmospheric chemistry and aerosols.  The manuscript needs to include clear statements about the missing 
meteorological feed backs. Perhaps a more appropriate title would be something like: “..Impact of 
Historical Land Use Change Emissions” 
 
We agree with the reviewer that (by design) we did not consider how feedbacks from meteorological 
changes (driven by land use change) could impact atmospheric composition. The goal of the paper (to 
focus on biosphere-atmosphere exchange processes only) is provided in the first paragraph, however, we 
agree with the reviewer that we should better clarify that we are excluding meteorological feedbacks in 
our study (see text additions below). Given that we explored the impact of land use change on deposition 
as well as emissions, the suggested modification to the title would not be appropriate.  
 
Modifications: 

a. Page 3, line 12-15: edited sentence (additions in bold): “we aim to complement previous 
investigations and explore the impacts of historical global anthropogenic land use change on 
biosphere-atmosphere exchange processes and the resulting perturbations to secondary PM 
and ozone.”  

b. Page 4, lines 25-29: added text: “Land use change modulates surface albedo, energy, and water 
exchange (Pielke et al., 2002; Pielke et al., 2011; Pitman et al., 2009) which may feedback on 
atmospheric composition (Ganzeveld et al., 2010; Ganzeveld and Lelieveld, 2004). Unger (2014) 
suggest that these feedbacks are small compared to the perturbation in BVOC emissions from 
historical land use change. By design, by fixing meteorology at year 2010, we do not quantify 
these impacts in this study. Rather, our simulations focus on the direct impact of changes in 
biosphere-atmosphere exchange.” 

 



2.   There  is  an  extensive  existing  literature  and  multiple  international  assessment programs  on  the  
climatic  effects  of  human  land  cover  change  through  biophysical,  albedo and meteorological 
changes.   This paper essentially has pre-concluded that  these  water/energy/radiative  changes  have  
negligible  impact  on  chemistry  and aerosols,  and  only  the  short-lived  precursor  emissions  changes  
are  important.   In fact,  the  meteorological/biophysical  effects  are  apparently  so  unimportant  to  
chemistry that they are not even mentioned.  What is needed is a clear discussion of why 
albedo/biophysical/meteorological feedbacks have not been included in this analysis and how their 
inclusion would impact the results. 
 
The reviewer is correct, and we certainly did not mean to give the impression that this body of work does 
not exist or that these impacts are not important. Rather, these processes are not the focus of our analysis. 
We believe that the text addition described in the point above clarifies this. We have also added some text 
in the conclusions to reiterate this point. 
 
Modifications: 

c. See above point b 
d. Page 11, lines 11-13: added text: “We also do not consider the meteorological feedbacks on 

atmospheric composition associated with land use change; more work is needed to quantify how 
these feedbacks compare to the direct perturbations associated with biosphere-atmosphere 
exchange.” 

 
3.   It  is  an  excellent  and  efficient  strategy  to  archive  gridded  radiative  efficiencies that can be used 
in conjunction with global CTM-derived ozone and aerosol burden changes to assess radiative forcing 
impacts.  However, the radiative efficiencies applied in this study are based on present day surface albedo 
and atmospheric water and cloud content etc.  This seems to be wrong.  The scattering aerosols (nitrate 
and BSOA) are  quite  sensitive  to  underlying  surface  albedo.   For  example,  whether  the underlying 
surface is covered in dark forest or bright crop/pasture can have a large quantitative impact on the 
local/regional aerosol radiative forcing.  Atmospheric water content and cloud cover will also impact the 
aerosol radiative forcing results.  There may be some effects on the SW ozone forcing too. 
 
The reviewer is correct that we fixed surface properties to present-day values. This may be a limitation of 
our study (the use of present-day clouds and water vapor are consistent with our use of present-day 
meteorology) and we have now added text to clarify this assumption. However, for scattering aerosols we 
do not expect the impact of modest changes in surface albedo (the Encyclopedia of Soil Science gives the 
range of albedo for forests as 0.05-0.2 and for croplands as 0.1-0.25) on TOA radiative fluxes to be large 
(see for example, Haywood and Shine, 1997). 
 
Modification: 

e. Page 4, line 20-21: added text: “We note that these radiative efficiencies are estimated using 
present-day land reflectances.” 

 
4.  Assessing the impacts of land cover change on climate is a challenging multidisciplinary field. 
Therefore, it is critical for the chemistry-climate community to be extremely clear in their novel 
assessments that may be viewed by scientists from other disciplines (e.g. carbon cycle, surface 
biophysical climate communities) who may be less familiar with nuances in the atmospheric chemistry.  
For this reason, I recommend to modify the paper text carefully such that forcing values from Ward et al., 
2014, Unger et al., 2014 and this study are not directly compared.  These 3 exciting studies all examine 



rather different aspects of human land cover change effects on chemistry-climate interactions using 
completely different experimental design protocols.  Indeed, the authors are quick to point out when their 
own results differ:  “This value is smaller than the LULCC change in DRE (+0.034 Wm-2) estimated by 
Heald and Spracklen (2015)...is therefore not directly comparable”. Yet, they proceed to compare Ward et 
al. 2014 and Unger et al.  2014: “We note here that the forcing estimated by Unger (2014) is of the 
opposite sign of that estimated by Ward et al. (2014)”, which is fundamentally misleading to readers.  
Ward et al., 2014 includes methane, dust, fire and carbon changes, whereas Unger (2014) focuses on 
BVOC emission changes and physical climate feedbacks.   Consider that global chemistry-climate models 
give a wide spread of ozone and aerosol results even when based on carefully designed harmonized 
experimental protocols (e.g. ACC-MIP)! Here, the authors are attempting to compare directly quantitative 
values from totally un-harmonized experiments that address different forcing components.  Ultimately, a 
coordinated LU-AerChem-MIP multi-model assessment is needed if a single attributed LULCC-chemical 
forcing of global climate is to be determined, (if that exists). 
 
We appreciate the reviewer’s point. And yet, given that there are limited studies on this topic, we think it 
is important that the quantitative results (and how they differ) be clearly discussed. Our objective in 
contrasting the results of Ward et al. and Unger in the Introduction was to highlight that they reach very 
different overall conclusions regarding the impact on land use change. The text does carefully indicate 
how these studies differ so the reader is made aware that they did not assess the same changes in the same 
way. To emphasize this we have added an additional sentence to the Introduction. 
 
Modification: 

f. Page 3, lines 7-8: added text “However, it is critical to note that these studies differ fundamentally 
in design and in the processes and species considered, highlighting the complexity of this forcing 
and the need to quantify specific impacts.” 

 
5.   Methane.   The authors include an interesting discussion of the oxidation capacity  consequences  of  
omitting  the  expanding  rice  production.   In  addition,  (i)  animal husbandry/livestock is a large global 
source of methane emissions (ii) the land use-induced short-lived precursor emission changes (NOx, 
BVOCs etc.)  would influence the methane lifetime itself too. 
 
We agree that livestock represents an additional source perturbation associated with land use conversion. 
We note that we have assessed the impact of short-lived precursor emission changes on OH (and the 
methane lifetime) in Section 5, but this does not feedback on methane concentrations. We add these 
points to the text. 
 
Modifications: 

g. Page 4, lines 31: text added in bold: “changes in local methane sources (e.g. expansion of rice 
paddies, growth in livestock).”  

h. Page 4, lines 31-34: added text: “Methane concentrations also do not respond to the changes in 
oxidative capacity associated with land-use driven changes in short-lived precursor emissions 
(assessed in Section 5).” 

 
6.   The authors conclude that the BSOA and ozone global forcing results are qualitatively  similar  to  
those  in  Unger  et  al.,  2014,  but  that  the  magnitude  difference  is mostly caused by differences in 
estimating the BVOC emissions change due to land use change. Does this mean that global BVOC-ozone 



and BSOA land use forcing depends mostly on BVOC emissions and is largely independent of the 
(complex) BVOC photochemical oxidation mechanisms under development?  i.e.  are current massive 
uncertainties in isoprene oxidation under different NOx regimes largely irrelevant for BVOC impacts on 
global climate?  Based on current available information/evidence, the answer is yes. 
 
This is a great question! We have not compared the chemical mechanism in the GISS model used by 
Unger and the GEOS-Chem simulation we used, however it is likely that there are significant differences 
in the treatment of BVOC oxidation, and we agree that uncertainties on this are large (we state this as a 
source of uncertainty in our results in the Conclusions). However, it does appear that to first order, the 
different treatment of BVOC emissions is the primary factor responsible for the differences in our study 
(as stated in the text). Quantifying the relative role of chemistry and emissions is beyond our capabilities 
(we do not have access to the GISS model) or the scope of this paper, but it would indeed be an 
interesting question to address in a LUC-MIP. In addressing another point by Reviewer #2 (Modification 
k listed below) we have added text to the Conclusions calling for a LUC-MIP.  
 
7.  In addition to the mapping of human land use onto the x-PFTs in global models, I suggest that the 
assigned PFT-specific basal emission rate for BVOCs is a large driver of the uncertainty too that needs to 
be discussed.  For example, at least, if this study assigned a zero or v.  low basal rate for pasture/grass 
PFT, would the results be even more consistent with Unger et al., 2014? 
 
Yes, the Reviewer is correct. This was implicit in our description of the differences between our treatment 
and Unger and stated on page 6. We have added additional text to re-iterate this point in the conclusions. 
 
Modification: 

i. Page 11 lines 4-5: text added in bold: “We attribute differences between our more modest 
estimates of LUC-DRF for BSOA and O3 and those of Unger (2014) to differing treatments of 
pasturelands in the respective models, and thus the assumed BVOC basal emission rate for 
pasturelands.” 

 
8.   Does  the  SOA  condensation  model  here  depend  on  pre-existing  OA  levels?   In which case the 
BSOA results would be sensitive to the assumed fire emissions that are prescribed to year 2010 in the 
study.  Would burning be higher in some regions in 1850, leading to potentially even higher PI BSOA 
than reported here? 
 
Yes, the model includes a reversible partitioning scheme which is dependent on pre-existing OA levels. 
Some studies indicate that fire activity was higher in pre-industrial and has declined due to the influence 
of human suppression (e.g. Marlon et al., 2008; Kloster et al., 2010), though some inventories suggest that 
fire emissions were lower in 1850 (e.g. Lamarque et al. 2010). Regardless, we are interested only in 
characterizing the changes in SOA driven by LUC, therefore any additional changes in OA partitioning 
driven by changes in fire emissions should be attributed as a fire feedback (not a LUC-driven effect). As 
we state on page 5, agricultural fires associated with cleared land make up a very modest fraction of total 
global fire emissions, therefore accounting for the LUC-driven fire emissions would modestly (likely 
negligibly) impact the global BSOA burden. Active deforestation could of course dramatically impact OA 
partitioning in a given year, but this is not a long-term perturbation, and is therefore not characterized 
here.  
 



9. For IPCC-standard radiative forcing results, uncertainty ranges are needed. Naked values like -0.071 
Wm-2, and -0.01 Wm-2 seem small and meaningless esp.  without uncertainty ranges. Are these numbers 
statistically significant with 95% confidence relative to inter-annual climate variability in the model? 
Quantitative information is needed on the statistical robustness of the results. The authors argue in the 
abstract that these global forcing values are ‘substantial’. That is a matter of debate e.g. the CO2 value is 
1.8 Wm-2.  Are 0.5-2% of the CO2 historical forcing values ‘substantial’?  Or are they simply lost in 
inter-annual climate variability? 
 
We agree that uncertainties are required for an IPCC-type of assessment, however as these experiments 
are not representative of the type of chemistry-climate experiment included in the IPCC, we have neither 
the ensemble nor the multi-model statistics that enable this kind of estimate. And as we do not 
characterize any climate feedbacks, we cannot comment on how our values compare to natural variability. 
We argue that our results are substantial in light of the direct forcing of these specific species driven by 
anthropogenic emissions, or climate feedbacks (stated explicitly in last page of the manuscript), not 
relative to CO2. We have added a sentence to clarify this.  
 
Modification: 

j. Page 10, lines 29-30: text added: “We note that these estimates are obtained with fixed 2010 
meteorology, and therefore we have not assessed the interannual climate variability against which 
these values can be compared for significance.” 

 
 
  


